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In recent years, Transfer Learning (TL) has emerged as a promising solution to scale Deep Reinforcement Learning 
(DRL) controllers for building energy management, addressing challenges related to DRL implementation as high 
data requirements and reliance on surrogate models. Moreover, most TL applications are limited to simulations, 
not revealing their real performance in actual buildings. This paper explores the implementation of an online TL 
methodology combining imitation learning and fine-tuning to transfer a DRL controller between two real office 
environments.
Pre-trained in simulation using a calibrated digital twin, the DRL controller reduces energy consumption 
and improves indoor temperature control when managing the operation of a Thermally Activated Building 
System in one of the two offices both in simulation and in the real field. Afterwards, the DRL controller is 
transferred to the other office following the online TL methodology. The proposed approach outperforms a DRL 
controller implemented without pre-training, and Rule-Based and Proportional-Integral controllers, achieving 
energy savings between 6 and 40% and improving indoor temperature control between 30 and 50%. These 
findings underscore the efficacy of the online TL methodology as a viable solution to enhance the scalability of 
DRL controllers in real buildings.

Nomenclature

𝛼 Boltzmann temperature coefficient
𝛽 Temperature term weight of reward function
𝑄̇sol Solar radiation [W/m2]
𝑄̇tabs Heating power delivered by TABS [kW]
𝛾 Discount factor
𝜇 DRL Learning rate
𝑇i Upper limit of temperature comfort range [◦C]

𝑇viol,daily Mean value of the daily average temperature violation rate
𝜃 Reward scaling factor
𝑇i Lower limit of temperature comfort range [◦C]

* Corresponding author.
E-mail address: alfonso.capozzoli@polito.it (A. Capozzoli).

𝑏occ Occupancy boolean variable
𝐸tabs Energy consumption associated with the TABS operation 

[kWh]
𝑓𝑜𝑐𝑐 Occupancy fraction over each control time step
𝑛viol,occ,daily Cumulative sum of daily occurrences of temperature viola

tion
𝑟 Reward function
𝑟𝐸 Energy term of reward function
𝑟𝑇 Temperature term of reward function
𝑇i Indoor air temperature [◦C]
𝑇o Outdoor air temperature [◦C]
𝑇viol,daily Cumulative sum of daily temperature violation [◦C]
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𝑢𝑡 Percentage opening of the valve

Acronyms

AI Artficial Intelligence
BESS Battery Energy Storage System
DRL Deep Reinforcement Learning
DTW Dynamic Time Warping
FDD Fault Detection and Diagnosis
FMI Functional Mock-up Interface
FMU Functional Mock-up Unit
GA Genetic Algorithm
HVAC Heating, Ventilation and Air Conditioning
HVRF Hybrid Variable Refrigerant Flow
IEA International Energy Agency
IL Imitation Learning
KPI Key Performance Indicator
MAPE Mean Absolute Percentage Error
ML Machine Learning
MPC Model Predictive Control
NEST Next Evolution in Sustainable building Technologies
ODBC Open DataBase Connectivity
PI Proportional-Integral
PID Proportional-Integral-Derivative
PIRs Passive Infrared Sensors
PLC Programmable Logic Controller
POMDP Partially Observable Markov Decision Process
PV Photovoltaic
RBC Rule-Based Controller
RC Resistance-Capacitance
RL Reinforcement Learning
RMSE Root Mean Squared Error
RTP Real-Time Pricing
SAC Soft Actor-Critic
TABS Thermally Activated Building System
TL Transfer Learning
TOU Time-Of-Use
TPE Tree-structured Parzen Estimator
VAV Variable Air Volume

1. Introduction

The building sector is one of the major contributors to total world en
ergy consumption considering it requires 40% of energy and contributes 
by nearly 25% to global 𝐶𝑂2 emissions [1]. The International Energy 
Agency (IEA) states that buildings are ``a source of enormous untapped ef
ficiency potential'' [2] and ``this decade is crucial for implementing measures 
to achieve targets planned by 2030 to make energy systems smarter, more 
connected, efficient, and resilient'' [3]. In this context, building energy 
management measures emerge as a potential solution for enhancing the 
operation of energy systems to decrease energy costs related to build
ing operation and to enhance indoor comfort conditions for occupants 
[4,5].

In buildings, Heating, Ventilation and Air Conditioning (HVAC) sys
tems are the major contributors to energy consumption, demanding 
approximately 60% of the total energy [6]. In recent years, different 
measures have been proposed to enhance the efficiency of HVAC sys
tem, such as the introduction of energy-e˙icient energy systems coupled 
with the implementation of advanced control strategies [7].

Nowadays, HVAC systems in buildings are typically controlled by 
straightforward control strategies like Rule-Based Controller (RBC) or 
Proportional-Integral-Derivative (PID) controllers [8] that are often sub
optimal since they can not optimise multi-objective control problems 
due to their reactive nature [9]. Moreover, RBC and PID controllers are 
unable to dynamically adjust their control policies to changing boundary 

conditions such as weather patterns, electricity costs and grid require
ments [10].

In this regard, the adoption of advanced control approaches based 
on Artficial Intelligence (AI) can overcome the limitations of traditional 
control strategies [11], due to their predictive and adaptive capabilities 
allowing for increased energy flexibility in buildings, a key factor in 
optimally managing energy systems according to occupant needs and to 
the dynamic boundary conditions existing in real buildings [12].

Among advanced control strategies, Reinforcement Learning (RL) 
has emerged as a promising solution due to its capability to automati
cally enhance system operations, taking into account multiple objectives 
and adjusting to dynamic conditions autonomously with minimal hu
man intervention, which are highly-requested features for controllers 
managing HVAC [13]. RL operates on a trial-and-error basis, where a 
control agent learns a near-optimal control policy through direct inter
action with the environment, guided by a reward mechanism [14].

Deep Reinforcement Learning (DRL) is the most widely utilised con
trol algorithm within the RL domain, effectively addressing complex 
control tasks, particularly in scenarios where multiple states and ac
tions should be dfined to properly represent the control problems, as 
in real-world buildings [15]. The implementation of DRL for HVAC sys
tems demonstrates optimal performance when applied to manage the 
operation mode of thermal energy systems [16,17] and storage systems 
[18], supply water temperature [19] and mass flow rate [20], fan speed 
[21] and indoor air temperature setpoints [22,23].

The online and offline training methodologies are two different train
ing strategies for enabling the interaction between the DRL-based agent 
and the controlled environment to retrieve the near-optimal control 
policy [24]. The online training strategy entails learning the optimal 
control policy while actively controlling the system [25]. However, this 
approach is not efficient due to the considerable training time needed 
for the DRL controller to interact with the environment to reach a 
near-optimal policy, primarily because of its initial poor performance. 
Therefore, the offline training approach is the most employed in build
ing energy management DRL applications [25]. This training strategy is 
carried out in a simulation environment, and it requires the definition of 
a surrogate model that emulates the dynamics of the controlled environ
ment. Although the offline training approach for DRL agents has shown 
impressive results, it faces significant challenges related to scalability 
and generalisability. Due to the unique features of each building, the 
design of data-driven or physics-based surrogate models becomes neces
sary. Developing data-driven surrogate models necessitates a minimum 
amount of monitoring data for the controlled building, while making 
physics-based models can be a time-intensive endeavour as it requires 
access to comprehensive building information (which may not always 
be available) and domain expertise [24].

To tackle these practical challenges, Transfer Learning (TL) appears 
as a promising solution to enhance the scalability of DRL controllers, 
enabling their implementation in real-world buildings. TL is a Machine 
Learning (ML) technique where a model initially trained to tackle a spe
cific task (i.e., source task) in a particular domain is leveraged to address 
a new task (i.e., target task) [26]. This new task shares similarities with 
the original task, either within the same domain or across different do
mains [27]. In recent years, TL has been increasingly applied in building 
energy management across various domains, such as load prediction 
[28,29], occupancy detection and activity recognition [30,31], building 
dynamics [32,33], and Fault Detection and Diagnosis (FDD) [34,35].

The earliest instances of TL are recent compared to other DRL ap
plications in the field of building energy management. Introducing a TL 
strategy for DRL controllers in buildings presents several benfits. These 
include boosting the direct deployment of these controllers in real build
ings with adequate performance from the initial implementation stages, 
enhancing their scalability by eliminating the need to develop surro
gate models and expanding their application in buildings with limited 
historical data. In addition to TL, other knowledge reuse approaches 
have been dfined in the literature, such as Imitation Learning (IL). IL 
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involves a control agent learning an optimal strategy for a specific task 
by observing the behaviour of an expert controller [36]. During this pro
cess, the control agent accesses the transitions generated by the expert, 
which detail the action selected by the expert controller and the result
ing changes in state-spaces.

In recent years the number of contributions on TL for DRL con
troller applications has increased. In [37], TL was employed for transfer
ring a DRL-based control policy between different buildings. The DRL 
controller managed the supply temperature setpoint of a chiller. This 
method achieved an average reduction of 40% in the duration of the 
warm-up period related to the implementation of DRL controllers while 
reducing on average by 50% the cumulative reward for target buildings. 
Moreover, Nweye et al. [38] introduced a TL approach incorporating IL 
to emulate the behaviour of a RBC considering measured data for five 
months. Thus, weight initialisation was carried out for training the DRL 
controllers before their deployment in an energy community. Results 
indicate that DRL control policy sharing within buildings in the energy 
community led to similar performance and reduced training time com
pared to the no-TL scenario.

The next section discusses the novelty and contributions of this pa
per, while other related works concerning the application of TL for DRL 
controllers in buildings are included in Appendix A.

1.1. Novelty and contributions of the paper

Several applications discussed in the literature consider a TL ap
proach for DRL controllers with fine-tuning over multiple episodes. 
However, this does not find practical applications because it would re
quire, depending on the type of application, several heating/cooling 
seasons (i.e., each epoch corresponds to a season in reality). In this 
framework, the TL applications developed so far for DRL controllers 
have only been evaluated in simulation environments, where building 
surrogate models were developed to emulate their real-world perfor
mance.

In this context, the online TL approach could be a viable solution to 
evaluate the real-world implementation of DRL control strategies since 
it allows for better performance from the early stages of implementation, 
significantly increasing their scalability and enabling more practical ap
plications.

Implementing a TL strategy in real buildings must consider several 
aspects similar to those related to the DRL real implementation. These 
aspects include the need to ensure the continuous and proper function
ing of the existing systems and the need to develop an adequate bench
marking method to quantify whether the performance of the transferred 
controller is better than that of traditionally implemented controllers in 
real buildings.

Following these considerations, this paper aims to demonstrate the 
practicality and effectiveness of applying online TL to DRL controllers 
in real-world scenarios, bridging the gap between theoretical research 
and real-world application while discussing the encountered implemen
tation challenges.

Specifically, this paper evaluates the real implementation of the on
line TL methodology in a building located in Switzerland, where a DRL 
controller was transferred between two offices. The developed online TL 
approach was homogeneous and transductive, according to the classfi
cation dfined in [39,40] and discussed in Appendix B, as the DRL con
trollers operating in the two offices had the same domain (i.e., action
space and state-space) and the same objective (i.e., reward function). 
For each office, a digital twin is developed in Modelica for pre-training 
and further benchmarking purposes.

The developed process involved transferring a pre-trained control 
policy based on the Soft Actor-Critic (SAC) algorithm. Theoretical foun
dations for DRL controllers are detailed in Appendix B. The aim of the 
implemented DRL controller is to minimise energy consumption while 
optimising indoor temperature conditions by regulating the opening 
percentage of the valve in the Thermally Activated Building System 

(TABS) supply circuit. Afterwards, the pre-trained DRL controller was 
deployed in the real source office to test its performance and allow it 
to continue learning according to real building dynamics and boundary 
conditions. A benchmarking process was carried out for the DRL con
troller to compare its performance with RBC and Proportional-Integral 
(PI)-based controllers.

Thus, the DRL controller implemented in the office was transferred 
to the real target office. The performance of the online TL implemented 
in the target office was benchmarked against that of a DRL-based con
troller implemented without any pre-training (i.e., online DRL), as well 
as against controllers based on traditional strategies such as RBC and PI.

Based on the previous considerations, the novelties of this paper can 
be summarised as follows:

• An online TL procedure was implemented to transfer a DRL con
troller pre-trained in simulation and later applied to the real source 
office. To the best of the authors’ knowledge, the real implementa
tion of TL for DRL controllers has not been explored in the literature 
before.

• An implementation framework ensuring a high level of interoper
ability with the building and its actuation and measurement systems 
has been developed to ensure the correct and continuous opera
tion of the energy systems within the building. Furthermore, this 
methodology has been designed to be easily scalable across differ
ent buildings. The DRL controller implemented in the source office 
and transferred to the target office uses a limited number of vari
ables easily measurable in real buildings.

• A benchmarking framework has been developed to compare the 
performance of the real controller implemented in the source office 
and the controller transferred to the target office with the perfor
mance of controllers belonging to three different families: RBC, PI 
and online DRL. In this case, a digital twin was developed for each 
office to implement the forementioned benchmark controllers and 
replicate the behaviour of the real implemented DRL-based con
trollers.

The paper follows this structure: Section 2 provides information 
about the case study, while Section 3 presents the methodological frame
work employed for training, implementing and transferring the DRL 
controller. Section 4 elaborates on the implementation details, cover
ing digital twin development and building controller implementation. 
Results are discussed in Section 5, while Sections 6 and 7 delve into the 
implications of the research findings and suggest future directions.

2. Case study and control problem

The Next Evolution in Sustainable building Technologies (NEST) 
building, operated by the Swiss Federal Laboratories for Materials Sci
ence and Technology (EMPA), stands as a versatile research and inno
vation hub situated in Dübendorf, Switzerland [41]. It brings together 
collaborators from academic institutions, industry and the public sector. 
The architecture of NEST includes a main backbone supporting three 
platforms that host a variety of research and innovation modules.

Fig. 1 shows the HiLo (High Performance -- Low Emissions) unit [42], 
a cutting-edge research space dedicated to the advancement and evalu
ation of building technologies. HiLo is a living laboratory enriched with 
an extensive sensor network, ensuring an ideal setting for the implemen
tation of controllers.

The HiLo unit is built on two floors. The lower floor is divided into 
two similar office spaces, while an open-space area is on the upper floor. 
In this study, the two offices on the lower level are considered: Office1

and Office2, both depicted in Fig. 1. Office1 is positioned on the south
west corner, spanning an area of 22.94m2, while Office2 lays on the 
southeast side with an area of 22.08m2. Both offices feature three dif
ferent HVAC systems: a mechanical ventilation with heat recovery, a 
Hybrid Variable Refrigerant Flow (HVRF) system and a ceiling-mounted 
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Fig. 1. Case study representation. 

integrated TABS. In this work, only the latter HVAC system, i.e., the 
TABS is considered, being the only one with full control access. The main 
difference between the HVAC systems of the two offices is that the venti
lation system in Office2 is integrated into the TABS. In addition, contrary 
to the conventional passive shading system in Office1, Office2 features 
an adaptive solar facade that dynamically adjusts to modulate solar ra
diation, thereby facilitating local energy generation, passive heating and 
shading, and enhancing daylight penetration [43].

The data collected by the onsite sensors is stored in an MS-SQL 
database. In this study, only the indoor and outdoor temperature sen
sors, solar radiation sensors and occupancy detectors, a subset of the 
available data points, are used, reproducing typical data access con
straints found in conventional buildings, as described in [44]. Office1

is a single-person office which is occasionally used as a meeting space, 
while Office2 is normally used by two people. Generally, both offices are 
occupied during working hours, from Monday to Saturday between 7:00 
and 21:00. During these time ranges, the temperature is kept between 
21◦C and 23 ◦C in Office1 and between 23◦C and 25 ◦C in Office2. The 
temperature acceptability ranges of the two offices differed for two rea
sons concerning the indoor temperature preferences of the occupants 
and the system requirements. As dfined above, in Office2 the ventila
tion system is integrated with the TABS. This increases the temperature 
of the air supplied by the ventilation system to ensure indoor air quality 
from the 𝐶𝑂2 concentration perspective, compared to the temperature 
of the air supplied in Office1 by the ventilation system. Therefore, the 
temperature acceptability range in Office2 is dfined as [23, 25] ◦C.

The valve is regulated at five-minute intervals. This control directly 
ifluenced the water flow rate through the TABS and the thermal power 
output in each office. Notably, the valve operated using a changeover 
mechanism, with the inlet temperature maintained constant and heated 
by the central heating water supply.

3. Methodology

This section delineates the methodological framework of this paper, 
structured into four stages as shown in Fig. 2.

3.1. Pre-training of DRL source controller in the HiLo digital twin

In the initial phase of the methodology, the DRL controller in the 
source office zone is pre-trained in simulation, but differently from [44] 
it is employed a digital twin based on a detailed Resistance-Capacitance 
(RC) model and developed in Modelica. The DRL agent is pre-trained 
to manage the opening percentage of the valve in the TABS circuit for 
the source office, employing a co-simulation environment integrating 
Modelica and Python that facilitated interaction between the controller 
and the digital twin. Throughout the pre-training process of the source 
DRL controller, an automated procedure is conducted to identify the 
best cofiguration of hyperparameters for the DRL controller. At this 

Fig. 2. Methodological framework adopted in this work. 

stage, the source DRL controller performance is compared with that of 
the baseline RBC controller implemented in the real building. Details 
about this methodological step can be found in Section 4.3.

3.2. Implementation of DRL controller in source office

The second phase of the methodology involves the implementation 
of the pre-trained DRL controller in the source office.

The DRL controller is implemented in the source office, continually 
learning from ongoing interaction with the real building and iteratively 
updating and rfining its control policy.

As in [44], the implementation adheres to the infrastructure pro
vided by NEST, ensuring effective communication and control for the 
HVAC system of the building, including a fail-safe mechanism to ensure 
continuous and correct operation of the HVAC system.

Thus, a performance benchmark for the DRL controller is carried 
out by using the digital twin developed in Modelica for the source office 
with the RBCs and PI controllers.
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3.3. Implementation of online transfer learning in target office

The third stage of the methodological framework entails the im
plementation of the online TL strategy, where the DRL control policy 
implemented in the source office is transferred to the target office. The 
online TL strategy includes imitation learning, weight-initialisation and 
fine-tuning.

The implementation of online TL in the target office integrates the 
same fail-safe mechanism developed for the source office. Further details 
about the online TL implementation are provided in Section 4.4.1.

3.4. Performance benchmarking of online transfer learning in target office 
digital twin

The last stage of the methodology benchmarks the performance of 
the online TL strategy against an online DRL controller, three PI con
trollers with different temperature setpoints, as well as two different 
RBCs. The benchmark for online TL with RBCs is provided to compare 
the performance of the former with conventional controllers commonly 
used in real buildings. Specifically, two different RBCs are evaluated, 
one of which emulated the operation of the baseline controller imple
mented in the real building. The benchmark controllers are implemented 
using the digital twin developed in Modelica for the target office, con
sidering the same real-world conditions as those in which the online TL 
controller operated.

Further details on online DRL control strategy can be found in Sec
tion 4.4.

4. Implementation

4.1. Digital twins development

A detailed white-box model of the controlled system was developed 
to train the DRL controller and benchmark the performance of differ
ent controllers after the real implementation. The model was developed 
in Modelica [45] by using the Buildings library [46]. The model com
prises both the dynamic characteristics of the adaptive solar facade and 
a detailed description of the HVAC system. The facade model was made 
of lumped parameter elements: a sub-model computed the mass and 
energy balance in the zone air volume, while facade opaque elements, 
namely the ceiling, the floor and the vertical partitions separating the 
zone with the adjacent zones and the external environment, were mod
elled as a series of thermal resistances and capacities, each accounting 
for a construction layer. The model included thermal bridges and a de
tailed description of the thermal gains due to the transparent envelope 
elements. The TABS model accounted for its water mass content, the 
thermal capacity and resistance of the concrete layers in which pipes 
were embedded, and the pressure drop of the pipes themselves, thus 
providing a realistic estimation of the heat exchange with the zone.

Model parameter values were inferred from available building de
scriptions and drawings; then, some of those parameters were selected 
for the calibration process, in which their value was fine-tuned to match 
the prfile of the selected output variables with the actual measured pro
files. The output variables of choice were the zone air temperature and 
the return water temperature of the TABS to ensure that the model prop
erly described both the zone and TABS thermal dynamics. Internal gains 
due to people occupancy were estimated combining the available mon
itored occupancy fraction with properly selected values of convective 
and radiant gain per person, according to the expected office activity 
carried out by the occupants. As far as non HVAC-related appliances, a 
realistic usage schedule was inferred from the occupancy pattern.

The parameters selected to be tuned were the TABS, the internal air 
volume thermal capacities and the thermal resistance accounting for the 
thermal bridges of the building facade. In particular, the Modelica em
ulator modelled the internal air volume as lumped object on which to 
apply mass and energy balance equations. While the air mass was kept 

Table 1
Metrics for calibrated models of the two offices.

Zone Indoor temperature RMSE [◦C] Energy consumption MAPE [%] 
Office1 0.62 9.9 
Office2 0.65 9.2 

equal to the value estimated from the building geometry, a multiplier 
for the thermal capacity was introduced for the tuning process. These 
parameters were selected as being the most directly ifluencing the dy
namic response of the building, and were tuned through a trial and error 
process. Fine-tuning these parameters allowed to adjust the time con
stant of both the building and the TABS, thus better fitting the output 
variables prfile with the sensor measurements. In particular, the final 
value of the multiplying factor for scaling the sensible thermal mass of 
the volume was equal to 3. This value is often significantly larger than 
1, as it has to account for internal thermal masses [47].

The calibrated model showed satisfactory performance, as can be 
seen in Fig. 3 for Office1 for the period 15 to 28 November 2023. The 
upper plot compares the measured zone temperature to the simulation 
result. The second and third subplots compare respectively the thermal 
power delivered by the TABS and the return water temperature result
ing from the simulation to that measured on the field. It must be noted 
that from the comparison between the real and simulated measurements 
for the thermal power delivered by the TABS that the two prfiles were 
similar. Moreover, the return temperature reading was meaningful only 
when the heating system was in ON mode; indeed, the model perfor
mance with respect to the heating system dynamics was evaluated on 
the prediction error of the heating power consumption, which was null 
when the system is OFF. The lower plot shows the boundary conditions 
prfiles during the considered time window, those variables being the 
outdoor air temperature, the adjacent zone temperature and the global 
horizontal solar radiation. Moreover, Table 1 shows the metrics em
ployed to evaluate the performance of the model calibration process of 
the two offices. In detail, Root Mean Squared Error (RMSE) and Mean 
Absolute Percentage Error (MAPE) are used to evaluate the performance 
related to indoor temperature calibration and energy consumption, re
spectively. The energy consumption was closely related to the return 
temperature, as the supply temperature and flow rate measured in the 
real field were used as inputs. The response of the models of both of
fices is acceptable, showing performance in the range of 0.6 ◦C of RMSE 
for indoor temperature and MAPE between 9 and 10% for energy con
sumption.

The Modelica model was exported as a Functional Mock-up Unit 
(FMU), according to the Functional Mock-up Interface (FMI) standard 
[48]. The standard allows to interface models built with different soft
ware tools with each other and with programming language code. In 
the present case, the model FMU was interfaced with a primary code 
written in the Python language, in order to allow control signals to be 
sent to the emulator, which would in turn send feedback measurements 
back to the primary code. The FMI standard allows such an interaction 
to be performed at each simulation timestep, enabling the simultaneous 
interaction between the emulator and the controller.

4.2. DRL controller design

This section describes the main features of the implemented DRL 
controller (i.e., state-space, action-space and reward function).

The formulation of the action-space and the reward function is the 
same as in the recent work developed by Silvestri et al. [44] for the 
same building, while the state space is modfied to provide an improved 
version ensuring better performance for DRL controller.

The DRL controller was developed by employing the latest version 
of the Stable-Baselines library [49].

Since the SAC was employed as DRL algorithm, the action-space is 
continuous and dfined as:
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Fig. 3. Comparison for Office1 of real and simulated indoor temperature, TABS thermal power and TABS return temperature after model calibration. (For interpretation 
of the colours in the figure(s), the reader is referred to the web version of this article.)

𝐴 ∶ 0 ≤ 𝑢𝑡 ≤ 1 (1)

During each 5-minutes control time step 𝑡, the valve opening percent
age 𝑢𝑡 is chosen by the agent. This feature is proportional to the fraction 
of the nominal heating power 𝑄̇tabs supplied by the TABS. When the 
control action 𝑢𝑡 chosen by the agent is lower than 0.1, its value is set 
to 0, according to the operational characteristics of the TABS.

The state-space of the DRL agent included 23 variables that were 
measured in the case study building and dfined in Table 2 with a de
tail on the evaluation time step and on their corresponding lower and 
upper bounds employed to re-scale the variables through min-max nor
malisation.

Similar to [44], Outdoor Air Temperature 𝑇o and Global Solar Radiation

𝑄̇sol were included within the state space as they are fundamental due to 
their ifluence on building heating energy consumption and indoor tem
perature. These variables were evaluated on the current time step 𝑡 and 
for the previous 15 and 30 minutes. Moreover, hourly outdoor temper
ature predictions were provided for the next 6 hours. Differently from 
[44], the power supplied by the TABS to the environment 𝑄̇tabs was in
cluded in the state-space considering only two historical measurements, 
15 and 30 minutes before, as it was proportional to the control action 𝑢𝑡
and this could lead to possible ovefitting for the DRL controller. To en
sure an adaptive definition, the information about Indoor temperature did 
not consider its absolute value but the temperature difference relative to 
the two temperature limits of the acceptability temperature range (i.e., 
𝑇i − 𝑇i and 𝑇i − 𝑇i). By combining these two variables, the DRL agent 
comprehended the status of indoor temperature compared to the tem

perature acceptability range. As per the other variables discussed so far, 
information concerning indoor air temperature was integrated into the 
state space at the present control time step 𝑡, along with two lagged 
values (15 minutes and 30 minutes before), enabling the evaluation of 
temperature evolution within the building over time and considering the 
impact of building thermal dynamics [50]. This approach augments the 
capacity of DRL controller to extract the dynamics of the environment 
from the state-space. To conclude, information regarding the presence of 
occupants was expressed through three distinct variables: the occupancy 
fraction over each five-minute control time step 𝑓occ , time to occupancy 
start and time to occupancy end. 𝑓𝑜𝑐𝑐 was integrated to inform the DRL 
agent about the presence of the occupants, thereby indicating poten
tial additional indoor gains that could reduce the energy demand for 
TABS. The remaining two variables denote the time until the next oc
cupancy pattern change. When the building was unoccupied, time to 
occupancy start indicated the number of time steps remaining before the 
arrival time of occupants (equal to zero when the building is occupied). 
Conversely, during occupied periods, time to occupancy end denoted the 
number of time steps until the departure time of occupants (equal to 
zero during off-occupancy periods).

In this paper, the reward function was dfined as the combination 
of two opposing terms, energy-related 𝑟E and temperature-related 𝑟T, 
weighted by employing the reward factor 𝛽 > 0 and employing a reward 
scaling factor 𝜃, similar to [44]. The reward formulation 𝑟 follows a 
similar structure to the one employed in [44] and it is dfined as follows:

𝑟 = −𝜃 ⋅ (𝑟E + 𝛽 ⋅ 𝑟T) (2)
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Table 2
Variables included in the state-space.

Variable Min value Max value Unit Timestep 
𝑇o 261.15 293.15 K t-30min, t-15min, t, t+1h, ..., t+6h 
𝑄̇sol 0 800 𝑊 ∕(𝑚2 ⋅𝐾) t-30min, t-15min, t 
𝑄̇tabs 0 0.9 kW t-30min, t-15min 
𝑇i − 𝑇i -5 5 ◦C t-30min, t-15min, t 
𝑇i − 𝑇i -5 5 ◦C t-30min, t-15min, t 
Time to occupancy start 0 407 - t 
Time to occupancy end 0 169 - t 
Occupancy fraction 𝑓occ 0 1 - t 

The energy-related term 𝑟E was equal to 𝐸tabs [kWh], representing 
the energy consumption attributed to the operation of the TABS, which 
was directly proportional to the control action 𝑢𝑡. The temperature
related term 𝑟T quantfied the squared deviation of the zone temperature 
from the desired temperature limits, and its formulation depended on 
the presence of occupants during occupancy hours, indicated by 𝑏occ:

𝑟T =

{
0 if 𝑏occ = 0
max(0, 𝑇i − 𝑇i)2 + max(0, 𝑇i − 𝑇i)2 if 𝑏occ = 1

(3)

During non-working hours, the value of 𝑟T was equal to 0.

4.3. Setup of DRL controller pre-training process

This section delves into the setup of the DRL controller during the 
pre-training phase carried out by using the digital twin developed in 
Modelica to emulate the building dynamics. In this study, the latest ver
sion of the SAC algorithm developed in the Stable-Baselines library [49] 
was employed. The performance of DRL controllers was ifluenced by 
numerous hyperparameters that required adequate tuning [51]. Thus, 
an automated hyperparameter optimisation procedure is executed using 
the Python library Optuna [52]. The Tree-structured Parzen Estimator 
(TPE) algorithm [53] was chosen as the sampling optimisation method 
for Optuna. The optimisation process was carried out to retrieve the opti
mal cofiguration of hyperparameters that ensured the most favourable 
balance between decreasing the average daily energy consumption as
sociated with TABS operation 𝐸tabs and improving indoor temperature 
control for the DRL agent. The performance in terms of temperature 
control was evaluated by assessing the mean value of the daily average 
temperature violation rate 𝑇viol,daily , computed as:

𝑇viol,daily =
𝑇viol,daily

𝑛viol,occ,daily
(4)

where 𝑇viol,daily was the cumulative daily sum of temperature violations 
and 𝑛viol,occ,daily is the daily temperature violations occurrences. The 
cumulative daily sum of temperature violations 𝑇viol,daily [◦C] was com
puted per day as dfined in Equation (5), during the simulated testing 
phase 𝑡 ∈ [0, 𝑡𝑁 ], 𝑡𝑁 corresponds to the number of daily timesteps (i.e., 
288 steps).

𝑇viol,daily =
𝑡𝑁∑
𝑡=0 

𝑏occ,𝑡 ⋅ 𝑇viol,𝑡 (5)

where 𝑏occ,𝑡 was a Boolean variable equal to 1 when the thermal zone 
was occupied, while 𝑇viol,𝑡 indicated the temperature violation calcu
lated per each control time step as follows:

𝑇viol,𝑡 =
⎧⎪⎨⎪⎩
𝑇i − 𝑇i if 𝑇i < 𝑇i

0 if 𝑇i ≤ 𝑇i ≤ 𝑇i

𝑇i − 𝑇i if 𝑇i > 𝑇i

(6)

𝑇i and 𝑇i represented respectively the upper and lower bounds of the 
temperature acceptability range.

Considering the multi-objective nature of the hyperparameter opti
misation problem, multiple solutions exist in the optimal Pareto-front 

[54]. Therefore, designating a criterion for selecting the best solution 
among these optimal choices became necessary. The criterion adopted in 
this study was based on the minimum distance from the point with coor
dinates corresponding to the minimum values of both objective function 
terms, dfined as the ideal point [55]. In this framework, the Euclidean 
distance between ideal and Pareto front points was calculated consider
ing a plane with coordinates [𝐸tabs, 𝑇viol,daily]. In the Euclidean distance 
calculation, no specific weighting was applied, since each term was con
sidered equally.

Twenty agents trained for 20 episodes, where each episode corre
sponds to 90 days, from 1 December 2023 to 28 February 2024, were 
considered during the hyperparameters optimisation procedure.

Ideally, all possible combinations of the hyperparameters would be 
evaluated to identify the optimal cofiguration. However, this approach 
would be computationally prohibitive. Thus, twenty trials were selected 
to adequately explore the hyperparameter space while balancing com
putational costs. This approach aligns with the methodology used in 
[39] who adopted a similar number of trials in a comparable context.

The performance achieved per each trial at the end of the training 
phase by each set of DRL hyperparameters was computed by consid
ering the Euclidean distance between the DRL performance the ideal 
point. The best set of hyperparameters was retrieved by considering the 
minimum Euclidean distance and by comparing the performance of each 
set against that of the 𝑅𝐵𝐶1 baseline controller implemented in the real 
Office1 in HiLo, described in Section 4.4.2. Comparing each set of hyper
parameters against the performance of 𝑅𝐵𝐶1 was conducted to ensure 
that each chosen cofiguration demonstrated an improvement over the 
baseline control strategy. This validation step was necessary because 
minimising Euclidean distance alone does not guarantee that each con
figuration performs better than the baseline controller. The values and 
range of DRL controller hyperparameters considered during the optimi
sation process are included in Table C.7 in Appendix C.

4.4. Benchmark control strategies

This section discusses the implementation details of the online TL 
and of the control strategies employed to benchmark the performance 
of DRL and online TL controllers.

4.4.1. DRL-based control strategies

The developed online TL strategy involves weight-initialisation, fine
tuning and imitation learning. Weight-initialisation enables knowledge 
transfer by sharing between the source and target DRL controllers 
the neural network parameters. Initially, the pre-trained source agent 
weights of Actor and Critic networks are employed to initialise those of 
target controllers. Afterwards, the neural network weights are updated 
during a fine-tuning process that enables the adjustment of the agent 
to the unknown conditions specific to the target office (e.g. variations 
in indoor temperature preferences of occupants). Before the fine-tuning 
process started, an IL phase take place, where transitions obtained from 
the RBC operation, implemented in the real office 2 for 14 days from 15 
November to 28 November 2023, are employed to initialise the mem
ory buffer of the online TL agent. This approach has proven effective in 
improving the ability of the online TL agent to learn the action-space
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reward function relationship during the initial days of online TL real 
implementation, as the control problem is the same in source and tar
get domains as well as due to the adaptive definition of the state space 
of the DRL controllers, as dfined in Section 4.2.

In addition to the online TL strategy developed in this paper, an
other DRL-based control strategy was considered to evaluate online TL 
performance, i.e., online DRL controller. The online DRL control strat
egy involves the control agent learning the optimal policy while actively 
managing the system without prior knowledge of its dynamics [25]. 
The main advantage of the online DRL strategy is its model-free nature, 
which eliminates the need for a surrogate model of the environment 
to be controlled. However, during the early training stages, the limited 
knowledge of the agent increases the risk of suboptimal performance. In 
this context, the IL approach is employed as in online TL to initialise the 
memory buffer of the online DRL strategy. The online TL controller was 
implemented in real-time on Office2, while the online DRL agent was 
implemented in simulation employing the digital twin of the Office2. 
The automated optimisation of hyperparameters was not conducted for 
the DRL-based controllers, as it necessitated training the controllers over 
multiple episodes, such as in the source DRL agent [39]. However, this 
approach contrasted with the online DRL and online TL strategies devel
oped in this study, which were implemented respectively for only one 
episode (aiming to represent direct implementation in a real building) 
and directly in the real office. Therefore, the hyperparameters 𝜃 and 𝛽
were the same as those optimised in the source DRL controller for DRL
based controllers implemented in the target office. However, the values 
of Batch size, Gradient steps, Train frequency and the starting value of 
Boltzmann temperature coefficient 𝛼 were modfied.

Reducing the batch size to 64 for both online strategies was moti
vated by the limited data amount available for training the controllers 
in an online fashion and expediting the convergence process towards 
an optimal solution [56]. Increasing the number of gradient steps to 5 
provided significant advantages to the controllers, speeding up the train
ing process during the initial weeks of implementation when the agent 
had a limited amount of transition data stored in the memory buffer for 
proper training [39]. The initial value of 𝛼 was reduced to 0.05 so that 
the agent would explore more carefully and exploit the control actions 
from the source DRL control policy [57].

Moreover, while initially impacting the performance of the DRL
based control strategies, a training frequency of 288 control time steps 
ensured that the control agent accumulated a larger number of transi
tions before proceeding to the next learning step, thus enhancing per
formance throughout the training period. The combination of increasing 
gradient steps to 5, reducing batch size to 64, and lowering learning rate 
to 0.00025 compared to the source controller safeguards against com
plete overwriting of the pre-trained source control strategy. Adjusting 
the learning rate enabled the optimisation of the control policy accord
ing to the varying boundary conditions in the target building while 
mitigating excessive exploration of the action space, which could lead 
to deviations from the optimal control policy learned during the ini
tial training phase [58]. Hence, utilising a lower learning rate ensured 
that the prior knowledge from the source office was not completely dis
carded. Therefore, the learning rate 𝜇 was reduced for online TL by half 
compared to the value of the same parameter for the source DRL con
troller (i.e., 0.0005) as in [24] that demonstrated the effectiveness of the 
learning rate reduction by computing the Mahalanobis distance [59].

However, for the online DRL controller, the initial value of 𝛼 and the 
value of learning rate 𝜇 were the same as source DRL controller since 
this control strategy was implemented without pre-training, and it was 
required to encourage exploration due to the absence of a pre-trained 
policy as in the case of online TL.

4.4.2. Traditional controllers

Similarly to the previous work by Silvestri et al. [44], two different 
types of traditional controllers were evaluated during the benchmarking 
phase: RBC and PI controllers.

Table 3
Time and indoor temperature conditions in RBCs for the pre
switch ON phase.

Combination Time period Indoor temperature 
1 𝑡𝑠𝑡𝑎𝑟𝑡 − 6 ≤ 𝑡 < 𝑡𝑠𝑡𝑎𝑟𝑡 − 5 𝑇i − 𝑇i ≥ 1 ◦𝐶
2 𝑡𝑠𝑡𝑎𝑟𝑡 − 5 ≤ 𝑡 < 𝑡𝑠𝑡𝑎𝑟𝑡 − 3 𝑇i − 𝑇i ≥ 0.5 ◦𝐶
3 𝑡 ≥ 𝑡𝑠𝑡𝑎𝑟𝑡 − 3 𝑇i − 𝑇i ≥ 0 ◦𝐶

Two different RBCs were used to evaluate the performance of the 
DRL controller implemented in the source office and the online TL con
troller in the target office. These RBCs operate on weekdays during occu
pied periods and according to an On-Off control strategy, fully opening 
or closing the valve based on indoor temperature and time of day condi
tions outlined in Table 3. These combinations were determined through 
a sensitivity analysis, during which various thresholds were tested to 
minimise temperature violations in the initial stages of the occupancy 
period [44]. The conditions related to the time period refer to the time 
of day, indicated as t in Table 3. The difference between 𝑡start and the 
values listed under each time period combination is measured in hours. 
Therefore, the values reported in Table 3 (i.e., 6, 5 and 3) represent the 
time of the day in hours.

Following the pre-switch ON phase lasting at 𝑡𝑠𝑡𝑎𝑟𝑡 = 7:00, the two 
RBCs managed the TABS to open the valve to supply heating power 
to the thermal zone. The two RBCs differed at this stage in the tem
perature limits below/above which the valve was opened or closed. In 
detail, the 𝑅𝐵𝐶1 represented the baseline RBC implemented in the real 
building, where the controller fully opened the valve to supply heating 
energy from TABS if the 𝑇i fell below the lower-temperature accept
ability threshold 𝑇i = 21 ◦C for Office1 and 𝑇i = 23 ◦C for Office2. 
Conversely, if 𝑇i exceeded the upper-temperature acceptability thresh

old 𝑇i = 23 ◦C for Office1 or 𝑇i = 25 ◦C for Office2, 𝑅𝐵𝐶1 fully closed 
the valve to stop the heating energy supply from TABS.

A second implementation of the RBC, denoted as 𝑅𝐵𝐶2, was in
troduced to compare the performance of online TL against that of a 
more rfined controller. 𝑅𝐵𝐶2 followed the same logic as 𝑅𝐵𝐶1, ex
cept its operation range, which has been restricted between [21, 22]◦C
for Office1 and [23, 24]◦C for Office2. This adjustment was made after 
observing that 𝑅𝐵𝐶1 often exceeded the temperature upper bound due 
to the thermal inertia of the TABS.

RBCs operated until occupants left the building at 𝑡end = 21:00 or on 
Sundays when the TABS system was switched OFF.

The PI controllers operate according to the following relationship 
between the control output 𝑢(𝑡) and the reference error 𝑒(𝑡):

𝑢(𝑡) =𝐾p𝑒(𝑡) +𝐾i

𝑡 

∫
0 

𝑒(𝜏) 𝑑𝜏 (7)

In this work, 𝐾p and 𝐾i were fine-tuned by employing a PID Tuner 
in MATLAB, cofigured for balanced performance. The values of the 
two constants resulting from the tuning process are respectively equal 
to 𝐾p = 0.3 1 

◦C and 𝐾i = 1 ⋅ 10−4 1 
𝑠⋅◦C . The unit of measure of 𝐾p and 𝐾i

were obtained considering that the PI controller operates respectively 
on the proportional and integral value of the error 𝑒(𝑡), measured in 
◦C, while 𝑢(𝑡) is expressed as percentage. Moreover, the control action 
𝑢(𝑡) was limited within the range [0,1] to be comparable with other 
controllers’ action space, dfined in (1). To prevent integral windup, an 
anti-windup scheme was integrated into the PI controller [60]. The PI 
controller was set to track an indoor temperature setpoint, and operated 
from Monday to Saturday from 1:00 to 21:00. The choice of 1:00 as the 
start time for the PI controllers was made to ensure consistency with 
the operation of RBC strategies, providing a fair comparison between 
the traditional controllers. However, details about the results of each 
tested start time are included in Table D.9 in Appendix D.

Different temperature setpoints and starting times were tested to find 
the PI controller with the best performance in terms of energy consump
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Fig. 4. The control systems infrastructure where the dotted lines represent the 
control signals, while the solid lines represent the data signals, adapted from 
[44].

tion and temperature violations. For Office1 and Office2, three different 
indoor temperature setpoints were tested, considering values placed in
side the acceptable temperature ranges per each office: 21 ◦C, 21.5 ◦C
and 22 ◦C for Office1, 23 ◦C, 23.5 ◦C and 24 ◦C for Office2.

4.5. Real-world implementation

This section outlines the implementation of the controllers in the real 
systems, adhering to the methodology detailed in Section 3.

Fig. 4 shows the flow of data and signals through the communication 
infrastructure in NEST.

In the foundation tier of the system, the Programmable Logic Con
troller (PLC) situated in HiLo was responsible for gathering sensor data 
and dispatching control signals to actuators via various protocols, in
cluding Modbus RTU RS485 and conventional analog/digital signals 
(0-10V, 4-20mA, PT1000, DI/DO). This PLC communicated with a gate
way housed on a virtual machine through the versatile, open-source 
OPC-UA protocol. Subsequently, this gateway transmitted the collected 
data to a MS-SQL historical database via Open DataBase Connectivity 
(ODBC). This database is hosted on a virtual machine within the NEST 
cloud and is accessible remotely through a Python-integrated REST API. 
Real-time data and control signals were reciprocally exchanged between 
the remote client and the gateway server utilising the MQTT protocol.

The remote PC, equipped with a 4-core CPU operating at 3.40 GHz 
and 16GB of RAM, ran two Python scripts in parallel within a Python 
virtual environment. The control logic was implemented in the Con

troller script, which read data and wrote control signals to a JSON file. 
The Communication interface script handled the transmission of informa
tion between the JSON file and the system. This structure separated the 
tasks of controlling and communicating, ensuring that communication 
remained active even if an error occurred in the Controller script.

Table 4
Average daily energy consumption and 
mean daily average temperature violation 
rate for DRL and benchmark controllers for 
Office1 during pre-training phase.

Controller 𝐸tabs [kWh] 𝑇viol,daily [◦C] 
𝑅𝐵𝐶1 7.28 0.139 
𝑅𝐵𝐶2 8.21 0.042 
𝑃𝐼21 6.26 0.253 
𝑃𝐼21.5 7.41 0.045 
𝑃𝐼22 8.46 0.125 
𝐷𝑅𝐿 5.59 0.032 

During the implementation, the DRL controller ran in Office1 from 8 
to 16 March 2024. Subsequently, the DRL controller was transferred to 
Office2 and implemented from 3 to 26 April 2024.

5. Results

This section shows the outcomes of applying the methodological 
framework described in Section 3. The results are divided into two sub
sections, each focusing on a different office.

5.1. Pre-training and real-world implementation of DRL controller in 
Office1

As outlined in Section 4.3, the DRL controller was pre-trained of
fline using the digital twin developed for Office1 before its real-world 
implementation. This pre-training phase involved optimising the hyper
parameters of the source DRL controller, whose values are detailed in 
Table C.7. The results obtained for the DRL controller during the three
month pre-training phase in Office1, conducted using typical climatic 
data in Modelica for Dübendorf, and those of the benchmark controllers, 
are reported in Table 4.

Results in Table 4 indicate that the DRL controller outperformed the 
benchmark controllers implemented in Office1 in simulation. Specifi
cally, DRL reduced TABS average daily energy consumption between 
23% and 32% compared to RBCs and between 11% and 34% in relation 
to PI controllers. In addition, the DRL provided better control of in
door temperature conditions, since it decreased 𝑇viol,daily between 24% 
and 77% in comparison to RBCs and between 29% and 87% relative 
to PI controllers. Moreover, to provide a better overview of the per
formance for the pre-trained DRL controller, Table E.10 in Appendix E
shows the performance comparison of the DRL controller and traditional 
controllers over another three-month period from a different year but 
for the same location (i.e., Dübendorf).

Subsequently, the DRL controller was implemented in learning mode 
on the source office, considering an implementation period of nine days. 
The implementation period was limited by connection issues with the 
database from which the DRL controller extracted the states required 
for its correct operation.

Fig. 5 provides a detailed performance comparison of the DRL agent 
in the real environment versus its behaviour in the digital twin of Of

fice1. This comparison highlights the indoor temperature and energy 
consumption prfiles in both settings, illustrating how the controller op
erates under real-world conditions compared to digital twin conditions. 
For the digital twin, the same boundary conditions of the analysed pe
riod (8-16 March 2024) were employed, as well as the same actions 
selected by DRL controller real implemented.

Fig. 5 shows that the DRL controller implemented in the digital twin 
provided identical performance in terms of energy consumption com
pared to real operation, while the temperature prfiles were similar, 
with some differences due to sporadic temperature peaks that occurred 
in real operation and related to certain factors that were not modelled in 
the digital twin (e.g. other occupants that arrive in the office, doors/win
dows opening). However, a performance metrics comparison between 
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Fig. 5. Comparison of indoor temperature and energy consumption profiles between real and digital implementations for DRL in source office. 

Table 5
Average daily energy consumption and 
mean daily average temperature violation 
rate for DRL and benchmark controllers im
plemented in Office1 digital twin during 
the period 8-16 March 2024.

Controller 𝐸tabs [kWh] 𝑇viol,daily [◦C] 
𝑅𝐵𝐶1 2.33 0.255 
𝑅𝐵𝐶2 2.13 0.190 
𝑃𝐼21 2.04 0.182 
𝑃𝐼21.5 2.37 0.182 
𝑃𝐼22 3.38 0.296 
𝐷𝑅𝐿 2.1 0.108 

the real case and the digital twin showed that the consumption was 
similar (𝐸tabs,real1 = 18.3kWh vs 𝐸tabs,twin1 = 18.9kWh), while 𝑇viol,daily
differed by approximately 16%. The performance metrics for the com
parison of the indoor temperature and energy consumption prfiles of 
the DRL controller implemented in real building and the digital twin 
were respectively 𝑅𝑀𝑆𝐸𝑇i

= 0.61 ◦C and 𝑀𝐴𝑃𝐸𝐸tabs
= 6.7%.

To provide a benchmark of the performance obtained by the DRL in 
Office1 compared to that of RBCs and PI-based controllers, a compar
ison was made by implementing the controllers on the digital twin of 
Office1 during the period 8-16 March 2024. The results are summarised 
in Table 5.

As demonstrated by results in Table 5, the implementation of DRL 
controller in the digital twin of Office1 led to similar TABS average daily 
energy consumption compared to 𝑅𝐵𝐶2 and 𝑃𝐼21 and saved 10%, 11% 
and 38% of energy compared to 𝑅𝐵𝐶1, 𝑃𝐼21.5 and 𝑃𝐼22, respectively. 
On top of that, the DRL controller provided better control of indoor 
temperature conditions, reducing 𝑇viol,daily up to 50% compared to RBCs 
and between 45% and 63% compared to PI controllers.

To conclude the description of results obtained in Office1, Fig. 6 com
pares for the period 8-16 March 2024 indoor temperature and energy 
consumption patterns, as well as the outdoor temperature trend, for 
𝑅𝐵𝐶2, 𝑃𝐼21 and DRL control strategies implemented on the digital 
twin.

Fig. 6 shows that DRL was the most effective algorithm for manag
ing indoor temperature and optimising energy consumption. In detail, 
𝑅𝐵𝐶2 showed wide and rapid oscillations in indoor temperature, of
ten exceeding temperature limits. This behaviour generated high and 
discontinuous energy consumption peaks, which was indicative of less 
efficient control. 𝑃𝐼21 followed a similar TABS management strategy 
as 𝑅𝐵𝐶2, while the DRL controller maintained the indoor temperature 
consistently within comfort limits with minimal variations. At the same 
time, the DRL controller reduced energy consumption peaks, demon
strating its capability to adapt the control policy to the boundary con
ditions experienced in the real building.

Although the DRL performed better than the analysed benchmark 
controllers, certain anomalous aspects could be highlighted. During un
occupied hours, as in the third and fifth day of the analysed period, 
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Fig. 6. Comparison of indoor temperature and energy consumption profiles between DRL, 𝑅𝐵𝐶2 and 𝑃𝐼21 implemented in the Office1 digital twin. 

the DRL controller switched ON the TABS. This behaviour suggests that 
the DRL controller activated the TABS to offset for suboptimal decisions 
made the previous day (i.e. second day, where the TABS was not ac
tivated despite 𝑇i is lower than 𝑇i), highlighting a limitation in the 
long-term decision-making framework of DRL controllers. This obser
vation aligns with the challenges encountered by DRL control agents in 
properly accounting for thermal inertia, in particular in highly dynamic 
environments such as office buildings.

Moreover, on the sixth day, the DRL controller did not switch ON 
the TABS although 𝑇i was below 𝑇i during occupancy hours, while dur

ing the last two days of the analysed period the DRL controller failed 
to keep the TABS switched ON although 𝑇i was above 𝑇i during occu
pancy hours. These behaviours could be attributed to the design of the 
reward structure, which prioritises long-term optimization objectives 
over immediate corrective actions, leading to delayed responses in some 
circumstances. Although the DRL controller integrated the measured in
door temperature in the state-space, it may not fully account for dynamic 
disturbances such as thermal exchanges with adjacent rooms or outdoor 
environments and air ifiltration through open doors or windows. These 
events introduced temperature fluctuations that are challenging for the 
DRL controller to anticipate and mitigate effectively, given its current 
state-space representation. Including additional variables into the state
space (e.g. temperature of the nearest rooms or information about door 
and windows openings) could improve the ability of the DRL controller 
in rfining its policy and enhance its responsiveness to such dynamic 
environmental changes. Moreover, this approach could help balance 

the limitations introduced by the reward structure, enabling the DRL 
controller to preemptively activate or deactivate the TABS at the ap
propriate time, thus minimising energy consumption while enhancing 
indoor temperature control.

5.2. Implementation of online transfer learning in Office2

This section summarises the results of implementing the online TL 
strategy in the target office (i.e., Office2). First, an overview of the 
outcomes from the real-world application of online TL is presented. Sub
sequently, the performance of the online TL strategy is benchmarked 
against RBCs, PI and online DRL approaches. These benchmark con
trollers were tested in the digital twin of Office2 over the same period as 
the real-world implementation, from 3 April to 26 April 2024. No con
nection losses occurred during the implementation period of the online 
TL.

Fig. 7 shows the prfiles from real measured data of indoor tem
peratures, real measured heating power provided by TABS and its sup
ply/return water temperature, outdoor and nearest room temperatures 
and solar radiation over twelve days during the real implementation pe
riod of the online TL (from 3 April to 14 April 2024).

The online TL strategy aimed to minimise energy consumption, 
mainly during occupancy hours, by leveraging free thermal gains from 
occupants, appliances and solar radiation, as observed in the first two 
days of the analysed period. Moreover, from the third to the seventh 
day, the TABS was never switched on since the online TL had complete 
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Fig. 7. Indoor temperature, heating power and TABS supply/return water temperature prfiles from real implementation of online TL strategy in target office for the 
period 3 April - 14 April 2024.

knowledge of external climatic conditions due to the presence in the 
state-space of past and future information on outdoor temperature and 
solar radiation. In particular, during these days, climatic conditions were 
less severe compared to typical winter conditions (with peaks of 30 ◦C in 
some cases for 𝑇o), ifluencing the building dynamics and allowing the 
online TL to avoid wasting energy while maintaining adequate indoor 
temperature conditions. However, during the last two days of the anal
ysed period (13-14 April 2024), a technical issue emerged in the TABS 
system related to the presence of a threshold value on the average out
door temperature over the past 24 hours. Specifically, during these two 
days, the operating mode of the TABS switched from heating to cooling 
mode (as can be seen from the supply and return temperature prfiles 
in Fig. 7) due to the high value of outdoor temperature, which exceeded 
the limit for maintaining the TABS system in heating mode. However, 
from 15 April 2024, the 24-hour average of outdoor temperature was 
lower than the threshold limit, so the TABS system resumed its opera
tion in heating mode. Due to this issue, 13 and 14 April 2024 had to 
be excluded from the analysis. As a result, the online TL implementa
tion period was split into two parts: the first period from 3 to 12 April 
2024, and the second period from 15 to 26 April 2024. This adjustment 
allowed for a more reliable performance benchmark for online TL when 
operating the TABS in heating conditions.

As for Office1, the performance of the online TL in the target office is 
compared to the performance when implemented in the digital twin of 
Office2. Therefore, a comparison of the indoor temperature and energy 

consumption prfiles between the real implementation and the digital 
twin during the second period (15-26 April 2024) is shown in Fig. 8, 
using the same boundary conditions and the same actions selected by 
the online TL controller implemented in reality.

Fig. 8 shows that the digital twin was less accurate in emulating the 
real indoor temperature prfile when compared to the previous case of 
Office1. The temperature prfile from the digital twin frequently devi
ated from the real implementation, particularly in response to abrupt 
temperature changes. Several factors may have contributed to the dis
crepancies observed in the indoor temperature prfiles, such as occupant 
behaviour that ifluenced the opening/closing of doors and windows 
and the effect of solar radiation in combination with the presence of 
blinds in the window, as described in Section 2. These aspects signif
icantly ifluenced the indoor thermal dynamics, resulting in inability 
of the digital twin inability to capture the temperature variations ac
curately. These discrepancies were associated with not integrating the 
effect of the opening of doors and windows by the occupants in the 
digital twin of the target office. Moreover, although the effect of the 
presence of the blinds was integrated within the modelling through the 
change of the g-value of the window, it turned out not to be adequate 
with the results obtained during the analysed period, in contrast to the 
results from the model calibration phase described in Section 4.1. As 
a result, the value of 𝑅𝑀𝑆𝐸𝑇i

for the comparison of indoor temper
ature prfiles between real measured data and digital twin of Office2

was equal to 0.92 ◦C. Despite the discrepancies in the temperature pro
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Fig. 8. Comparison of indoor temperature and energy consumption prfiles between real and digital implementations for online TL in target office during the period 
15-26 April 2024.

files, the energy consumption pattern of the digital twin was aligned 
with that of the real implementation. However, the peak values of en
ergy consumed were higher for the digital twin. This suggests that while 
the temperature modelling faced challenges, the digital twin captured 
energy consumption dynamics more accurately. In this framework, the 
value of 𝑀𝐴𝑃𝐸𝐸TABS

was equal to 9.6%. In summary, while the digital 
twin demonstrated a reasonable approximation of the real energy con
sumption, it fell short of accurately modelling the indoor temperature 
prfile for Office2. This discrepancy highlights the importance of includ
ing occupant interactions and behaviours in the digital twin models to 
enhance their predictive accuracy and reliability in real-world applica
tions.

In conclusion, Table 6 offers an overview of the performance derived 
from implementing benchmark control strategies in the digital twin of 
the target office, while Fig. 9 provides a detailed view of indoor temper
ature and energy consumption prfiles for the strategies providing the 
best performance per each control type.

The results in Table 6 refer to both implementation periods during 
2024, 3-12 April and 15-26 April. The online TL controller had the low
est average daily energy consumption (i.e., 2.81 kWh), which is notably 
lower compared to all other controllers, saving around 20% of energy 
compared to RBCs, between 5% and 40% compared to PI controllers and 
up to 25% compared to the online DRL agent. Furthermore, the online 
TL controller achieved the lowest daily average temperature violation 

Table 6
Average daily energy consumption and 
mean daily average temperature violation 
rate for online TL and benchmark controllers 
implemented in Office2 digital twin.

Controller 𝐸tabs [kWh] 𝑇viol,daily [◦C] 
𝑅𝐵𝐶1 3.55 0.371 
𝑅𝐵𝐶2 3.35 0.415 
𝑃𝐼23 2.98 0.385 
𝑃𝐼23.5 3.67 0.347 
𝑃𝐼24 4.78 0.453 
Online DRL 3.94 0.572 
Online TL 2.81 0.247 

rate (i.e., 0.247 ◦C), reducing this metric by 33% and 40% compared to 
𝑅𝐵𝐶1 and 𝑅𝐵𝐶2, up to 30% in comparison to PI controllers and by 
57% compared to the online DRL strategy. Moreover, to demonstrate 
that the proposed online TL strategy is an effective solution to enhance 
the scalability of DRL controllers regardless of the transfer direction, 
Table E.11 in Appendix E shows the performance comparison for DRL
based controllers (i.e., offline DRL, online DRL and online TL) over a 
three-month period from a different year for Dübendorf. In detail, in 
Table E.11 the online TL process was carried out by transferring a DRL 
controller pre-trained in Office2 (i.e., source) to Office1 (i.e., target).
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Fig. 9. Comparison of indoor temperature and energy consumption prfiles between online TL, online DRL, 𝑅𝐵𝐶2 and 𝑃𝐼23 implemented in the Office2 digital twin 
during the period between 15 April and 26 April 2024.

Fig. 9 shows that the online TL controller outperformed the bench
mark 𝑅𝐵𝐶24, 𝑃𝐼23 and online DRL controllers in optimising indoor 
temperature prfile and reducing energy consumption. The online TL 
controller was the most effective in mitigating temperature violations, 
particularly during the initial hours of occupancy, due to its ability to 
preemptively supply heating energy for maintaining indoor tempera
tures within the desired range more reliably than the other controllers. 
Moreover, the online TL controller reduced peaks in energy consump
tion compared to 𝑅𝐵𝐶24 and 𝑃𝐼23 through a more efficient energy 
management strategy that adjusted the heating supply proactively to 
avoid large energy spikes. Compared to the online DRL controller, the 
online TL strategy demonstrated better management of the TABS sys
tem, achieving a more balanced trade-off between energy consumption 
and maintaining indoor temperature within comfort bounds. The on
line DRL and online TL controllers are designed to adapt to real-time 
conditions, which can result in large jumps in energy consumption as 
they respond to changing occupancy patterns and outdoor tempera
ture ifluences. Nevertheless online TL led to better overall performance 
compared to other benchmark controllers, its control policy may pose 
challenges regarding component wear, as in this case study for the TABS 
valve. The maintenance of such components could incur additional costs 
that negate the benfits of energy savings. To address this issue, future 
implementations of the DRL-based controllers should consider the inte
gration of a strategy to minimise abrupt transitions in valve operation. 

This integration could involve adding a term to the objective function 
that minimises the difference in the values of consecutive control ac
tions or by including safety constraints for the actuating systems that 
override control actions when necessary.

6. Discussion

This paper assessed the effectiveness of an online TL strategy in 
homogeneous and transductive settings, implemented in a real build
ing with two offices. By leveraging imitation learning and weight
initialisation, the online TL framework avoided the need for extensive 
pre-training, a significant limitation in real-world applications where 
DRL controllers must operate efficiently from the early stage of imple
mentation.

The DRL controller implemented in the source office was directly 
transferred to the target office using the online TL methodology to eval
uate its performance compared to traditional strategies like RBC and PI 
controllers, as well as an advanced DRL controller implemented without 
pre-training (i.e., online DRL). The developed online TL methodology 
ensured better performance than the benchmark controllers, avoiding a 
new pre-training phase of the controller on a new thermal zone. Such 
a pre-training phase is not compatible with the needs of real buildings, 
where the controller must ensure certain performance levels from the 
initial stages of implementation. Furthermore, the lack of adequate mon
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itoring systems could limit the availability of monitored data to pre-train 
DRL controllers. In this context, avoiding the pre-training phase by using 
the developed online TL methodology makes the DRL implementation 
process in buildings more scalable.

One of the major strengths of the proposed TL method is its ability to 
adjust the control policy to different environmental conditions between 
source and target zones. The energy system implemented in the two of
fice zones was the same and consisted of a lightweight TABS integrated 
into the ceiling. Moreover, both offices had the same geometry but dif
fered in the number of occupants, heating load prfiles, the acceptable 
indoor temperature range and differences in the layout of the ventilation 
system. In Office2, the ventilation system was integrated with the TABS, 
as a consequence the supply air temperature from ventilation and, con
sequently, indoor temperature increased compared to Office1, where the 
TABS and ventilation system were installed separately. Furthermore, the 
different layout of the ventilation system between the two offices leads 
to a variation of the thermal load prfiles. In this regard, the online TL 
demonstrated excellent capabilities in adapting the transferred control 
policy to the indoor environment dynamics of the target office.

The results show that during the implementation period, the online 
DRL controller could not match the performance of the online TL, high
lighting the advantages of the TL process considering Key Performance 
Indicator (KPI) dfined in the literature for TL. From the comparison of 
online TL and online DRL controllers by using the TL KPI Asymptotic per

formance during the implementation period (3 April - 26 April 2024), it 
emerged that the online TL ensured better performance both in terms of 
energy consumption (i.e., -29%) and mean daily average violation rate 
(i.e., -57%). The online DRL controller failed in the short implementa
tion period to guarantee the correct trade-off between reducing energy 
consumption and maintaining adequate indoor temperature conditions.

To benchmark the performance of the controllers implemented in 
both offices, a detailed RC-based digital twin model was developed for 
each office in Modelica. These models were developed according to the 
available technical specfications related to the thermophysical prop
erties of the building envelope and the technical data of the TABS. 
Employing a digital twin guaranteed that the physical response of the 
model closely matched what would be observed if the same controller 
was implemented in a real-world setting. A digital twin was calibrated 
using a grid search approach by adjusting some model parameters and 
using real data measured in the offices during November 2023. How
ever, the comparison of RMSE and MAPE obtained for the two offices 
during the real implementation periods revealed a limitation related 
to the calibration of the digital twin for the target office, which was 
less accurate than that for the source office. The main issue was the 
inadequate integration of occupant behaviour into the model, as they 
frequently changed the indoor temperature dynamic by opening doors 
and windows. To overcome this limitation, the possibility of air ifil
tration from adjacent spaces or the outside could be included in future 
modelling processes, allowing for a more accurate consideration of this 
phenomenon.

The widespread implementation of DRL-based controllers in real 
buildings is limited by potential equipment damage due to extreme 
indoor environmental conditions, connection and monitoring infrastruc
ture issues [13]. Sensors significantly impact the quality of the control 
process, as the control agent uses the measured variables to select the 
optimal control action. If a sensor does not accurately measure the vari
able (e.g. indoor temperature), it would provide incorrect information 
to the controller, leading to a misinformed understanding of the actual 
conditions in the building. Therefore, it would be benficial to quantify 
the effectiveness of the sensors through a sensitivity analysis [61].

The building employed as a case study was a living lab. While there 
are similarities between real buildings and living labs, there are also 
significant differences. For example, living labs like HiLo usually have 
comprehensive sensors and monitoring systems to collect detailed per
formance data. In contrast, real buildings often have more limited instru
mentation. However, to ensure experiment replicability and scalability 

in real-world applications, this method offers a strong solution to typical 
DRL limitations, such as limited observation space and limited monitor
ing systems. The DRL controller had a limited and simplfied observation 
space, including easy-to-measure variables monitored in real buildings 
with a limited amount of sensors (e.g., indoor temperature, solar radia
tion, occupancy data). Results demonstrated that the DRL controller can 
function effectively in standard building environments without needing 
extensive instrumentation.

For occupancy, Passive Infrared Sensors (PIRs) are frequently em
ployed since they are low-cost sensors (typically ranging from $10 to 
$50) and easy to use [62]. PIRs mainly provide a binary variable indi
cating the presence of occupants, which is sufficient for several energy 
management applications. Their accuracy is generally good for detect
ing movement (around 5-10%), although they may not accurately count 
the number of occupants. For solar radiation, while dedicated sensors 
can be used, which may cost between $100 and $500, it is not neces
sary to install them. Solar radiation values can be obtained from online 
services like the Solcast API [63], which can provide reliable solar radi
ation data (accuracy less than 10%) at little cost, making it a practical 
solution for many applications.

The controller implementation setup ensured interoperability with 
the existing systems (as per the action implemented in the TABS valve) 
without including other sensors or actuators. Moreover, a fail-safe mech
anism is included in the monitoring and implementation infrastructure 
as in [44] to avoid possible damages due to connection and infrastruc
ture issues.

In this work, the controllers were implemented on a remote PC con
nected directly via a Python-developed communication interface with 
the NEST Cloud. However, this type of connection was subject to con
nection errors on the remote PC side. Therefore, a possible future im
provement to limit connection issues could be the controller implemen
tation directly on the devices in NEST, avoiding the development of 
a communication interface that leads to additional implementation is
sues. Moreover, to avoid extreme indoor temperature conditions that 
may cause discomfort for occupants, safety constraints related to indoor 
temperature values should be integrated into the fallback safety system. 
These constraints will automatically switch to the default controller if 
such conditions persist for extended periods.

Another limitation is linked to the case study, since the two thermal 
zones evaluated for the online TL process are part of the same building. 
Besides having similar geometry and energy systems, the two zones have 
the same boundary conditions (e.g. climatic conditions), except for the 
different range of acceptable indoor temperatures and the stochastic na
ture of the occupancy prfile. It might be advantageous to implement the 
online TL between buildings located in different locations to evaluate if 
the climate conditions ifluence the effectiveness of the transfer pro
cess in real buildings. Furthermore, the benfits of implementing online 
TL should be considered among buildings with the same type of HVAC 
equipment (e.g. TABS as in this paper) but integrated within different 
and increasingly complex energy systems.

7. Conclusion

This paper proposes the implementation of an online TL strategy in 
a real building located in Switzerland to transfer a DRL-based controller 
between two offices inside this building. The DRL controller was imple
mented to manage the valve opening percentage of the TABS to reduce 
energy consumption and optimise indoor temperature conditions within 
an acceptable range.

The DRL controller was first pre-trained on the digital twin of the 
source office. Afterwards, the DRL controller was implemented in the 
real office and its performance was benchmarked using the digital twin 
of Office1 against two RBCs and three PI controllers. In this phase, 
the DRL ensured similar performance in terms of average daily energy 
consumption compared to 𝑅𝐵𝐶2 and 𝑃𝐼21, and 10 to 30% better per
formance compared to the other benchmark controllers. Furthermore, 
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the DRL provided better performance in indoor temperature manage
ment, reducing the daily average temperature violation rate 𝑇viol,daily
by 50% compared to all benchmark controllers.

Thus, the source controller was implemented in the real Office2 fol
lowing the online TL strategy. The performance of online TL was bench
marked by implementing in the digital twin of the target office con
trollers of the same type as in Office1 as well as a DRL-based controller 
implemented directly without pre-training (i.e., online DRL). Online TL 
was more effective than the other benchmark controllers, since it re
duces the average daily energy consumption by 20%, between 5% and 
40% and up to 25% when compared to RBCs, PI and online DRL con
trollers, respectively. Furthermore, online TL implementation led to a 
reduction in 𝑇viol,daily of up to 30% compared to RBCs and PI controllers 
and of 57% compared to online DRL.

This study offers important insights into the practical implementa
tion of online TL, effectively connecting simulation-based research with 
real-world implementation. The results highlight the potential and fea
sibility of using online TL for DRL controllers in real-world applications, 
proving that online TL can significantly enhance the scalability of DRL 
controllers in buildings.

Future works could be focused on the following aspects:

• Evaluation of the real performance for online TL implementation 
when the DRL manages both the TABS and other systems installed 
in the office, such as the HVRF. Including the HVRF ensures a faster 
response in maintaining appropriate indoor building temperature 
conditions. Furthermore, this implementation procedure could be 
extended to the cooling season.

• Improvement of the digital twin models developed for the two of
fices to account for other factors related to occupant behaviour that 
ifluences the indoor temperature dynamics, e.g. door and win
dow opening. Moreover, the digital twins could be calibrated using 
specific algorithms, such as the Genetic Algorithm (GA), to ensure 
better performance in terms of RMSE and MAPE compared to those 
obtained in this work.

• Evaluation of the real performance of online TL when DRL-based 
controllers are transferred between different buildings with dif
ferent boundary conditions (e.g. weather), different geometry and 
energy systems. Moreover, complex versions of the reward function 
could be evaluated, including factors such as electricity price (e.g., 
Time-Of-Use (TOU) or Real-Time Pricing (RTP)) or peak demand 
reduction.

• Extension of the performance benchmarking by considering other 
advanced model-based control strategies to better demonstrate the 
advantages of implementing online TL when implemented in real 
buildings.
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Appendix A. Related works on transfer learning applications for 
DRL controllers in buildings

This section provides an overview about additional related works 
focused on the application of TL frameworks for DRL controllers.

Lissa et al. [64] introduced parallel TL to transfer the control policy 
among five distinct DRL agents throughout their training without the 
need to wait until the end of the training process. This method has been 
implemented in a microgrid consisting of five separate homes, resulting 
in a five-fold reduction in training time and a 10% decrease in energy 
consumption. This results was achieved by optimising the operation of 
a Photovoltaic (PV) system combined with a heat pump, compared to 
scenarios without knowledge transfer. An occupancy-based TL method
ology leveraging the K-means algorithm and Dynamic Time Warping 
(DTW) was developed in [65] to match similar occupancy patterns in 
26 residential units and improve control performance for the HVAC sys
tem. Thermal discomfort during the learning process was reduced and 
jumpstart and asymptotic performances were enhanced respectively by 
25% and 5% compared to a model-free controller. Kadamala et al. [66] 
fine-tuned a DRL controller pre-trained on a source environment in two 
distinct simulation environments, one simulating the same building un
der different weather conditions while the other simulated a different 
building under the same weather conditions. The experiments included 
two different reward functions to assess their impact on TL. Results 
demonstrate that the transferred agents outperformed the RBC and re
duce the total reward from 1% to 4% compared to DRL agents without 
pre-training.

Moreover, recent TL applications for DRL controllers have been in
troduced in the literature to ensure acceptable performance for DRL 
agents from the early stage of deployment in target buildings, emulating 
real-world applications. Liu et al. [67] proposed a generative adversar
ial IL approach to employ expert demonstration from a Model Predictive 
Control (MPC) to enhance the performance of a DRL controller man
aging a Variable Air Volume (VAV) system for cost reduction and load 
shifting purposes in a commercial building. The proposed approach out
performed a RBC and a DRL controller not employing IL by improving 
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the cumulative reward respectively by 22% and 7%. Amasyali et al. 
[68] employed a TL strategy to transfer the knowledge from ten DRL 
controllers pre-trained for managing the cooling energy supply to a tar
get building. The results demonstrated that the TL approach achieved a 
cumulative reward comparable to that of a DRL controller pre-trained 
for ten episodes while significantly outperforming both a DRL agent de
ployed with no pre-training and a fixed setpoint operation controller. To 
conclude, Coraci et al. [39,24] introduced an online TL approach aimed 
at simulating the real-world implementation of a TL process. The trans
ferred DRL controller managed a cooling system to reduce electricity 
cost and to enhance indoor temperature conditions. In both applica
tions, source and target buildings had the same spatial cofiguration but 
different envelope features, climate conditions and electricity price/oc
cupancy schedules. In [39], the online TL approach reduced electricity 
cost and ensured an improvement in indoor temperature conditions 
when compared with RBC and a DRL agent directly implemented with
out pre-training. Although slightly less effective than the DRL controller 
deployed after an offline pre-training phase, the online TL approach 
offered the significant advantage of requiring no additional modelling 
effort and could be directly implemented in target buildings, making 
it highly suitable for real-world implementation. Similar results were 
obtained in [24] where online TL was evaluated for source and target 
buildings differed in terms of implemented energy systems due to the 
presence of PV systems and Battery Energy Storage System (BESS) in tar
get buildings. Despite differences in the energy systems, the source and 
target controllers chose the same control actions, albeit with changes in 
the state-space design due to additional information related to PV and 
BESS operation.

Appendix B. Background on reinforcement learning and transfer 
learning

This section provides details about theoretical foundations related to 
RL and TL.

B.1. Reinforcement learning

Advanced controllers employing reinforcement learning algorithms 
are designed to discover the optimal control policy for a given problem 
through a process of trial and error. More specifically, RL can be framed 
as a Markov Decision Process (MDP), represented by a tuple that in
cludes four key elements [14]:

• State (s): This is the mathematical representation of the controlled 
environment, used as input for the controller to determine the ap
propriate control action. The state may provide either a complete 
or partial description of the environment; in cases where only par
tial information is available, it constitutes a Partially Observable 
Markov Decision Process (POMDP). In building energy manage
ment, common state variables include parameters such as indoor 
temperature and occupancy status.

• Action (a): This refers to the control decision made by the con
troller at each control time step to optimize the control problem. In 
the context of building energy management, a typical action might 
involve setting the supply water temperature in heating or cooling 
systems.

• Transition Probabilities (P): Transition probability, denoted as 
𝑃 (𝑠𝑡+1 = 𝑠′|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎) = 𝑃 ∶ 𝑆𝑋𝐴𝑋𝑆′ dfines the likelihood 
of moving from a current state s to a subsequent state s’ as a result 
of the action a chosen by the controller. In building energy man
agement, these probabilities are often unknown, as deriving them 
requires a detailed model of the controlled environment.

• Reward (R): The reward quantfies the quality of transitioning from 
s to s’ after taking action a and is dfined by a function that aligns 
with specific control objectives. In building energy management, 

the reward function typically rflects a balance between minimising 
energy consumption and enhancing indoor temperature conditions.

The ultimate goal of an RL agent is to determine an optimal control 
policy 𝜋, which is a mapping between states and actions that maximizes 
the cumulative reward over a dfined time horizon [14]. This is achieved 
through interaction with the controlled environment via a process of 
trial and error.

Within the RL framework, the problem is characterized by two core 
functions essential for determining the optimal control policy: the state
value function and the action-value function. The state-value function 
provides the expected cumulative reward when the agent begins in a 
given state s and follows the policy 𝜋 thereafter [69].

𝑣𝜋(𝑠) =
∑
𝑎 
𝜋(𝑎|𝑠)∑

𝑠′ ,𝑟 
𝑝(𝑠′, 𝑟|𝑠, 𝑎)[𝑟+ 𝛾𝑣𝜋(𝑠′)]

=𝐸[𝑟𝑡+1 + 𝛾𝑣𝜋(𝑠′)|𝑆𝑡 = 𝑠,𝑆𝑡+1 = 𝑠′] (B.1)

Here, 𝑟 denotes the immediate reward that the agent receives as it 
transitions from state 𝑠 to 𝑠′ following the execution of action 𝑎. The 
parameter 𝛾 [0,1] represents the discount factor for future rewards [14]. 
When the agent sets 𝛾 = 1, it places higher emphasis on future rewards, 
while a value of 𝛾 = 0 rflects a preference for immediate rewards.

Similarly, the action-value function rflects the capability of the DRL 
agent to choose a specific control action 𝑎 while following a control 
policy 𝜋 from a given state 𝑠 [70].

𝑞𝜋(𝑠, 𝑎) =𝐸[𝑟𝑡+1 + 𝛾𝑞𝜋(𝑠′, 𝑎′)|𝑆𝑡 = 𝑠,𝐴𝑡 = 𝑎] (B.2)

Due to its simplicity Q-learning is the most widely used algorithm 
within the RL family. In Q-learning, the association between states and 
actions is represented using a tabular approach, where Q-values (i.e., 
state-action values) are iteratively updated by the agent through the 
Bellman equation [71].

𝑄(𝑠, 𝑎) =𝑄(𝑠, 𝑎) + 𝜇[𝑟(𝑠, 𝑎) + 𝛾𝑚𝑎𝑥𝑎′𝑄(𝑠′, 𝑎′) −𝑄(𝑠, 𝑎)] (B.3)

where 𝜇 [0,1] represents the learning rate, i.e., the degree to which new 
knowledge overrides the old knowledge. When an agent uses a learning 
rate of 0, it does not acquire new knowledge and thus does not update 
its control policy. Conversely, setting the learning rate to 1 causes the 
agent to entirely overwrite any previously learned knowledge with new 
information.

Despite its benfits, a tabular approach can become impractical for 
real-world applications, due to the extensive state and action spaces that 
would need to be stored [72]. A viable solution to address this limita
tion in Q-learning is to employ Deep Neural Networks (DNNs) instead 
of conventional lookup tables. DNNs can approximate Q-values, thereby 
mapping the state-action relationship without relying on tables to iden
tify the optimal control policy [73]. In this context, RL algorithms that 
incorporate neural networks fall under the category of DRL.

Different control algorithms based on DRL can be found in the liter
ature. However, this chapter describes only the Soft Actor-Critic (SAC) 
algorithm used in this work.

Soft actor-critic The SAC algorithm, introduced by Haarnoja et al. [57], 
is an actor-critic-based approach that utilizes two distinct neural net
works, known as the Actor and the Critic. The actor-critic structure is 
particularly benficial for handling stochastic processes, such as HVAC 
control, as it enables direct learning of a stochastic policy [74]. Unlike 
other actor-critic methods, SAC is an off-policy DRL algorithm distin
guished by its high performance in optimizing various control tasks and 
its ability to operate effectively in continuous action spaces.

In SAC, the Actor and Critic networks, parametrized as DNNs, are 
used to approximate the state-value and action-value functions, respec
tively. The Actor operates within both control and learning loops, select
ing the optimal control action at each control time step (policy-based). 
The Critic, on the other hand, functions solely during the learning phase, 
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assessing the effectiveness of the Actor’s decisions (value-based). The 
control policy is further improved through the reuse of past experiences 
stored in replay memory, as prescribed by the off-policy framework.

Additionally, SAC follows the maximum entropy RL framework: by 
incorporating an entropy term into the objective function, alongside the 
expected return, the algorithm achieves greater stability and improved 
exploration [75].

𝜋∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝜋𝐸𝜋[
∞ ∑
𝑡=0 

𝛾𝑡(𝑟(𝑠𝑡, 𝑎𝑡) + 𝛼𝐻𝜋
𝑡
)] (B.4)

Here, 𝑟(𝑠𝑡, 𝑎𝑡) denotes the reward for a given state-action pair, 𝛼
is a regularisation term known as the temperature coefficient, and 𝐻
represents the Shannon entropy term. The temperature coefficient 𝛼
modulates the relative importance of the entropy term in relation to the 
reward; for traditional RL algorithms, 𝛼 is set to 0. When 𝛼 is low, the 
agent prioritizes reward maximisation over entropy maximisation. The 
Shannon entropy term, meanwhile, encourages the agent to maximize 
returns while exploring the action space as diversely as possible.

B.2. Transfer learning

Transfer learning is a machine learning approach that has emerged 
as an effective technique for leveraging knowledge gained from one task 
to enhance performance on a different but related problem [26]. Knowl
edge sharing occurs at the beginning of the learning process, enabling 
faster convergence of machine learning models compared to scenarios 
where learning is initiated from scratch without any prior knowledge. 
The mathematical framework of TL necessitates a clear understanding 
of the concepts of domain and task, as outlined by [27].

Domain: a domain 𝐷 consists of two components, a feature space 
X and a marginal distribution probability 𝑃 (𝑋), where 𝑋 = 𝑥1,… , 𝑥𝑛 ∈
𝑋.

Task: a task 𝑇 consists of a label space 𝑌 and an objective predic
tive function 𝑓 (⋅) denoted by 𝑌 = 𝑌 ,𝑓 (⋅). This function is not directly 
observed but it is learned from the training data, represented by a pair 
(𝑥𝑖,𝑦𝑖), where 𝑥𝑖 ∈𝑋 and 𝑦𝑖 ∈ 𝑌 . 𝑓 (⋅) is used to approximate the condi
tional probability 𝑃 (𝑦|𝑥) as well as to predict the label of new instances 
𝑥.

TL occur between multiple domains, however research has focused 
on the case where knowledge sharing occurs between a source domain 
𝐷𝑆 = (𝑥𝑆1 , 𝑦𝑆1 ),..., (𝑥𝑆𝑛𝑆

, 𝑦𝑆𝑛𝑆 ) and a target domain 𝐷𝑇 = (𝑥𝑇1 , 
𝑦𝑇1

),..., (𝑥𝑇𝑛𝑇 , 𝑦𝑇𝑛𝑇 ) [76]. Thus, according to [26,27], TL is dfined as 
the process that improves the learning of the predictive function in the 
target domain 𝐷𝑇 with learning task 𝑇𝑇 , using the acquired knowledge 
in the source domain 𝐷𝑆 with task 𝑇𝑆 .

This paper investigates the knowledge-sharing among controllers 
based on DRL. Therefore, it is required to dfine a correspondence 
between the concepts of domain, label space, and task as dfined in 
conventional ML contexts and the state-space, action-space, and re
ward function utilized in DRL [24]. Various studies, such as those by 
[40,77], provide valuable insights into the possible applications of TL 
for this control framework. In RL, the input feature space (i.e., domain) 
corresponds to the state-space, while the label space is aligned with 
the action-space. Overall, knowledge sharing in ML problems can oc
cur when the source and target domains, tasks, and solutions differ or 
show similarities [39]. In this regard, [26] has classfied different as
pects based on the similarity of tasks (i.e., label classfication), features 
and labels (i.e., space classfication), and knowledge-sharing modalities 
(i.e., solution classfication). This section provides only details on the 
elements relevant to each classfication mentioned below.

Three categories are established for classifying TL approaches based 
on the similarity of tasks and the availability of labelled data in both the 
source and target domains.

Inductive TL occurs when labelled data is present in both the source 
and target domains, although the tasks differ. The main focus is on lever

aging the labelled data from the source domain to enhance learning in 
the target domain, rather than emphasizing differences between the do
mains.

Transductive TL is characterized by the existence of different do
mains for the source and target, while the tasks remain the same. In this 
case, labelled data is only available for the source domain, with the goal 
of utilizing this labelled information to improve learning in the target 
domain.

Unsupervised TL applies when labelled data is not available in either 
the source or target domains. The domains may be the same or different, 
and the tasks in the source and target domains are distinct. The objec
tive here is to exploit the shared information or structure between the 
domains to enhance learning in the target domain.

Furthermore, TL can also be categorized based on the differences in 
feature spaces and labels between the source and target domains. Homo
geneous TL pertains to scenarios where the feature spaces and labels of 
the source and target domains are identical, indicating no variations in 
features or labels between them. Heterogeneous TL applies when there 
are discrepancies in feature spaces and/or labels between the source 
and target domains. This classfication occurs when the feature spaces, 
labels, or both differ.

Additionally, TL can be further classfied according to the method of 
knowledge sharing used in solution classfication, which encompasses 
instance-based, feature representation-based, relational knowledge
based, and model parameter-based TL [26]. This paper emphasizes 
model parameter-based TL, which focuses on sharing specific param
eters or their distributions, such as model weights, between the source 
and target tasks. This type of TL includes three sub-classifications 
based on the methods for sharing parameters: feature extraction, 
weight-initialisation, and relational knowledge-based [26]. In weight
initialisation, the target model weights are initialized using the pre
trained weights from the source task. This approach establishes a foun
dation for the target model to leverage the knowledge gained in the 
source domain. Following the initialisation, an additional fine-tuning 
process can be conducted. During this fine-tuning phase, the target 
model is further trained using data specific to the target task, allow
ing it to adjust its parameters according to the characteristics of the 
target domain [24].

Appendix C. Details on hyperparameters optimisation for the 
source DRL controller

This section provides details about the hyperparameter optimisation 
phase for the source DRL controller.

The first five rows of Table C.7 indicates the values of hyperparame
ters kept fixed during the optimisation process, while the last five rows 
report the optimised hyperparameters (i.e., Number of hidden layers, 
Number of neurons per hidden layer, Learning rate 𝜇, 𝜃 and 𝛽) with their 
corresponding range and step value. Moreover, the Boltzmann tempera
ture coefficient 𝛼 was automatically optimised by employing the built-in 
function included in Stable-Baselines 3, considering a starting value of 
𝛼 equal to 1. From Table C.7 emerges that the best value from the op
timisation of hyperparameters for 𝛽 was equal to 2, indicating that the 
agent received an equivalent penalty for deviating by 0.5 kWh and for 
straying 1 ◦C beyond the comfort bounds [78,79].

Table C.8 reports the results for the twenty tested cofiguration of 
DRL hyperparameters for the source controller.

The 12th cofiguration resulted as the best, since it had the small
est Euclidean distance value from the ideal point, whose coordinates 
were 𝐸tabs,ideal = 5.52 kWh and 𝑇viol,daily,ideal = 0.027 ◦C, as well as 
better performance than 𝑅𝐵𝐶1, equal to 𝐸tabs,RBC1 = 7.28 kWh and 
𝑇viol,daily,RBC1 = 0.139 ◦C. The best cofiguration of hyperparameters is 
highlighted in yellow.

Due to computational constraints, each trial was run only once in 
this study, since each trial consisted of 20 episodes, with each episode 
taking on average 10 minutes on a machine equipped with a 4-core CPU 
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Table C.7

Values and range of DRL controller hyperparameters.

Hyperparameters Range Step Best value 
Discount factor 𝛾 - - 0.99 
Batch size - - 128 
Training episodes - - 20 
Gradient steps - - 1 
Train frequency - - 1

# Hidden layers [2,4] 2 4 
# Neurons per hidden layer [64, 128] 64 64 
Learning rate 𝜇 [1 ⋅ 10−4,1 ⋅ 10−3] 1 ⋅ 10−4 5 ⋅ 10−4
Reward scaling factor 𝜃 [1, 5] 1 1 
Temperature-term reward weight 𝛽 [1, 10] 1 2 

Table C.8

Configurations of DRL hyperparameters involved in the optimisation process for source controller, with 
the selected cofiguration highlighted in yellow. (For interpretation of the colours in the table(s), the 
reader is referred to the web version of this article.)

Configuration # Layers # Neurons 𝜇 𝜃 𝛽 𝐸tabs [kWh] 𝑇viol,daily [◦C] 𝑑euclidean

1 2 128 8 ⋅ 10−4 3 10 7.18 0.029 1.66 
2 4 128 4 ⋅ 10−4 2 7 6.54 0.086 1.02 
3 2 64 1 ⋅ 10−3 5 9 8.43 0.041 2.91 
4 2 64 7 ⋅ 10−4 1 5 5.98 0.065 0.46 
5 4 64 3 ⋅ 10−4 4 8 7.29 0.079 1.77 
6 2 128 1 ⋅ 10−3 3 6 6.15 0.035 0.63 
7 4 128 5 ⋅ 10−4 5 4 5.93 0.098 0.42 
8 2 128 7 ⋅ 10−4 1 10 8.11 0.027 2.59 
9 2 64 9 ⋅ 10−4 2 2 7.78 0.038 2.26 
10 4 64 4 ⋅ 10−4 5 1 5.52 0.109 0.08 
11 4 128 2 ⋅ 10−4 4 3 6.03 0.092 1.03 
12 4 64 5 ⋅ 10−4 1 2 5.59 0.032 0.07 
13 4 128 6 ⋅ 10−4 1 9 7.67 0.045 2.15 
14 4 64 1 ⋅ 10−3 4 2 6.14 0.058 0.62 
15 4 64 8 ⋅ 10−4 2 5 7.99 0.081 2.47 
16 2 64 2 ⋅ 10−4 5 6 5.66 0.070 0.15 
17 2 128 5 ⋅ 10−4 1 3 5.74 0.098 0.23 
18 4 128 7 ⋅ 10−4 5 8 7.36 0.063 1.84 
19 4 64 1 ⋅ 10−4 3 7 5.91 0.030 0.39 
20 2 64 3 ⋅ 10−4 4 10 6.83 0.079 1.31 

Table D.9

Results comparison for 𝑃𝐼21.5 controller 
with different start time.

Start time 𝐸tabs [kWh] 𝑇viol,daily [◦C] 
1:00 7.41 0.045 
2:00 7.35 0.056 
3:00 7.28 0.086 
4:00 7.19 0.149 
5:00 7.06 0.224 

operating at 3.40 GHz and 16GB of RAM. This resulted in approximately 
3.5 hours per trial, leading to a total of 70 hours for the hyperparameter 
tuning process. However, the results indicated in Table C.8 does not fully 
capture variability due to random initialization or stochastic training 
processes of DRL controllers since results referred to a single run per 
each trial. Therefore, future work will aim to address this by running 
multiple trials for each hyperparameter cofiguration to ensure that the 
observed differences are statistically significant. This would allow for a 
more robust comparison between the results of each trial.

Appendix D. Details on PI tuning

This section provides further details regarding the tuning of PI con
troller.

Table D.9 summarises the results in terms of 𝐸tabs and 𝑇viol,daily for 
the 𝑃𝐼21.5 controller in the source office considering five different start 
times.

Fig. D.10. Indoor temperature and action provided as input to the Office1 digital 
twin model to evaluate system parameters.

To provide estimated values of system gain, time constant, and dead 
time a simulation has been performed considering fixed values for in
puts requested by Office1 digital twin with the exception of the control 
action. The purpose of the experiment was to determine the requested 
step response parameters. Indeed, after a time period sufficient to reach 
steady state, the control input was increase to its maximum value (i.e., 
100% of TABS valve opening) by means of a step function. Subsequently, 
the response of the controlled variable (i.e., office zone indoor air tem
perature) was used to compute system parameters. Fig. D.10 provides an 
overview of the indoor temperature trend during the experiment, from 
which results a time constant equal to 17 hours and a system gain equal 
to 7.7 ◦C. Moreover, the dead time value that corresponds to an increase 
of 0.1 ◦C in the indoor temperature value is equal to 1 hour. However, 
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Fig. E.11. Comparison of outdoor temperature prfiles for the two three-month 
periods evaluated for Dübendorf (Switzerland).

these parameters are dfined for first-order systems, while the consid
ered system is of higher order. Therefore, the values for the discussed 
parameters must be considered correct albeit approximated.

Appendix E. Supplementary validation analysis for DRL 
controller pre-training in Office1 and for the online TL strategy

This section provides additional details on the analysis of supple
mentary results related to the pre-training process of the DRL controller 
on Office 1 and a benchmark of the online TL performances with those 
of offline DRL and online DRL.

For the DRL pre-training phase in Office1, the results in Table 4 have 
been extended by comparing the performance of DRL and traditional 
controllers (i.e., RBC and PI strategies). Here, the performance of DRL 
was evaluated over three months, from 1 December to 28 February, but 
from a different year, to evaluate the performance of the controllers 
in different climatic conditions. For the online TL strategy, additional 
experiments were carried out by reversing the roles of the two office 
zones, transferring a controller pre-trained in Office2 to Office1.

To provide further insight for the climatic conditions during the new 
validation period, Fig. E.11 shows a comparison between the outdoor 
temperature prfiles used for the results in Table 4 and those for the new 
validation period. During the original training period, outdoor temper
atures generally ranged between approximately −5 ◦C and 10 ◦C. In the 
new validation period colder minimum temperatures can be observed 
on certain days. Moreover, Fig. E.11 highlights the variability between 
the two periods, demonstrating that the DRL controller was evaluated 
under slightly more severe climate conditions than those of the original 
training period.

The results obtained in Office1 for the DRL controller during the new 
validation three-month period pre-training phase in Office1 and those 
of the benchmark controllers, are reported in Table E.10. These exper
iments were conducted using the digital twin developed for Office1. 
Moreover, the DRL results are reported in Table E.10 as the average 
value ± standard deviation, retrieved from five separate trials each with 
a different seed, to account for variability in DRL controller perfor
mance. Moreover, the value of employed DRL hyperparameters are the 
same as those indicated in Table C.7.

Results in Table E.10 indicate that the DRL controller outperformed 
traditional controllers implemented in Office1 in the new validation pe
riod in terms of energy consumption. Specifically, DRL reduced TABS 
average daily energy consumption between 16% and 26% compared to 
RBCs and between 4% and 27% in relation to PI controllers. In addi
tion, the DRL provided better control of indoor temperature conditions 
compared to 𝑅𝐵𝐶1, 𝑃𝐼21 and 𝑃𝐼22, since it decreased 𝑇viol,daily respec
tively by 69%, 87% and 39%. The temperature control performance of 
the DRL is worse than that of 𝑅𝐵𝐶2 and 𝑃𝐼21.5. However, these tradi
tional controllers can not optimize multi-objective functions. As a result, 
better temperature control performances are achieved with higher TABS 
energy consumption compared to the DRL.

Table E.10

Average daily energy consumption and mean 
daily average temperature violation rate for 
DRL and benchmark controllers for Office1

during the new validation periods considered 
after pre-training phase.

Controller 𝐸tabs [kWh] 𝑇viol,daily [◦C] 
𝑅𝐵𝐶1 8.74 0.0827 
𝑅𝐵𝐶2 7.65 0.0211 
𝑃𝐼21 6.73 0.1905 
𝑃𝐼21.5 7.88 0.0121 
𝑃𝐼22 8.92 0.0417 
𝐷𝑅𝐿 6.45 ± 0.51 0.0253 ± 0.0129 

Table E.11

Average daily energy consumption and mean 
daily average temperature violation rate for of
fline DRL, online DRL and online TL for Office1

during the other three-month period for Düben
dorf.

Controller 𝐸tabs [kWh] 𝑇viol,daily [◦C] 
Offline DRL 6.51 ± 0.34 0.0495 ± 0.0070 
Online DRL 10.42 ± 0.17 0.1069 ± 0.0118 
Online TL 6.84 ± 0.20 0.0691 ± 0.0176 

Table E.11 provides an overview about the performances in terms of 
𝐸tabs and 𝑇viol,daily for online TL when the role of the two office zones 
was reversed. Therefore, a DRL controller pre-trained on Office2 (i.e., 
source zone) was transferred to Office1 (i.e., target zone). The online TL 
performances were benchmarked with those of offline DRL and online 
DRL during a three-month period considering the same weather con
ditions as in Table E.10. These experiments were conducted using the 
digital twin developed for Office1. Moreover, the results are reported as 
the average value ± standard deviation, retrieved from five separate tri
als each with a different seed, to account for variability in DRL-based 
controllers.

Results in Table E.11 indicate that online TL outperformed online 
DRL reducing 𝐸tabs by 34% and 𝑇viol,daily by 35%. In contrast, online TL 
performances were lower by 5% for 𝐸tabs and by 40% for 𝑇viol,daily than 
those obtained by implementing the offline DRL agent. Despite offline 
DRL outperformed the online TL, its applicability is limited compared 
to the other DRL-based strategies since it requires to perform again the 
offline training process for several training episodes.

Data availability

The data that has been used is cofidential.
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