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A B S T R A C T

This paper proposes a management system designed to evaluate and enhance the optimization degree within
manufacturing operations for improved business planning. The proposed model computes predictive data about
production forecasts (times, yields, quantity of items produced) to assist operators in filling in these metrics for
newly introduced items. It then assesses the discrepancy between the predicted values and the actual measured
production data. This assessment aims to provide metrics for evaluating the efficiency of business planning
systems, providing a quantified understanding of discrepancies for more accurate profit estimates and strategic
planning. The proposed approach exploits shallow and deep machine learning models and transformer-based
approaches, and it is experimentally evaluated on a real-world manufacturing dataset. One planned outcome
that these metrics will enable is the provision of a tool that supports manufacturing workers by completing data
that they cannot define themselves and highlighting potential discrepancies between the manually entered data
and the model data, at an early stage of the manufacturing process, thus avoiding errors rather than correcting
them afterwards. This approach aims to increase collaboration between humans and machines, in line with
the principles of Industry 5.0.
1. Introduction

The fourth industrial revolution has ushered in an era of unprece-
dented innovation and change in the manufacturing industry. Modern
manufacturing companies highly depend on optimizing their produc-
tion processes to remain competitive and profitable. Production pro-
cesses are broadly defined and include all steps that are not directly
related to machining, such as technical design, industrialization, logis-
tics, and quality processes. This applies, in particular, to companies that
do not own the end product and are, therefore, at a lower level of the
value chain. Automation and the integration of production machinery
have already reduced the potential efficiency gains in pure produc-
tion time. Greater gains are still possible in indirect processes and
planning with a larger human footprint. Machine learning techniques
play a central role in this area and go beyond predictive mainte-
nance (Giordano et al., 2022, 2021) to encompass various facets such
as quality assessment (Apiletti & Pastor, 2020; Sankhye & Hu, 2020)
and optimization of the production processes themselves (Weichert
et al., 2019). These techniques serve as transformative tools, not only
in predicting potential maintenance needs but also in improving over-
all production processes. They contribute significantly to improving
efficiency, streamlining operations, and raising quality standards in
manufacturing.

∗ Correspondence to: Corso Castelfidardo, 39, 10129 Torino, TO, Italy.
E-mail address: simone.monaco@polito.it (S. Monaco).

However, despite the progress that has been made in using machine
learning to improve production processes, there is still an urgent need
to quantify the extent of this optimization, especially when introducing
new products. The challenge lies in developing metrics or frameworks
that allow what is known for current production lines to be projected
onto new items that may require different production strategies. Conse-
quently, quantifying potential yields and planning investments requires
a quantitative measurement of optimization opportunities.

Manufacturers have long been challenged to estimate production
figures for new products accurately. This aspect is necessary to provide
customers with quotes in advance and plan new productions with
previous ones. In traditional environments, these estimates often rely
on the expertise and intuition of operators, making them susceptible to
human error, subjectivity, and variability in operator skills. However,
in the age of Industry 4.0, manufacturing processes generate a wealth
of data that can be used to make the prediction of production times
more accurate, objective, and data-driven.

One step further, Industry 5.0 represents a paradigm shift em-
phasizing human-centricity, sustainability, and resilience within smart
manufacturing systems (Zhang et al., 2023). Unlike the efficiency-
driven focus of Industry 4.0, Industry 5.0 integrates human well-being
https://doi.org/10.1016/j.cie.2025.110919
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as a core element of the production process. Production planning in this
context requires addressing the interplay between human flexibility,
experience and potential mistakes, machine precision, and advanced
information technologies like digital twins, blockchain, and artificial
intelligence (AI). These technologies are pivotal in constructing re-
ilient manufacturing systems that prioritize adaptive human–machine
ollaboration, real-time decision-making, and the integration of human

emotional and physical states into the operational workflow. However,
challenges such as human-centric task allocation and adaptation of ad-
vanced manufacturing models to diverse production scenarios remain
significant. Addressing these barriers within the framework of Industry
5.0 requires designing processes leveraging and balancing both human
expertise and advanced technological tools.

In line with this perspective, our analysis examines production
tems through the lens of two different and complementary dimensions:
xpert predictions and measured data, which we refer to as ex-ante and
x-post. The former represents the expected time and resources required

for production, while the latter includes simultaneous productions and
ossible delays due to external practical circumstances. For example,

while operators estimate the time required for a particular process, un-
foreseen problems may arise in real production that extends this period.
Conversely, grouping similar productions can rationalize the total time
required. While the times of ex-ante and ex-post are assumed to cor-
relate, this relationship may change due to optimization strategies. By
treating these measures separately, an effective optimization approach
aims to minimize unexpected delays while maximizing parallelization.
In this case, the discrepancy between the times of ex-ante and ex-post
becomes a metric that reflects the efficiency of production strategies.
Challenges arise when introducing new items or new processes for
existing items. Operators need to forecast actions aligned with existing
data, and real statistics only become available after data is collected
from these new productions, so no optimization strategy metric is
available.

To overcome the challenges of efficient planning, this paper presents
n end-to-end approach that uses predictive analytics and actual mea-

sured production data to provide a measure of the strength of optimiza-
tions in production before the manufacturing process begins. By using
x-ante and ex-post production data, the proposed management system
ttempts to predict and subsequently evaluate the effectiveness of the
lanning optimizations implemented in the production schedules. This
aper describes the systematic framework of this management system.

It explains its predictive modeling capabilities and subsequent testing
of optimization discrepancies to gain actionable insights to improve
production planning efficiency.

This research will explore the key methods, challenges and benefits
of integrating machine learning into manufacturing processes. We will
also discuss the potential benefits of using historical production data
to refine our predictive models so that manufacturers can optimize the
allocation of resources for production planning and ultimately increase
their competitive advantage in the marketplace.

The contributions of the paper are the following:

• We propose an innovative and versatile framework, applicable
to different production environments, focusing on manufactured
articles, their production steps, and their measures describing the
processes, both ex-ante and ex-post, for which we provide a formal
definition.

• Within this framework, we develop two predictive models, both
of which process multimodal production data comprising categor-
ical, numerical, and textual information and aim to provide ac-
tionable insights for the prediction of production target features.

• Our investigation extends to the application of shallow and deep
learning techniques, in particular the use of transformers, to
address this prediction challenge. Starting from a real-world use
case, we have conducted extensive experiments to investigate the
interplay between ex-ante and ex-post data as predicted by our
models.
2 
• We provide experimental results on real-world data from a man-
ufacturing environment, illustrating the relationship dynamics
between the ex-ante and ex-post data representations and provid-
ing insights into the effectiveness of our approach and its impact
on the production use case.

The paper is structured as follows. Section 2 provides an overview
f machine learning applications in manufacturing and highlights the
mportance of predicting production times for improved planning. Sec-
ion 3 presents our formalism for describing a production scenario and

outlines both the associated ex-ante and ex-post measures. Section 4
presents the real-world use case, whose experiments are described
n detail in Section 5 and demonstrate the potential of predictive

models for understanding production processes. Finally, in Section 6,
concluding remarks are presented.

2. Related works

Data-driven machine learning techniques are increasingly being
used under the Industry 4.0 paradigm, enabling informed decisions in
the operational, production, and post-production phases. They can also
improve product quality (Apiletti & Pastor, 2020), assembly line effi-
ciency (Hu et al., 2023), customer experience, and inventory manage-
ment (Kang, Catal, & Tekinerdogan, 2020). This result can be achieved
through computer vision-based inspection and monitoring (Junling,
Zhang, & Wu, 2020; Koudounas, Giobergia, & Baralis, 2022), defect
etection (Andrew et al., 2021; Cerquitelli et al., 2021), and process

improvement and optimization (Francesco, Minner, & Battini, 2020).
Regarding optimization, one line of research aims to control produc-

tion processes by identifying the causes of possible delays, commonly
eferred to as ‘‘disturbances’’. Various interpretations and theoretical

models have been proposed to analyze their effects in different ap-
plications. For example, Xie and Chen (2018) introduced an interval
rray model for minimizing uncertain workshops to evaluate the de-

lays in the process. In contrast, Rezaei-Malek, Siadat, Dantan, and
Tavakkoli-Moghaddam (2019) proposed a product utility function to
measure productivity amidst disturbances affecting costs and demand.

he latest work utilizes a linear programming model to solve a practical
use case, but it fails to fully leverage the generalization capability
of machine learning models when applied to new scenarios within
the same case study or similar ones. Adane, Bianchi, Archenti, and
Nicolescu (2019) developed a system dynamics model to simulate
complex manufacturing processes, and Güçdemir and Selim (2017)
constructed mathematical models for order fulfillment rate, lead time
rate, and delay rate affected by disturbances. Despite these advances,
existing models often overlook variations in the robustness of manu-
facturing systems caused by disturbances. Zhou et al. (2023) suggested
 method for addressing the gap in the multilevel modeling and ro-
ustness assessment of disturbances in shop floor production processes.
owever, the proposed models are often very specific and require

many parameters to obtain accurate results, making it difficult to
apply to new production areas. Recently, Fu et al. (2024) proposed a
constraint-driven conceptual design model for new production devel-
pment. However, it is specifically designed for complex products and
ay not be systematically applicable in some general settings.

To address these issues, we introduce a novel approach. Instead
f modeling production disturbances directly, we use measures from
roducers’ experience as a proxy for ideal production statistics. A-
osteriori deviations from these metrics serve as direct indicators of
isturbances and applied optimizations. Within this portrait, various
trategies employ different tracked quantities and different tools to
rack them. Many approaches use simulation tools and industrial Inter-
et of Things (IoT) devices like wearable sensors to collect and analyze

real production data. This enables continuous monitoring and analysis
f production line performance parameters (Fera et al., 2019). Another

method is to use virtual modeling and simulation tools, such as Siemens
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NX, to create a virtual model of a production system and simulate and
ptimize its work (Monica, 2015). While this approach can be effective,
t requires an intensive initial effort to develop an effective simulator,

and this effort does not scale when moving to meaningfully different
roduction environments. One critical issue with this approach is that
ff-the-shelf digital twins for each machinery consider the standard
achine usage, making it impossible to account for the companies’

xpertise in improving upon these baselines. By simplifying the por-
rait that describes production, a practical framework for optimizing

production management processes can also be used, which includes
 systematic analysis of the trade-off and derivation of a reasonable

operating condition (Joppen, von Enzberg, Kühn, & Dumitrescu, 2019).
In the context of oil production, optimization involves considering
arious factors such as reservoir conditions, petrophysics, and PVT
ata and developing different scenarios to determine the best plan

to maximize profitability (Izadmehr, Daryasafar, Bakhshi, Tavakoli, &
Ghayyem, 2018).

In Pablo, Samir, Bernard, Robert, and Arnaud (2020), the focus is
hifted to Production Planning and Control (PPC), which is described as
he essential process responsible for determining the total production
uantities (production plan) required to meet commercial targets while
nsuring profitability, productivity, and timely delivery. In addition,
he PPC includes the management of the production process, enables
eal-time synchronization of resources, and facilitates product cus-

tomization (Moeuf, Pellerin, Lamouri, Tamayo-Giraldo, & Barbaray,
2018; Tony Arnold, Chapman, & Clive, 2012) as needed.

Current methods make use of machine learning to quantify the qual-
ity of the production process by considering this as a fault assessment
task (Wang, Ma, Zhang, Gao, & Wu, 2018). The idea is to consider the
disturbances in terms of faults concerning the base production setting,
which is assumed to be the optimal one. Then, the problem is shifted
from the modeling to which smart sensor infrastructures are required to
get a broad picture of the whole process (Zhao et al., 2019). Depending
on the data which can be tracked, different machine-learning tech-
niques can fit the task. Some approaches interpreted sensors’ general
time series output as two-dimensional inputs to be fed into Convo-
utional Neural Networks (CNN) (Guo, Chen, & Shen, 2016; Janssens

et al., 2016). Nevertheless, all these applications are highly customized
to fit a very specific case, such as defect diagnosis in bearing (Guo
et al., 2016), gearbox (Chen, Li, & Sanchez, 2015), and rotor (Wang,
Zhuang, Duan, & Cheng, 2016). Thus, all these approaches cannot be
eneralized at scale.

From a more general perspective, autoencoders have been studied
for unsupervised feature learning. The features learned are then input
into a traditional machine learning model for training and classifica-
tion (Wang et al., 2018). The spiking autoencoder (SNNAE) demon-
strates superior performance in monitoring nonlinear processes by
reducing fluctuation in fault detection compared to traditional neural
networks (Yue, Wang, Zhu, Yuan, & Yang, 2024). Similarly, a vec-
or quantization sparse autoencoder integrates feature extraction and
tatistical metrics to accurately track system status, showcasing its ef-
ectiveness across various complex systems (Gao, Yang, & Jiang, 2022).

Collectively, these findings highlight the potential of autoencoders to
enhance fault detection and production efficiency in industrial applica-
tions. However, all these applications still rely on a significant amount
f tracked data from each piece of machinery, making their application

on complex and expanding production lines not straightforward. Our
method is based on a different premise. We propose to track production
processes based solely on the average metrics describing them for
various products. We believe this simplification is still valuable for
finding patterns and making predictions for new product lines.

Within this context, it is crucial to perform expressive feature engi-
eering as the tracked data can take various forms. Particularly looking

at the tracking of production processing addressing different production
lines, many textual, numerical, and categorical metadata can have a
rucial impact on determining the similarity between different articles.
3 
Common methods for measuring the similarity of textual attributes
involve learning representations in an embedding vector space, where
the distance between vectors indicates the similarity (Kenter & De Ri-
jke, 2015). For example, Cagliero, La Quatra, and Apiletti (2020) used
sentence-based embedding models to link hotel ratings to similarity
at a broader level, focusing on cities. Similarly, in the context of
manufactured items, several coarse granularities reflect the hierarchical
structure of their production steps. In this work, the embeddings are
obtained from pre-trained transformer models, which provide valuable
results for sufficiently long sentences. However, the names or descrip-
ions of production processes are not always of the same length or
etail, making the similarity determination challenging. The following
ection presents our proposed framework using a real-world use case.
wo different approaches to evaluating the similarity of items are
escribed.

3. Problem formalization

Sandeza is a pioneering company in developing management plat-
orms tailored to the industrial sector and aimed at small businesses.
heir software solutions monitor the intricate web of manufacturing

nformation required for seamless operations, from production to retail.
t the heart of this software suite is zProduction, a fully integrated sys-

em orchestrating all aspects of business management and information
low.

The software is based on a central repository that collects informa-
ion on each item and contains important data on production processes,
uality control plans, multimedia documentation and cost analysis.
his system streamlines and digitizes the knowledge and experience of
verything from managers to production workers to ensure accurate
tem production. Data collection is done in real-time to ensure data
eliability and is facilitated by a user-friendly interface. The integration
f manufacturing, logistics, quality and maintenance processes enables
eal-time monitoring of business performance, including trends, cost
nalysis and reporting.

Each company item is described within this framework with a
detailed set of information. Our primary focus is on the production
processes that apply to these company items, which leads us to de-
velop a predictive platform that recommends feature values for newly
introduced items based on their similarity to historical affine items. The
primary challenge lies in the dual nature of each item’s representation:
on the one hand, there is real-world data collected by sensors or
production workers as soon as production begins, and on the other
hand, there are the initial ex-ante values estimated by workers at the
beginning of each production cycle.

We opted for the zProduction conceptual scheme to describe a
general production setting, as there is no clear standard for software
producers, particularly in the Italian context with more than 5300
available ERP systems (dod, 2020; Assosoftware.it, 2020). This frame-
work has the advantage of maintaining consistent data structures and
processes across all installations in various production environments.
In contrast, other alternatives often involve customizations for individ-
ual implementations, reducing the generalizability of our downstream
approach.

This standardization ensures that the predictive models and ap-
proaches we develop are broadly applicable and not hindered by the
ariability found in customized systems.

We use the term article to refer to a manufactured item that is
haracterized by a certain number of features and labels as defined
n the company’s specifications. In addition, the production of each
rticle is tied to specific production cycles. An article can be linked

to several production cycles, including past cycles. These production
cycles comprise a series of phases, essentially the individual steps or
rocesses required to produce the article. The graphical representation
f the relationships between items, phases and cycles can be found in

Fig. 1.



S. Monaco et al.

t

e

d
u
O
b
m
p
f
t
p

f

p

Computers & Industrial Engineering 201 (2025) 110919 
Fig. 1. Pictorial representation of articles, phases, and cycles in the production representation and their associated features. Articles have at least one alternative cycle, each of
hem made of a list of consecutive phases.
t
v

a

The phases represent the essential steps required for the production
of articles and are, therefore, the central point for increasing production
fficiency. When introducing a new article, one of the most critical

aspects of production planning and costing depends on the metrics that
define these phases. These metrics include setup time, teardown time,
yield, and items produced per hour.

• Setup Time (𝑇s): The time required to prepare the production
equipment and tools before production begins. Setup time is one
of the most important elements for production efficiency and
scheduling, especially when the production quantity is limited.
Therefore, this setup time has a significant impact on the produc-
tion per unit. Correctly estimating and possibly minimizing these
times is crucial for both costs and planning.

• Teardown Time (𝑇t): It is the opposite of setup time, as it focuses
on the activities associated with dismantling and cleaning up the
production area in order to move to another production facility
or finish a production run.

• Yield (𝑌 ): The ratio between the actual working time and the
total time available. A yield of 90% means that in each real-time
hour, 54 min are available for productive tasks, while 6 min are
used for idle or downtime.

• Units per Hour (𝑈h): Measures the rate at which items are pro-
duced within a given time frame, quantifying production speed,
and production efficiency. This value represents the actual pro-
ductivity of units per hour during production, excluding setup and
teardown times.

As an example to fix these concepts, we could consider a manufac-
turing facility producing customized plastic bottles. Different articles
represent the types of bottles (e.g., bottles of different sizes or a custom-
esigned bottle for a specific brand). Each bottle design requires a
nique cycle, which consists of several phases necessary for production.
ne possible cycle could include Injection Molding, i.e., forming the
ottle shape using molds, Trimming and Cleaning to remove excess
aterial, Filling with the liquid and Capping the bottle, Labeling by ap-
lying a custom-designed label, and finally Packaging the final product
or shipment. This cycle could be similar to the one of other articles, but
he phases would differ depending on the complexity of each particular
rocess.

Focusing on the Injection Molding phase, the machine requires setup
time for calibration and loading the necessary raw materials, as well
as teardown time to remove production waste and clean the machine
or the next product. These times can be reduced if, for instance, the

previous or subsequent processes use the same raw material. Addition-
ally, the machine may experience idle time during the process. The
roportion of time the machine is actively working, relative to the total
4 
required time (excluding 𝑇s and 𝑇t), defines the yield 𝑌 . Furthermore,
factors such as machine performance and external conditions determine
he number of units produced during the phase, contributing to the 𝑈h
alue.

This framework applies to all subsequent phases with appropriate
adjustments. By evaluating these metrics for each phase, manufactur-
ers can pinpoint bottlenecks and identify opportunities to optimize
processes, thereby improving production efficiency.

New articles require the evaluation of ex-ante estimated values for
these metrics, which is usually a difficult task. The difficulty lies mainly
in correctly taking into account all production factors (people, ma-
chines, tools, materials, quantities) and their combinations, especially
when the articles produced have significant variability, which is the
case for suppliers who do not have production lines. Time pressure adds
to this difficulty: this type of company often has little time available
to prepare an estimate, both in terms of responding quickly to the
customer’s request and the cost of the time spent on the estimate. This
means that estimators need to define the production cycle, estimate
times, define tooling and materials (which may require subsequent esti-
mating from potential suppliers), and define costs and cost breakdowns,
often providing these for different batch volumes, in a short time frame.

Once the article has a production history, these metrics are as-
sociated with an ex-post counterpart generated from the production
statistics. While one might expect the statistical data to match the ex-
nte estimates, our observations show that they often differ significantly

in practice.
In the next sections, we will apply our methods to one company’s

data. Nevertheless, this underlying approach and model are highly
generalizable across various manufacturing contexts. The software plat-
form and predictive models are designed as standards, enabling them to
be adopted by different manufacturing clients over time. These include
sectors managing different kinds of materials (such as plastics, wood,
and others), none of which have required different data structures from
the previously mentioned ones. However, it is worth noting that the
current model may not be directly applicable to chemical or process in-
dustries, where continuous manufacturing processes differ significantly
from discrete manufacturing (Brierley, Cowton, & Drury, 2006).

The distinction arises from the different purposes and functions
of these two types of sets. Ex-ante quantities are used to estimate
production costs and are therefore associated with an operation that
does not consider simultaneous productions and represents a neutral
context. In contrast, ex-post data comes from a specific scenario in
which certain operations — such as setting up equipment for dif-
ferent production cycles — can occur simultaneously, reducing the
ex-post times for each operation. This real-world measurement captures
optimizations and complexities not included in the ex-ante data and
includes various factors, such as slowdowns due to malfunctions. The
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discrepancy between these types of quantities may be due to possible
stimation errors in the compilation but also reflects the company’s

ability to optimize compatible production processes. Although compar-
ing these two variables can be challenging, examining them can reveal
inadequacies in either variable and shed light on potential areas for
improvement.

The articles, production cycles, and production phases are catego-
rized into different families based on their common characteristics.
Each family is accompanied by a descriptive text that provides insight
into its defining characteristics. To tackle the task of deriving the ap-
propriate set of numerical attributes for the phases of newly introduced
articles, we aim to create a dataset based on these characteristics. This
dataset is created using the basic entities detailed in the following sec-
tions, where we focus on how the values are distributed in a practical
scenario with a representative company. It is worth emphasizing our
deliberate decision to retain only the basic characteristics of each entity
to allow broader applicability to different business cases.

3.1. Articles

The ‘‘Articles’’ object is a fundamental component within the sys-
tem, characterized by a textual description indicating the family to

hich it belongs. Each article is further defined by key–value labels
that contain information relevant to the company’s business. This in-
formation may include production specifications, material composition,
dimensions, quality control standards and other data elements relevant
o the efficient management of the articles.

The text description, which also contains the family reference, pro-
ides a contextual background that facilitates the quick identification
nd categorization of articles. Families are assumed to be limited and
elatively stable over time. An example of the representative company’s
rticle families is shown in Fig. 2(a). Meanwhile, the key–value labels

provide a structured but elastic representation of the essential details
that allow the company to categorize production with a common
language efficiently. Fig. 2(b) shows insights into the cardinality of the
abels and their assumed values for the representative company.

3.2. Cycles

The ‘‘Cycle’’ component of our system is the bridge between the
article phase and the production phase. Each cycle is clearly assigned
to a family and thus reflects the categorization framework used for
articles. Cycles encompass multiple production phases and represent
the detailed step-by-step process of producing an item. In our approach,
we recognize that an item may be associated with more than one cycle,
ach with its own phases.

We consider each combination of ‘‘article_cycle’’ as a separate entity
within our data. With this approach, we recognize that even less
ommon cycles can provide valuable information to refine predictive
odels. This approach ensures that our dataset is sufficiently robust

nd adaptable to different production scenarios.

3.3. Phases

The ‘‘Phases’’ in our system are the building blocks of the production
process and represent the specific steps and tasks required to produce
tems. Each phase is categorized by a family that appears with its
extual description, analogous to the structuring of articles and cycles.

The family designation for phases helps to group related tasks and
rocesses and simplifies the management and analysis of production
perations.

Phases are denoted by a vector 𝜼̄ ∈ R2𝑛 of numerical features, which
we recall as

𝜼̄ = 𝜂𝛼 ⊕ 𝜂𝜌, (1)

being 𝜂𝛼 and 𝜂𝜌 the subvector of the 𝑛 relevant features separated into
the ex-ante and ex-post ones. In our particular use case, we have 𝜂∗ of
 m

5 
the associated four key features: setup time, teardown time, yield, and
unit per hour. This formalism represents, for instance, the ex-ante and
ex-post setup time as 𝑇 𝛼

𝑠 and 𝑇 𝜌
𝑠 , respectively.

4. Methods

Building on the context presented in the previous section, we would
like to develop a framework that automatically estimates production
efficiency. Fig. 3 shows its core elements, which we will define in
detail. We start with a database that collects relevant metrics associated
with the stored production phases. These metrics are organized as ex-
ante and ex-post. We assume that both are valid, since human experts
manually validate the former, while the latter are the aggregated result
of a statistically significant set of measurements of the same process.
This is a strong assumption, but we expect to achieve this goal in a
controlled situation after correcting anomalous data in the database
and adopting the system for a certain time.

The process of automatic prediction begins when a new article is
dded to the database. It can be summarized in the following steps.

1. Data acquisition: The zProduction system’s data collection plat-
form enables manual insertion of the new ex-ante metrics. The
software is considered a black box within the pipeline and can
easily be replaced by any data collection platform.

2. Predictive model based on ex-ante data: The previous step
is supported by automatic suggestions provided by machine
learning algorithms trained on the previously available data.
The system stores the fields entered by the operator, who can
either accept or correct the suggested values. In this way, the
procedures for entering new items are accelerated without com-
promising the quality of the stored values. This model is the
first of the two AI-enhanced blocks of the platform, which are
presented in detail in the following sections.

3. Predictive model based on ex-post data: Before each pro-
duction phase, a second AI-powered block predicts the data
associated with the newly added article to provide an expec-
tation of the metric that will characterize it in production.

4. Evaluation of scheduling optimizations and possible ineffi-
ciencies in execution: The products are actually sent to produc-
tion, where planning strategies and inefficiencies characterize
the values of the ex-post phase metrics.

5. Analysis and improvement: By exploiting ex-ante and ex-post
values, the system enables analysts and decision-makers to eval-
uate the effectiveness of their planning strategies. This process
makes it possible to identify weaknesses or inefficiencies in the
business schedules and make changes to optimize the processes
further.

To test the proposed framework, we will look at the practical use of
the two AI-powered blocks in the following sections. The first focuses
on analyzing a practical use case detailing how these implementations
work in real-world scenarios. This approach aims to demonstrate the
practicality and effectiveness of integrating AI-powered blocks into op-
erational frameworks, validating their relevance and potential impact
on processes. Both models are designed to deliver results that can be
validated quickly. This should allow them to be retrained each time a
ew article is added to the platform.

However, this solution could lead to unnecessary computational
verhead, especially in cases where many items are frequently added.

To cover these cases and optimize this step, we propose a model update
strategy triggered by a real-time estimation of model degradation, as
proposed in Cerquitelli, Proto, Ventura, Apiletti, and Baralis (2019).

Building on the process described above, our framework is based on
wo key theoretical concepts. First, the intuitive idea is that the differ-
nce between the estimated and actual product production time directly
easures process efficiency. This approach allows us to continuously
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Fig. 2. Distribution of article families (a) and cardinality of the extra categorical features for articles (b).

Fig. 3. Production efficiency estimation framework.
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Table 1
Dataset statistical description.

Type Missing Unique Mean stdev

Phase type name Text 0.0% 148 – –
Cycle type name Text 0.0% 9 – –
Article type name Text 0.0% 18 – –
ROHS exemptions Cat. 23.18% 3 – –
ROHS 2011/65/EU Cat. 23.18% 4 – –
ROHS 2015/863/EU Cat. 23.06% 4 – –
Security sheet Cat. 23.19% 3 – –
Traceability Cat. 77.39% 3 – –
Ex-ante setup time Number 40.29% – 1294.05 1 929.22
Ex-ante teardown time Number 99.8% – 1321.20 1 419.00
Ex-ante yield Number 0.0% – 90.018 0.42
Ex-ante unit per hour Number 1.51% – 238.99 1 452.42
Ex-post setup time Number 40.41% – 818.90 2 776.01
Ex-post teardown time Number 40.41% – 20.01 153.75
Ex-post yield Number 40.52% – 98.19 6.55
Ex-post unit per hour Number 40.52% – 2913.91 22 881.09

refine the production strategies by comparing the planned metrics
with the real results. Secondly, the strong generalization capability
of machine learning models underpins our approach. These models
can make valuable predictions for new samples, assuming that these
new elements come from the same underlying distribution as the data
used for training. This assumption makes perfect sense within a single
manufacturing organization where processes and conditions remain
consistent (Wang et al., 2018).

The proposed system not only quantifies the efficiency of production
planning, but also offers several practical benefits for manufacturing
companies. First, it helps to validate or propose accurate estimates
of production times, which can significantly improve planning and
cost estimation processes. This is particularly beneficial for small and

edium-sized enterprises (SMEs) as it provides more accurate cost es-
timates, thereby improving their competitiveness. Secondly, the system
an speed up the preparation of these estimates and drastically reduce
he time spent on this task. Conventional approaches often rely on
imulation tools that focus only on internal operations and neglect

packaging, cleaning and external operations. Our method, however,
s independent of specific processes and uses the company’s historical

data and expertise to provide a more holistic and accurate prediction.
However, there are potential obstacles to implementation. For the

system to work effectively, a comprehensive historical data set is re-
quired. The more variable the production process, the longer it could
take for the system to deliver reliable results, as micro-clustering is
required. Finally, it must be ensured that the output reaches a certain
level of reliability before it is used for decision-making.

The scalability of the approach is robust, as the model is inde-
pendent of specific employee characteristics and can handle different
evels of complexity. For small manufacturers with lower levels of
omplexity, the system may offer limited benefits. However, for larger
anufacturers or those producing unique items, the model remains

pplicable due to the similarity of the processes. Optimizing the algo-
ithms for different scales will further improve the model’s applicability
n different production contexts.

4.1. Dataset

Based on the conception of the production processes described
in Section 3, we design a dataset organized at the phase level that
summarizes the features extracted from different hierarchical levels.
This summarized dataset includes three text-based attributes derived
from family descriptions, a subset of categorical features derived from
additional item-level labels, and a total of 2𝑛 numerical features, which
amount to 8 in our scenario. In our specific use case, this dataset
comprises 25,258 rows and is described in Table 1.

The diversity of data types necessitates an appropriate approach
to process them collectively. This process falls under the name of
 i

7 
multimodal data fusion. Traditional machine learning models handle
umerical and categorical features effectively, often employing prepro-
essing steps such as one-hot encoding for categorical data. However,
rocessing textual features is typically more challenging due to the need

for sophisticated preprocessing techniques, which can sometimes result
in a significant loss of information (Li, 2018). This limitation arises
because traditional models are generally designed to process only a
ingle modality.

In contrast, modern deep learning architectures, such as trans-
formers (Vaswani, 2017), have demonstrated remarkable success in
analyzing text and integrating multiple modalities, including text and
images or images and audio (Gao, Li, Chen, & Zhang, 2020). For our
task, multimodality is simplified, as categorical features and numerical
data can, in principle, be represented as text. This approach effectively
educes the problem to a single modality. However, two important

subtleties must be considered:

1. While the process appears straightforward, even transformers
require careful handling to process numerical features appropri-
ately (Gorishniy, Rubachev, & Babenko, 2022).

2. Deep learning models, despite their ability to handle multimodal
data, typically demand large datasets to perform effectively, and
their success is not guaranteed when data is limited.

4.1.1. Target features analysis
At the first stage of our dataset inspection, we plot the distribution

of target features to show which have the potential to be predicted
or which may need a pre-processing step. When available, we analyze
the paired ex-ante and ex-post variables to determine whether the
underlying information can be used to adjust for potential anomalies.
Some of the following features have very log-tailed distributions, which
we considered as outliers and neglected for visualization purposes and
to develop more robust algorithms for the remaining part. Features with
hese characteristics are retained up to the defined upper limit, the 85th
ercentile of the respective distribution.
Setup Time. 𝑇𝑠 features exhibit approximately 40% missing values

each, with 13.7% of samples lacking both. As the ex-ante annotation
remains optional within the platform, the absence of these features is
often attributed to compilation errors. Another possible explanation is
that certain operations do not require setup time, so the operators leave
fields empty instead of assigning null values. Fig. 4(a) underscores this
intuition and shows a distribution of ex-post values that tends towards
zero, a trend that is absent in the ex-ante counterpart.

In response, we use ex-post values to identify cases where missing
x-ante values could instead represent null values. Consequently, we
xpand the dataset by replacing missing values with zeros, increasing
he number of samples by 2000 units (as indicated by the shaded
istribution in Fig. 4(a)). Furthermore, the distribution indicates a high

degree of discretization in ex-ante times, which provides an opportunity
to investigate the impact on classification algorithms.

The difference between these measures lies in their purpose: the ex-
ante value is a typical value set as a worst-case scenario estimate for
planning to meet deadlines. Setup, which primarily involves human
tasks such as providing resources and machinery, can vary due to
production sequencing and is therefore central to planning but difficult
to predict prior to production. As it is a value that cannot be measured
by sensors or automation but depends strictly on the operator’s records,
human error can also contribute to the variability of the data, especially
with short setup times, making it difficult to tell the difference between
setup and production time.

Teardown Time 𝑇𝑡 shows an atypical pattern in Fig. 4(b). Similar
o the previous scenario, there are a large number of missing values

in the ex-ante values, which now exceed 99%. Filling these fields with
eros would result in a column that is predominantly filled with zero
alues, reflecting the ex-post truncation time. Applying machine learn-
ng techniques to highly skewed distributions could lead to remarkably
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Fig. 4. Comparisons between ex-ante and ex-post distributions for the company numerical features.
poor results. Moreover, we attribute this observation to the likelihood
that this feature is only of minor importance for the analyzed company.
Therefore, we will disregard these features in the following sections.

Yield. The Yield feature presents a scenario in which its ex-ante
counterpart has only two possible values, with an overwhelmingly
dominant value, accounting for an incredible 99.83% of the dataset.
Such a skewed distribution strongly favors one category and indicates
an extreme imbalance. Given this imbalance and the observed nominal
variability, the ex-ante values do not provide meaningful diversity or
informative content for the analysis. Given the limited variability and
minimal contribution to the information content of the dataset, the
yield feature is therefore excluded from subsequent analyses and model
considerations.

The ex-ante yield value denotes the expected rate of intrinsic dis-
ruptions in resources, machines and human factors (e.g. cleanings,
breakdowns, etc.). While this value is applied evenly to the theoretical
production hours in the ex-ante scenario, in reality interruptions occur
at specific points in time, which can vary considerably within individ-
ual production batches. This discrepancy between longer-term averages
and batch-level events is crucial for assessing the actual statistics.

Unit per hour. The ex-ante 𝑈ℎ provides extensive information with
few missing values and a wide distribution. However, a notable peak
at zero is a cause for concern as it contradicts the conceptual meaning
of the variable representing the number of pieces in a unit of time. We
will exclude these cases from further analysis as they may be related
to missing values in other areas. In this way, future predictive models
can gain advantages when trained exclusively on the remaining part,
which is about 75% of the whole dataset. In contrast to the ex-ante
distribution, the ex-post distribution does not have a peak at 0 but
instead has a slightly flatter curve running towards higher values.

4.1.2. Textual features analysis
Based on the objectives identified in the previous section, our goal

now shifts to examining the predictive potential of the remaining
features. For the text features, the first strategy is to treat the families
associated with phases, cycles, and articles as labels for clustering the
target measures. The quality of the clustering result using these labels
serves as an indicator, as better clustering results indicate the potential
8 
Table 2
Clustering performance of the textual features over the numerical ones.

Silhouette score

Phase type name −0.572
Cycle type name −0.566
Article type name −0.567

of these families to reveal patterns within the target features.
We calculated the silhouette score for different clusterings based on

the associated family. Table 2 reports that the score consistently yielded
strongly negative values. This suggests that the inherent variability
within each family is considerable, making it difficult to create distinct
and self-contained clusters based on family labels alone. Essentially,
the family assignments alone do not provide clear groupings for the
target variables, emphasizing the complexity of the prediction task in
our particular context.

The feasibility of such a naive approach would have opened up the
possibility of treating each family as an independent categorical label
without dealing with the semantics of its content. Instead, the failure of
this approach underscores the need to use a machine learning approach
to distil the essential insights while utilizing all available information.

The textual descriptions of the dataset are often limited in length
and filled with company-specific acronyms with no general meaning.
However, certain families have obvious connections that are likely
due to similar words in their descriptions. Applying a naive one-
hot encoding to these descriptions would not accurately reflect the
different relationships between the labels. Fig. 5 shows the most fre-
quent words, with words lemmatized to their syntactic root for clarity.
Noticeably, a relevant proportion of the larger words in the image are
predominantly abbreviations or acronyms. To effectively apply deep
learning techniques, it is important first to encode these descriptions
to cluster similar elements while minimizing the additional complexity.
Therefore, we explore three different approaches to tackle this problem,
as described in the following sections.

Pure Text Manipulation. In this approach, we dive into pure text
manipulation by applying transformer-based models directly to the text
components of the dataset. The core of this method lies in leveraging
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Fig. 5. Word cloud for Phase type names.
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the power of transformers, a class of neural network architectures
known for their ability to process sequential data, especially text. Using
these models, we aim to capture and understand the complex patterns
in the textual descriptions of the families associated with phases,
cycles and articles, and then merge them with the other additional
information to obtain the final prediction.

We use transformer-based models to uncover hidden patterns, se-
mantic connections and layered structures in the text data. This allows
us to better understand the intricate relationships within the dataset.
The use of pre-trained language models is promising as they uncover
hidden patterns in our text expressions, drawing on an extensive knowl-
edge base from a larger corpus. However, there is a potential drawback,
as this approach may entail a significant computational burden without
guaranteeing a significant contribution. This can be attributed to the
proliferation of jargon and company-specific abbreviations that could
affect the model’s ability to extract significant insights. In the following
sections, we will refer to this dataset as D1.

Feature engineering on similar words. A more classical approach
is to extract the relevant features directly from the data. The reason
or this is that the textual representations may contain abbreviations

or highly technical terminology that language models cannot easily
rocess. This second approach prevents any approach using this type of
odel and favors a purely data-driven solution based solely on the data

tself. After all, families with similar meanings may also contain similar
ords. This simple assumption can be easily captured by language
odels or any form of natural language processing embeddings but
otentially means an extremely high and unnecessary increase in cost.
s an alternative, we propose an embedding for each family name
ased on multi-hot encoding based on all available and meaningful
ords (excluding stop words).

A more conventional approach is to extract appropriate features
erived directly from the data to overcome the potential limitations of

language models when dealing with abbreviations or highly technical
texts. This alternative method eschews such models and instead opts
for a data-centric solution based solely on the inherent data features.
It assumes that families with similar meanings also contain analogous
words. Language models or natural language processing embeddings
could capture this idea, but their use could lead to an unnecessary
increase in computational costs. We therefore propose to generate an
embedding for each family name through a multi-hot coding process
that uses all relevant and meaningful words (except stop words). The
dimension of the embedding space would then correspond to the num-
ber of these words, and each description would be a vector where the
number one corresponds to all included words and the number zero
corresponds to all others.

If we examine the three text descriptions in our data set inde-
pendently, we obtain embedding spaces of size 28, 11 and 199 for
articles, cycles and phases, respectively. Combining these three spaces,
9 
we obtain a 238-dimensional space. Our experimental observations
using PCA analysis show that condensing the original features to 𝑑 = 41
dimensions is sufficient to capture about 95% of the variability of
this space. Consequently, we replace the embedding space with this 𝑑-
imensional representation normalized in the range from 0 to 1. This
ransformed numerical table dataset, denoted as D2, is subjected to
nalysis using shallow and deep learning algorithms, which are known
or their better interpretability and lower computational load compared
o deep neural networks.

4.2. Machine learning solutions

To construct the dataset with purely tabular data (D2), we employ
 variety of machine learning algorithms suited for structured data

analysis. These include:

1. Random Forests (RF): An ensemble learning method that builds
multiple decision trees and merges them to improve predictive
accuracy and control overfitting. The method operates by aver-
aging multiple deep decision trees 𝑇𝑖, trained on various parts of
the same dataset. Namely, given an input 𝑥, the Random Forest
prediction 𝑦̂ is obtained as

𝑦̂ = 1
𝑁

𝑁
∑

𝑖=1
𝑇𝑖(𝑥) (2)

This approach minimizes variance and enhances model perfor-
mance on structured data, making it appropriate for a variety
of general-purpose regression and classification tasks. Conse-
quently, we anticipate it will excel in our specific task.

2. Gradient Boosting (GB): Gradient Boosting is an additive model
that sequentially adds weak learners ℎ𝑖(𝑥), each improving upon
the errors of the previous ones. The prediction 𝑦̂ at iteration 𝑀
is given by:

𝑦̂ =
𝑀
∑

𝑖=1
𝛾𝑖ℎ𝑖(𝑥) (3)

where 𝛾𝑖 is the learning rate, controlling the contribution of
each weak learner. Each learner is trained to minimize the
residual errors from the previous learners, thereby ‘‘boosting’’
the model’s accuracy.

3. XGBoost: It is a specific implementation of gradient boosting
with additional regularization to improve performance and re-
duce overfitting. The objective function for XGBoost combines
the loss 𝐿 over all training samples with a regularization term
𝛺 on the complexity of the trees:

 =
𝑛
∑

𝑖=1
𝐿(𝑦𝑖, 𝑦̂𝑖) +

𝐾
∑

𝑘=1
𝛺(𝑇𝑘)
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where 𝐿(𝑦𝑖, 𝑦̂𝑖) is a reconstruction loss (e.g., the squared error)
for regression tasks. The regularization term 𝛺(𝑇𝑘) penalizes
the complexity of each tree 𝑇𝑘, promoting simpler and more
generalizable models. This model improves upon this approach
by utilizing advanced regularization techniques and optimized
computations, resulting in enhanced efficiency and accuracy,
particularly with large datasets that exhibit complex relation-
ships. Therefore, we anticipate it will perform exceptionally well
in our task.

4. K-Nearest Neighbors (KNN): A non-parametric algorithm clas-
sifying a sample based on the majority class of its nearest neigh-
bors in feature space. KNN relies on calculating the distance
between data points, typically using Euclidean or Manhattan
distance, making it effective for datasets with distinguishable
clusters. KNN classifies an input 𝑥 by finding the 𝐾 closest
points in the feature space, based on a chosen distance metric
(e.g., Euclidean distance). The predicted class 𝑦̂ for 𝑥 is the
majority class among its 𝐾 nearest neighbors:

𝑦̂ = mode(𝑦(1), 𝑦(2),… , 𝑦(𝐾)) (4)

where 𝑦(𝑖) represents the class label of the 𝑖th nearest neighbor.
In regression tasks, the prediction is instead the mean of the 𝐾
nearest neighbors’ values:

𝑦̂ = 1
𝐾

𝐾
∑

𝑖=1
𝑦(𝑖) (5)

In this study, KNN effectively identifies local patterns within
structured data, serving as a simple but powerful baseline for
assessing the performance of more complex models. However,
as the size of the dataset increases, the complexity of the model
also rises, which can make it less suitable for handling very large
datasets.

5. Multilayer Perceptron (MLP): An MLP consists of multiple
layers of nodes, where each node in a layer applies a non-
linear activation function 𝜎 to a weighted sum of inputs from
the previous layer. For a two-layer MLP with input 𝑥, weights
𝑊1 and 𝑊2, biases 𝑏1 and 𝑏2, and activation function 𝑓 , the
prediction 𝑦̂ is:
ℎ = 𝜎(𝑊1𝑥 + 𝑏1)

𝑦̂ = 𝑊2ℎ + 𝑏2
(6)

Here, ℎ represents the output of the hidden layer and 𝑦̂ is the
final output. Multiple layers of this form can be stacked together
to form deep neural networks, making MLPs able to learn com-
plex, non-linear relationships within the data. We expect this
solution to present a powerful expressivity in representing non-
linear relationships between inputs and our desired outputs, but
it could be harder to train if the data is insufficient.

Instead, for the D1 design of the dataset, we employed TaBERT (Yin,
Neubig, Yih, & Riedel, 2020), a model specifically designed for tabular
ata that includes textual components. TaBERT is a transformer-based
rchitecture that jointly pretrains on natural language text and tabular
ata, allowing it to learn representations that capture free-form text and
tructured table schemas. Such a model has been shown to significantly
mprove tasks requiring joint reasoning over text and tabular data by
pplying BERT-like masked language modeling to tables, leveraging
oth row-wise and column-wise attention mechanisms. This approach
nables the model to extract meaningful patterns from textual descrip-
ions alongside structured numerical data, which is crucial given the
bbreviated and domain-specific terms prevalent in our textual dataset.

Each of these models was selected for its ability to effectively
apture the complexities and variances present in the dataset, ensuring
trong predictions to facilitate optimal production planning. Addition-
lly, we conducted a grid search to identify the best parameters for this
ask, which is illustrated in Section 5.
10 
4.3. Evaluation metrics

In our study, we aim to predict detailed target features of newly in-
roduced articles, which is a regression task due to the numerical nature
f the features involved. We use the Root Mean Squared Error (rMSE)
o assess the quality of our models. rMSE calculates the square root of
he average of the squared differences between the predicted and the
ctual values and thus provides information on the extent of the errors
ithin the predictions. This metric explains the model’s accuracy, with

ower rMSE values indicating better predictive performance.
In the case of discrete features such as 𝑇 𝛼

𝑠 , another useful repre-
entation would view the task as a classification problem, where the
odels are asked to answer within a limited set of options defined a

priori among those seen in the ground truth labels.
Several evaluation metrics are typically used for such a task, in-

luding accuracy, precision, recall and F1-Score. Accuracy measures the
verall correctness of the model’s predictions. Precision calculates the
atio of correctly predicted positive observations to the total number
f predicted positive observations, emphasizing the model’s accuracy.
ecall, also known as sensitivity, calculates the ratio of correctly pre-
icted positive observations to the total actual positive observations
nd focuses on the completeness of the model. The F1-Score, a harmonic
ean of precision and recall, provides a balanced assessment of a
odel’s performance on classification tasks.

To ensure the reliability of our model evaluations, all these metrics
re calculated using five-fold cross-validation: The dataset is split into

five equally sized subsets, with four subsets used for training and the
remaining subset used for validation at each iteration. This process
rotates through all subsets so that each subset can be used once for val-
idation. By aggregating the results across these iterations, we obtain a
more comprehensive and robust assessment of the model’s performance
and minimize biases and variance that could arise from a single data
split. To avoid leakage between training and test sets, all samples of an
article are kept in one fold.

5. Results

In this section, we illustrate the effectiveness of the two AI-driven
components within the proposed pipeline in the presented real-world
use case. Using identical experimental settings, we tackle the two
scenarios involving the prediction of ex-ante and ex-post values.

The dataset used to train the models is the same as described in Sec-
ion 4.1, with the difference that when training the models to predict

the ex-ante features, there are no numerical features at this stage of the
ipeline. Conversely, when training models to predict ex-post values,
e include the corresponding ex-ante features if they are available in

his stage of the pipeline. To configure the D1 dataset, we utilized a
pre-trained Bert model from the Multimodal Transformers library (Shi,
Mueller, Erickson, Li, & Smola, 2021). Therefore, we evaluated the
performance of GB, K-NN, RF, XGBoost, and MLP on the D2 dataset.
We tuned the hyperparameters of these models across various ranges,
as outlined in Table 3.

All models were configured for a regression task for a single feature
at a time. The experiments were performed with an Intel Core i9-
10980XE CPU @ 3.00 GHz and an Nvidia RTX A6000 GPU. The code
to reproduce all the experiments is available on https://anonymous.
4open.science/r/ai4production-planning . Data can be made available
upon request, subject to signing an NDA.

5.1. Ex-ante-values prediction

Table 4 summarizes the comparative analysis of the machine learn-
ing models on D2 and the transformer-based models on D1. Both were
pplied to ex-ante values.

The results show the superiority of the models applied to the
D2 configuration of the dataset, in particular Random Forest, which

https://anonymous.4open.science/r/ai4production-planning
https://anonymous.4open.science/r/ai4production-planning
https://anonymous.4open.science/r/ai4production-planning
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Table 3
Hyper-parameter tuning of the models employed for the D2 dataset.
Model Parameter Range Best value

Gradient Boosting learning_rate 0.01–0.1 0.1
n_estimators 100–500 100

K-Nearest Neighbors n_neighbors 3–15 5
weights Uniform, distance Uniform

Random Forest n_estimators 100–1000 200
max_depth 5–30 10

XGBoost learning_rate 0.01–0.3 0.1
max_depth 3–10 6

MLP hidden_layers 1–3 2
hidden_layers 16–64 50 (two layers of 50 neurons each)
activation Relu, tanh Relu
Table 4
Regression performance (rMSE and r2) for ex-ante features. Values within brackets denote the standard deviation of the result
over multiple runs.

𝑇 𝛼
𝑠 𝑈𝛼

ℎ

r2 (↑) rMSE (↓) r2 (↑) rMSE (↓)

Gradient Boosting 0.7505 (0.0001) 197.8889 (0.0478) 0.3431 (0.0001) 53.0785 (0.0047)
K-Neighbors 0.7152 (0.0070) 211.4029 (2.5957) 0.2295 (0.0232) 57.4770 (0.8621)
Random Forest 0.7605 (0.0002) 193.8807 (0.0962) 0.3553 (0.0002) 52.5822 (0.0067)
XGBoost 0.7570 (0.0001) 195.3196 (0.0001) 0.3497 (0.0001) 52.8101 (0.0001)
MLP 0.7416 (0.0037) 201.4021 (1.4465) 0.3335 (0.0041) 53.4650 (0.1658)

Tabert 0.7356 (0.0022) 203.6926 (2.0134) 0.3171 (0.0081) 54.1148 (0.8872)
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achieved an rMSE of 193.563 s and 52.556 for 𝑇 𝛼
𝑠 and 𝑈𝛼

ℎ , respectively.
These models consistently outperform the Multimodal Transformer
based model applied to D1.

When we consider the performance of the Random Forest model,
we calculate the quality of the result by considering that the two
predicted features span a range of 0 to 1750 s for 𝑇 𝛼

𝑠 and 0 to 210
for 𝑈𝛼

ℎ . This implies a normalized error of 11% and 25%, respectively.
The production experts consider these errors to be extremely favorable
given the complexity of the task. The lower r2 value for 𝑈𝛼

ℎ compared
to 𝑇 𝛼

𝑠 indicates the increased difficulty of the latter task.

5.2. Analysis on discretized features

Given that certain estimated features may have a discrete distribu-
tion of values, we can opt for a classification approach as an alternative
trategy to the regression task. In particular, the feature 𝑇 𝛼

𝑠 has a total
of 23 different values. Among them, we have filtered out only those
whose cardinality is higher than the 0.5% of the dataset so that we
obtain five possible target classes (0, 300, 600, 900 and 1200 s). Table 5
shows the results of the different classification models applied to the
iscretized feature 𝑇 𝛼

𝑠 .
For each regression model discussed in the previous analysis, we

have provided insights into their performance when used in a classi-
fication context. However, the K-neighbors algorithm showed inferior
results compared to other methods in this context and was therefore
xcluded from further consideration. We observed an overall deteri-

oration in the mean squared error when we compared these results
with the regression setting of each model. Notably, the F1-Scores were
discrete, suggesting that by considering only the selected classes as
available options, the system effectively minimizes the user’s correc-
tions in a substantial proportion of cases. This interpretation is sup-
orted by Fig. 6, in which the confusion matrices represent the relative

distribution of correctly classified samples and highlight the typical
errors for the best models in both datasets. In particular, the high values
along the diagonals of the matrices indicate successful classification for
most instances. However, a small but notable proportion of samples are
misclassified, often as classes with significantly different labels— - for
example, some samples with the lowest value are incorrectly assigned
to the highest. This misclassification is since the classification models
 F

11 
do not take intrinsic class distances into account, as they treat errors
between close and distant classes equally. In regression models, it is
ossible to derive equivalent classifiers by breaking down the results to
he nearest class label. While Random Forest still gets valuable results,
he best models appear to be Gradient boosting (when looking at
1-Score and rMSE), and XGBoost (for Accuracy, Precision, and Recall).

To summarize, the operator’s decision-making concerning classi-
fication and regression methods depends on considerations specific
to the operational context. While classification models offer higher
metrics and even outperform the discretized results of regressors, they
reduce the need for manual corrections due to their stable, discrete
predictions. The downside, however, is their limited prediction range,
which restricts results to predefined categories and potentially limits
flexibility in decision-making. Conversely, regression models may re-
quire more manual intervention, although they can provide a wider
range of predictions.

5.3. Ex-post-values prediction

In the second AI-supported block, we show the result of the models
resented in the previous section, gathered in Table Table 6. Among

the evaluated models, the Gradient Boosting and Random Forest mod-
els show the most favorable performance in predicting 𝑇 𝜌

𝑠 , with the
andom Forest model achieving the lowest r2 score of 0.4634 and

he Gradient Boosting reaching the best rMSE of 181.3321. For the
eature 𝑌 𝜌, on the other hand, the Gradient Boosting performs best,
oth in terms of rMSE and r2 score. Similar to previous observations,
he Multimodal Transformer model also shows moderate performance
n both features. Finally, Gradient Boosting also achieves the best
erformance for 𝑈𝜌

ℎ and obtains the lowest rMSE value of 142.0164.
t is worth noting that the errors associated with the ex-post values
f 𝑈ℎ are much higher than those associated with the ex-ante values.
his discrepancy may be subject to further analysis by the company.
ll the results of the ex-post metrics confirm that the configuration of

he dataset labeled D2 allows the best performance. Among the various
odels that can be selected for their valuable performance, Random
orest and XGBoost are the ones that score best on all three metrics.
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Fig. 6. 𝑇 𝛼
𝑠 confusion matrices of the two best models in the configurations D1 and D2 of the problem.
Table 5
Regression and classification performance for the models trained to predict 𝑇 𝛼

𝑠 in the classification task. Next to the name
of each metric, up and down arrows indicate whether a higher or lower value is better. Values within brackets denote the
standard deviation of the result over multiple runs.

Accuracy (↑) F1-Score (↑) Precision (↑) Recall (↑) rMSE (↓)

Gradient Boosting 0.7632 (0.0001) 0.7633 (0.0001) 0.7647 (0.0001) 0.7632 (0.0001) 214.937 (0.5104)
Random Forest 0.7570 (0.0008) 0.7578 (0.0008) 0.7594 (0.0008) 0.7570 (0.0008) 216.803 (1.0342)
XGBoost 0.7637 (0.0001) 0.7628 (0.0001) 0.7653 (0.0001) 0.7637 (0.0001) 217.440 (0.0001)
MLP 0.7497 (0.0037) 0.7501 (0.0039) 0.7530 (0.0039) 0.7497 (0.0037) 220.486 (1.5493)

Tabert 0.6982 (0.0086) 0.7138 (0.0156) 0.7436 (0.0168) 0.7230 (0.0146) 223.040 (2.3401)
Table 6
Regression performance (rMSE and r2) for ex-post features. Values within brackets denote the standard deviation of the result over multiple runs.

𝑇 𝜌
𝑠 𝑌 𝜌 𝑈 𝜌

ℎ

r2 (↑) rMSE (↓) r2 (↑) rMSE (↓) r2 (↑) rMSE (↓)

Gradient Boosting 0.4712 (0.0003) 181.3321 (0.0460) 0.2165 (0.0005) 5.7986 (0.0020) 0.3928 (0.0003) 142.0164 (0.0358)
K-Neighbors 0.3827 (0.0105) 195.9026 (1.6660) 0.1060 (0.0374) 6.1928 (0.1297) 0.2846 (0.0301) 154.1170 (3.2154)
Random Forest 0.4634 (0.0008) 182.6556 (0.1289) 0.1988 (0.0026) 5.8637 (0.0096) 0.3655 (0.0010) 145.1708 (0.1107)
XGBoost 0.4405 (0.0001) 186.5110 (0.0001) 0.1580 (0.0001) 6.0111 (0.0001) 0.3704 (0.0001) 144.6109 (0.0001)
MLP 0.4371 (0.0062) 187.0843 (1.0375) 0.1677 (0.0056) 5.9765 (0.0202) 0.3317 (0.0272) 148.9604 (3.0194)

Tabert 0.4621 (0.0115) 182.535 (1.7453) 0.2097 (0.0093) 5.814 (0.0421) 0.3128 182.537 (3.7531)
5.4. Merits and limitations

The proposed approach is particularly advantageous for small and
medium-sized enterprises (SMEs), as it involves lower implementation
and operating costs compared to full-fledged simulation models or com-
plete automation systems. Unlike traditional simulation approaches,
which require detailed and often expensive modeling of entire produc-
tion environments, our framework provides a more accessible solution
by leveraging existing production data to make accurate predictions.
This not only reduces the time and resources required for deployment,
but also provides a scalable solution that can be adapted to different
production environments without extensive customization.

However, this approach also has its limitations. Its effectiveness
depends on the availability of a robust historical database and can cause
problems in highly variable production processes where unique or one-
off items are often produced. On the other hand, while the system is
designed to be generalizable across different production contexts, its
application may be less effective in industries with limited production
variability, as this structural overhead may be too large. In the future,
we plan to develop a precise guide to measure the effectiveness of
the proposed approach based on the characteristics of the industrial
environment. Despite these challenges, the approach offers a practical
and cost-effective alternative for SMEs that want to increase their
production efficiency without the overhead of more complex systems.
12 
6. Conclusions

This paper delves into predictive modeling in manufacturing and
focuses on the analysis of production data to predict production statis-
tics for items. We present a versatile formalism that can be adapted to
different production environments and propose an end-to-end pipeline
that provides a measure of the company’s optimization strategy based
on the difference between the ex-ante and ex-post statistics of each
of the company’s item steps. At the heart of the system are two
AI-powered blocks, each capable of predicting the two sides of the
statistics.

In examining these blocks, we look at the effectiveness of machine
learning models and transformer-based methods on a real data set.
It is noticeable that the shallow learning models, especially Random
Forest and Gradient Boosting, show superior prediction performance
concerning the target features, which emphasizes their suitability for
capturing complex data patterns. Moreover, using a classification ap-
proach proves advantages in ex-ante measures with a discretizable
distribution. Our investigation also extends to testing an MLP to eval-
uate the impact of deep learning models applied to the dataset in
its purely numerical and categorical form, showing that they do not
achieve optimal performance. We hypothesize that as the dataset’s
size increases, applying these techniques could lead to these models
performing better than others.

An important observation arises from the discrepancy between ex-
ante and ex-post values, which sheds light on the complexity of the
production processes. While regression models help predict precise
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numerical estimates, classification methods offer stability and less vari-
ability. However, the choice between these methods should be based
on the operational requirements and constraints of the production
environment.

This study emphasizes the importance of tailored model selection
and highlights the trade-offs between precision, interpretability and
predictive range. Integrating different modeling approaches and recog-
nizing the nuances between ex-ante and ex-post data are crucial steps
towards improving prediction accuracy in the manufacturing context.
Ultimately, this research provides valuable insights for manufactur-
ing companies seeking optimized predictive models tailored to their
specific operational needs.

Future works will address (i) the generalization of the proposed
pproach to other metrics, such as quality control and resource allo-

cation, (ii) domain adaptation to different production environments
r manufacturing policies and regulations, and (iii) the integration

of human expertise in the modeling phase, for instance, employing
einforcement learning techniques.
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