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Abstract

In this paper we study the Hilbert—Schmidt norm of time-frequency localization oper-
ators Lg: L2(RY) — LZ(R‘I ), with Gaussian window, associated with a subset
Q C R? of finite measure. We prove, in particular, that the Hilbert—-Schmidt norm
of Lg is maximized, among all subsets €2 of a given finite measure, when €2 is a ball
and that there are no other extremizers. Actually, the main result is a quantitative ver-
sion of this estimate, with sharp exponent. A similar problem is addressed for wavelet
localization operators, where rearrangements are understood in the hyperbolic setting.

Keywords Short-time Fourier transform - Time-frequency localization operator -
Uncertainty principle - Quantitative estimate

Mathematics Subject Classification 42B10 - 49Q20 - 49R05 - 81S30 - 94A12

1 Introduction

The short-time Fourier transform (STFT) of a function f € L%(R?) with respect to a
window ¢ € L2(R?) is defined (see e.g. Grochenig’s book [27]) as

Vo f(x, 0) = /d FMe(y —x)e TV dy,  (x,w) € RY x RY. (1.1
R

A common choice for the window is the L?-normalized Gaussian, that is

o(x) = 244y e RY
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In this note we will always consider this window and therefore we will simply set
V=Y,.

Since we chose ¢ normalized in L?(R?), we have that V : L>(R?) — L2(R??)
becomes an isometry. Hence, if || f||> = 1, the quantity |V f (x, w)|?, known as spec-
trogram, can be interpreted as the time-frequency energy density of f around the point
(x, ) in the time-frequency space. With this in mind, it is clear why having good
and meaningful estimates for the short-time Fourier transform (and in particular for
the spectrogram) has always been of great importance both from a theoretical and
practical point of view. One of the first and at the same time most important results in
this sense was obtained by Lieb in 1978 [34] and is known today as Lieb’s uncertainty
inequality, namely

2 d
IIVf||5§<;> 715 (1.2)

for every f € L*RY) and 2 < p < oo (see also [9] for the identification of the
extremal functions, and [35] for generalizations). Lieb’s inequality is a global estimate.
In the spirit of uncertainty principles, we may be interested also in local estimates, that
is, for some Q C R?? with finite Lebesgue measure, finding bounds of the quantity

JoVfx, ) dxdw
I1£113

9

which represents the fraction of energy of f contained in 2. The above integral can
be written in an equivalent way as follows

/Q VF o) dxdo = (xaVf. V) = VxaV T ),

where the operator
Lq :=V*xoV

naturally appears. This interpretation reveals a connection between time-frequency
energy concentration estimates and the properties of the operator Lg. In particular,
since 2 has finite measure, Lq is a compact self-adjoint nonnegative operator (see
e.g. [48]) and therefore its operator norm is given by

_ V*xaVf, f)

ILall = max —_—

fer2@ioy £z

Hence, maximizing the norm of V*xqV corresponds to maximize the energy fraction
of any function f € L%(R%) \ {0} on . In this connection, Tilli and the first author
[40] recently proved that, among all subsets €2 of a given finite measure, ||Lq|| is
maximum when 2 is a ball and that there are no other extremizers (a more general
conjecture of Abreu and Speckbacher [2] was also proved in [40]). We address to [21,
30-33, 44] for extensions of this result to other geometries —notably the hyperbolic
and spherical one— and for applications in complex analysis. See also [26, 38, 39] for
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similar problems on locally compact Abelian groups and to [1, 2, 15, 28, 42, 46] for
related work.

In general, one can also measure the time-frequency concentration by a weighted
L?-norm, hence considering, for a function F : R*¢ — C, the so-called time-frequency

localization operator
LF :ZV* Fy

(hence L,, = Lg, with a slight abuse of notation). Since their first appearance in
[5] and [13], time-frequency localization operators were intensively studied; see, for
example, [3, 12, 13, 16, 37, 48] and the references therein for general results concerning
boundedness, compactness, Schatten properties and asymptotics of the eigenvalues.
Also, Lieb’s uncertainty inequality (1.2) can be equivalently rephrased, by duality, as

ILEl < (1/pHYYPUFN,, 1< p<oo,

p’ being the conjugate exponent. Similar estimates in case the weight F is taken in the
intersection of Lebesgue spaces, with a full characterization of the extremal functions,
were recently considered in [24, 41, 45].

In this paper we address similar problems for the Hilbert—Schmidt norm of time-
frequency localization operators, especially of the kind Lg. An initial result, which
follows from Riesz’s rearrangement inequality, states that

ILallus < Lo s, (1.3)

where Q* is the (open) ball centered at 0, with the same measure as €2, and that
equality occurs if and only if € is (equivalent, up to a set of measure zero, to) a
ball (see Proposition 3.4). In Sect.6 we also prove an analogous result for wavelet
localization operators, and also for general localization operators L .

However, our interest is towards a quantitative version of the previous estimate.
In general, quantitative estimates are stability results for geometric and functional
inequalities stating that if a function is “almost optimal” for some inequality then it
must be “close” to the set of the corresponding optimizers. This kind of results have
been proved for lots of different inequalities, such as the isoperimetric inequality,
Sobolev and Gagliardo—Nirenberg inequality. For acomprehensive survey on the topic,
see [17] and the references therein.

Only recently, quantitative estimates have been addressed for certain time-
frequency concentration problems. Precisely the quantitative version for the above
mentioned Faber—Krahn type result [40] was addressed in [25], whereas the quanti-
tative version of Lieb’s uncertainty inequality (1.2) (and for the generalized Wehrl
entropy of mixed states) was proved in [20].

In this note we want to fit into this thread by focusing on the following question:

If a set Q@ C R* “almost” attains equality in (1.3) can we conclude that Q is
“almost” a ball?

Birkhauser
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The answer is positive and is given in Proposition 4.2, where the following quantitative
bound is stated:

a1 BULDelR]* < Lo lIfis — ILallfs (1.4)
where § is given by
t2+5, forO <t <1

v
26 cot ,

B1) = {

t fort > 1

with ¢, ¢2 > 0, and «[2] is the Fraenkel asymmetry index, which is defined as

IQAB|
Q|

Here QAB = (2\ B) U (B \ 2) is the symmetric difference of 2 and B. We observe
that «[€2] is a dimensionless quantity, and that, by compactness, the above infimum is
achieved by some (not necessarily unique) ball.

In our proof we use a quantitative version of Riesz’s rearrangement inequality
proved by Christ in [10] and we follow the strategy used by Frank and Lieb in [22] to
address an optimization problem for the potential energy functional in R? with inter-
action kernel |x|™, 0 < A < d. This connection with physically relevant problems
is actually not that surprising, since our issue can be seen as a similar problem for
a potential energy with Gaussian interaction (cf. (4.1) below). We observe that this
type of isoperimetric problems dates back at least to Poincaré [43] and still represents
a challenging and very active research field (see, for example, [7, 8, 18, 22] and the
references therein).

In Sect.5 we analyze the optimality of (1.4) and in particular we prove that the
exponent 2 of «[2] and the behavior of B(¢) fort — 0% are sharp, while fort — +oo
we conjecture that the estimate actually could hold with 8(¢) = r2~'/24 (Conjecture
5.1). This leads us to another conjecture (Conjecture 5.2), that is a refinement of
Christ’s result and seems of independent interest.

We now know, in particular, that both the operator norm and the Hilbert—Schmidt
norm of Lg are maximized, among all subsets €2 of a given finite measure, when
2 is a ball. It is natural to wonder whether the same holds for other Schatten-von
Neumann norms. We plan to investigate this issue, together with the above mentioned
conjectures, in a subsequent work.

oz[Q]::inf{ : B c R* is a ball of measure |B| = |sz|}. (1.5)

2 Notation and Preliminaries

In the following, we are going to denote the ball with center 0 and radius » in R?
or R? (depending on the context) as B,. The d-dimensional Lebesgue measure of a
subset 2 C R? will be denoted as |Q2|. We set || || p for the L? norm of a function
f. We define L'(R?*?) + L2(R*?) = {f1 + fo: fi € L'R*?), f» € L*(R*?)}. The
Fourier transform of a function f will be denoted by f, according to the following
definition:

Fl) = / F)e Mo g,
Rd
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Given a subset © C R? of finite measure, we denote by Q* the symmetric rear-
rangement of the set 2, that is the open ball with center 0 and such that |Q2| = |Q2*].
In the spirit of the layer cake representation, given a measurable function f on R? we
can also define the symmetric decreasing rearrangement of f as

+o00
[fx) = /0 X{ 1> (x) dt.

The symmetric decreasing rearrangement f* is the only function of the type f*(x) =
g(Jx]), with g : [0 + o0) — [0, +oc] decreasing and right-continuous (see [36];
here and throghout the paper by decreasing we mean nonincreasing), that has the
same distribution function of f, and appears in various optimization problems and
inequalities. In the following, we are going to use one of the main results in this sense,
that is the Riesz rearrangement inequality.

Theorem 2.1 [Riesz’s rearrangement inequality]([36, Theorems 3.7, 3.9]) Let f, g
and h be three nonnegative measurable functions on R. Then we have

/ FG)g(x — Yh(y) dxdy
R4 xR
< / FH008"(x — Yh* () dxdy, @.1)
R4 xR

with the understanding that if the left-hand side is +o0c then also the right-hand side
is. If, in addition, g is strictly symmetric decreasing and f and h are not zero and
the above integrals are finite, equality occurs if and only f(x) = f*(x — y) and
h(x) = h*(x — y) for almost every x € R and some y € R4,

By saying that g is strictly symmetric decreasing we mean that g(x) = g*(x) = g(|x|)
for a.e. x € R? and that g: [0, 0c0) — [0, o] is strictly decreasing.

Rearrangements are possible not only in the Euclidean setting, but also for other
geometries. In the following, we will consider the Poincaré upper half-plane R xR =
{(x,s) € R?: s > 0} ~ C,, endowed with the hyperbolic distance

—w
—, Z,U)GC+
Z—w

dy (z, w) = 2 arctanh

and the hyperbolic measure given by dv = dxds /s>, that is the left Haar measure of
R x Ry regarded as the affine (“b + ax”) group. Recalling that the unit of the group
is (0, 1) we can easily define the symmetric rearrangement of a subset £ C R x Ry,
like in the Euclidean case, as the ball E* = {z € C;: dy(z, (0, 1)) < r}, where r is
chosen so that v(E) = v(E™). We point out that hyperbolic balls with center (0, 1)
and radius R are, as subsets of R2, Euclidean balls with center (0, cosh(R)) and radius
sinh(R). Then, given a nonnegative measurable function f on CL we can define its
symmetric decreasing rearrangement exactly as we have done in the Euclidean case.

In Sect. 6 we are going to need the hyperbolic version of Theorem 2.1, which holds
with the proper adjustments also in the hyperbolic setting (see [4, Sect. 7.6]).

Birkhauser
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Theorem 2.2 Let f,h be two nonnegative measurable functions on Cy and let
g: [0, 4+00) — [0, +00) be decreasing. Then we have

/ f(@)gdn (z, w)h(w) dv(z)dv(w)
= [ [*(@)g(du(z, w)h*(w) dv()dv(w),
CyxCy

with the understanding that if the left-hand side is +o0o then also the right-hand side
is. If, in addition, g is strictly symmetric decreasing and f and h are not zero and
the above integrals are finite, equality occurs if and only f(z) = f*(az + b) and
h(z) = h*(az + b) for almost every 7 € C and some a > 0 and b € R.

Observe that az + b is just the product (in the affine group) of (b, a) and z, where z
is regarded as the element (Rez, Imz).

3 Hilbert-Schmidt Norm of Localization Operators
3.1 A General Setting for Localization Operators

In this section we define localization operators in a general setting.

Given a o -finite measure space (X, i) and a separable Hilbert space H, with norm
| - || induced by the inner product (-, -), we suppose to have amap X 3 x > ¢, € H
such that:

(i) The map X > x — (f, ) is measurable for every [ € H;
(i) |lgxll < c; for a.e. x € X and some constant ¢ > 0.

Then, for F € L'(X), we consider the corresponding localization operator
Lfr: H — 'H defined (weakly) as

(LFf,g)=/XF(x)(f,<Px>(<Px,g)dM(X), f.gen. 3.D

From (ii) and since we supposed F € L1(X) itis immediate to see that L  is bounded
and that |LFr| < c% | Fllp1(x)- In fact, it turns out that L F is a trace class operator.

Proposition 3.1 Under the assumptions (i) and (ii), if F € L'(X) then Ly is trace
class and its trace is given by

Ly = fX F)llos P dp(x). (3.2)

Moreover, for its Hilbert—Schmidt norm we have the formula

ILrls = fX FO e ) PP i) dn(y) (33)
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Proof We start proving that L is a trace class operator and that (3.2) holds true when
F is nonnegative.
Given an orthonormal basis f;, j = 1,2, ..., of H, we have

D ALE S, f) AF(x>Z|<fj,¢x>|2du<x>
j=l1

j=l1

/F(X)H(ﬂxll dp(x) < 01/ F(x)dp(x) = il Fll1 ),

where the exchange between summation and integral is allowed since everything is
positive. The general case easily follows since (3.2) is linear in F' and this can be
decomposed as F = [(ReF);+ — (ReF)_] 4+ i[(ImF);+ — (ImF),], where (-)+ and
(-)— denote the positive and negative part, respectively.

Now we prove (3.3). We have

o]

ILFlfs =D ALrfj, Lrf))

j=1

- Z/XF(X)(fj,fpx)«ox,LFijM(X)

—Z/ F)(fj. px) / FO)(f. @)@y, ox) dpn(y) dpa(x)
j=1
Z/ (fi»> ox (fj’(Py><§0x»‘Py)F(x)F(y)dM(x)dﬂ()’)

and the desired results follows by exchanging the summation and the integrals and
noticing that

Z S @x) f]»‘ﬂy) {(@y, ox).

Jj=1

This exchange is justified since, by the Cauchy—Schwarz inequality,
o0
S Wi ) (F o)l < ||¢x||||<py|| Qe
j=1

and therefore

Z/X N5 el o) e, 03 FOF () dp(e)dpu(y) < AIFIZ1 x)-

Birkhauser
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Proposition 3.2 Assume, in addition to the hypotheses (i) and (ii), that the following
Bessel type inequality holds for every f € H and some ¢y > 0:

/X (fs o) P dux) < Sl fI> (3.4)

Then, for F € LZ(X), L is a Hilbert—Schmidt operator and (3.3) holds true.

Proof We notice that the map F — L is bounded from L2(X) into the space of
linear bounded operators on H — which we will denote by L(H). Indeed, for every
g € Hsuch that ||g|| < 1itholds

(LFf. 8l SA|F(x)||<fs¢x>||<¢xsg)|dﬂ(x)

(1)
< c1||g||fX|F(x>||<f,sox>|du(x>

1/2
<cillFll2x) ( /X I(f, ¢x>|2du(x>)

3.4
= caallFllexlfl,

and therefore

ILF £1l = supyg<i (L £, )] < crcall Fll 2o I £

On the other hand, thanks to (3.4) we have

ess SUp . x / [{@x. 0y)* dp(x) = esssup, cx / (@, oy} di(y) < cics.
X X

Hence, by Schur’s test, we see that the right-hand side of (3.3) is a continuous quadratic
form on L%(X ). Therefore, if we take a sequence F), € LY'(X n L3(X ) that converges
to F in L?(X), the sequence L F, 1s a Cauchy sequence in the space of Hilbert—
Schmidt operators on H, and therefore has a limit. Since Lr, — L in £ (H) due to
the continuity of the map F — L, by the uniqueness of the limit we conclude that
L F, converges to L r also in the space of Hilbert—Schmidt operators on . Hence L ¢
is a Hilbert—Schmidt operator itself, for which (3.3) holds.

Remark 3.3 Assume, in place of (3.4), the stronger resolution of the identity formula

fx|<f,<ox>|2du<x) =clfI%,

for some ¢ > 0. Then the linear map V : H — L?(X) given by

V)= 7 (fsox)

Birkhduser
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is an isometry and its range is a reproducing kernel Hilbert space, i.e.:
1
Je

The above formula (3.3) was proved for particular reproducing kernel Hilbert spaces
by several authors (see [3] and the references therein), in particular when F is the
characteristic function of a subset & C X of finite measure. However, Proposition
3.1 shows that no reproducing property is in fact necessary in that case. Also, for
Proposition 3.2 we only assumed the Bessel type inequality (3.4).

1
VI = =0V Ve o = - fx V) (e 03) ().

3.2 Time-Frequency Localization Operators

We are now switching our attention towards more classical time-frequency local-
ization operators. Our measure space X is now R? x R while the Hilbert space

H is now L?(R?). Given the L2-normalized Gaussian ¢(x) = 2"/46’”'”2, for any
7 = (x0, wp) € RY x R we consider the following function

0. (x) = X0 (x — xp), x € RY.

With this particular choice, given f € L?(RY) the map R? 5 z — (f, ¢.) is the
usual short-time Fourier transform V f with Gaussian window as defined in (1.1),
which is a continuous and therefore measurable function. Moreover ||¢;|[;2 = 1 for
every z € R% and V : L2 (RY) — L2(R%*) is an isometry (see e.g. [27]). This means
that the assumptions of Proposition 3.2 are satisfied and from a direct computation
one can see that

gz )P = ez w e RY

As a consequence of Propositions 3.1 and 3.2 we obtain, for F € L L[R2y 4 L2(R%),

ILFlIfs = f F(2)e ™ P Fw) dzdw. (3.5)
R2d xR2d
We observe that the function e=*" for 1 > 0 is strictly decreasing.
Proposition 3.4 Let F € L' (R*?) + L%(R??). Then

ILFllas < ILiFp s,
where |F|* is the symmetric decreasing rearrangement of |F|. Equality occurs if and
only if F(z) = €% p(lz — z0]) for a.e. z € R*? for some 6 € R, zo € R* and some
decreasing function p: [0, 400) — [0, +00).

Proof By (3.5) and Riesz’s rearrangement inequality (Theorem 2.1) we have
Lels= [, F@e ™ Fwdzdu
R2d xR2d

Birkhauser
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= / |F(2)le ™™ =P |F (w)]| dzdw
R2d xR2d

= / |FI*(2)e ™ P | FI* (w) dzdw.
R2d xR2d

The first inequality becomes an equality if and only if
F()F(w) = [F@)I|F(w)]
for a.e. z, w € R?4 which means that F(z) = ¢'? |F(z)| a.e.in R24 for some 6 € R.

The second inequality is an equality if and only if |F(z — zo)| is symmetric
decreasing for some zg € R (Theorem 2.1).

Given Q C R?? of finite measure, we write Lo for L xo- Since €2 has finite measure,
we have xq € L'(R??), hence we have the following corollary.

Corollary 3.5 Let Q@ C R?? be a subset of finite measure. Then

ILqllas < lILoxllHs,

where Q* C R is the open ball centered at 0 and measure |Q2*| = |S2|. Equality
occurs if and only if Q is (equivalent, up to a set of measure zero, to) a ball.

Remark 3.6 The quantity || Lp, |[us can be “explicitly” computed in terms of Bessel

functions:
_ —wl?
||LB,||%S=/RZIXB,(z) (/Re Tl XB,(w)dw> dz

- fde x8, () (e x x5.)(2) dz

Pargval / IiB\r(w)'Zefnlwp dw
R2d
and xp, (w) is given by (see [47, p. 324])
.
X5, (w) = 27 [w|~*! f Ja—1Q2m|w|R)R dR,
0

where J;_ is the Bessel function of order d — 1.

Remark 3.7

(a) Formula (3.5) can also be obtained by observing that Ly can be written as
pseudodifferential operator with Weyl symbol a(z), z € R??, given by

a=Fx®, &)= 2de_2”‘1|2, zeR¥,
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(b)

©

see e.g. [48]. Hence,

ILFIRg = llal? = / P Fw) 2 dw = / F(2)e ™" P Flw) dzdw.
R2d R2d

Formula (3.5) can be written equivalently as

ILFllfs = /Rz{l(F*e_”"‘z)(z)mdz.

Therefore, using the Cauchy—Schwarz inequality, Young’s inequality and the fact
that fpos e ™ dz = 1 it follows that

ILFllus < I1Fll2,

which is a well known result (see e.g. [48]). However, this strategy also shows
that equality can never occur if F # 0, because equality would imply F(w) =
cl‘:“(w)e_”“”|2 for some ¢ > 0. Also, observe that

ILFllus
FeL2(R24)\{0} 1£112

asone sees by taking F' = x g, andlettingr — 400 (weleave the easy computation
to the interested reader).

Consider the so-called Schatten-von Neumann class S, 1 < p < oo, constituted
of the compact operators S on L?(R?) whose sequence of singular values oj,

J=17]
particular, for p = 2 we have the class of Hilbert—Schmidt operators, with equal
norm. For p = 0o we set Soo = L(L%(R?)), that is the set of all linear bounded
operators on L2(R%). It is well known (see e.g. [48]) that

1/p
J=12,..., belongs to £7, equipped with the norm ||S|s,:= (Z"o a‘?> .In

ILFlls, < IFlp (3.6)
forall 1 < p < oo.In fact, for 1 < p < oo it holds

ILFls,

FeLpR2d)\{0} I1F1lp

Indeed, if the above supremum were strictly less than 1 for some py € [1,2),
interpolating with the estimate (3.6) with p = oo would give

ILrlls, = IILFllas < ClIF |2,
for some C < 1, thus contradicting the previous remark. On the other hand, if the

supremum were strictly less than 1 for some pg € (2, +00] one argues similarly
by interpolating with (3.6) with p = 1.

Birkhauser
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4 Quantitative Estimate

In the previous section we proved an estimate for the Hilbert—Schmidt norm of time-
frequency localization operators. In particular, for operators of the type Lo we proved
that ||Lg|lgs is maximized, among all subsets 2 of a given finite measure, when 2
is a ball and the balls are the only maximizers (see Corollary 3.5). In this section we
focus our attention on a quantitative version of Corollary 3.5. Roughly speaking, we
want to prove that the difference || Lo+ ”12-15 —|ILg ||2HS is bounded from below by some
function of the set 2 which measures how much € differs from a ball, which implies
that if the above “deficit” is small then €2 is “almost” a ball. The notion of 2 being
close to a ball is made precise thanks to the Fraenkel asymmetry index «[2] as defined
in (1.5).
From (3.5) we have

||LQ||%,S=fQ Qe‘”lz_w‘zdzdw, 4.1)
X

and in the previous section we used Riesz’s rearrangement inequality to prove that the
right-hand side increases if Q is replaced by 2*. To obtain a lower bound for || L g || %_,S —
ILg ”%S we will use a quantitative version of Riesz’s rearrangement inequality, that
was proved by Christ [10]; see also Frank and Lieb [19, Theorem 1] for a generalization
to density functions.

Theorem 4.1 Let 5 € (0, 1/2). Then, there exists a constant cq s such that for all balls
B C R? centered at the origin, all @ C RY such that

|B|1/d

we have

/ x5 (x — y)dxdy < / 5 — y)dxdy — cas|QPalQP.  (42)
QxQ Q*F x Q*

We have therefore the following result.

Proposition 4.2 For every subset Q@ C R>? of positive finite measure it holds

ILallis < ILaxlfis — 182Dl 4.3)
where |
(1) t2+3, forO <t <1
1) =
t2e_cztl/d, fort > 1

for some constants c1, ¢y > 0 depending only on d.

Proof We follow the same strategy as in Frank and Lieb [22, Theorem 4].
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Using the formula (4.1) and the fact that
2 +oo 2
e = f X(O,R)(t)ane_”R dR
0

we obtain

2 2
||LSZ*||HS - ||LSZ||Hs

+00
:f </ XBR(z—w)dzdw—[ XBR(z—w)dzdw) 2w Re™" R 4R.
0 QX Q* QxQ

Letting

r=lr>0:1 [Br|24 3
= > < e <
4 21/ T 4

we can use Christ’s result (Theorem 4.1) with § = 1/4, thus obtaining

1o I — I Lal3s = clQPalQl? f 27Re ™ dR
1

_ o/ _roll/d
= c|QPalQ]? (e it _ —ciel )

; o i r_ _ 9
where c is the constant from Theorem 4.1, and ¢| = VAL and ¢;, = 1B, |7d Are
constants that depend only on d.

To highlight the behavior of the latter expression as || — 0T or |Q| — +o0, in

the statement we introduced the function B(¢) which satisfies C~' B(r) < r2(e 1" v
e*clztl/d) < CB(t) for some constant C > 0 depending in d.

5 Some Remarks on the Sharpness of Proposition 4.2
5.1 Sharpness of the Power a[Q]2

In this section we prove that the power [€2]? appearing in (4.3) is optimal, in the
sense that we cannot take any exponent less than 2.
To thisend, for0 < ¢ < 1 let

Qg::{zeRM: lz] <1—¢corl <|z|] <1+ 6},

where § > 0 is chosen so that [2.| = |B1|. This implies that § = 6(¢) depends on ¢
and from the implicit function theorem we see that

S(e)=¢e+ 0% ase — 0Ot
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Using the formula (4.1) and the fact that xo, = x, + xo. — X5, We obtain:

1L, s — Lo, s =2 /

_ —_wl?
a8 = X0)@ETET i () dzdw
X

— _ a2
- /;\)M RZd(stg — x8)@e T (xq, — xp)(w) dzdw.
X

The second integral can be easily estimated as follows:

< |Q:AB > = 0(e?),

o lr—wl?
11;2:1 R2d (xe. — xB)(2)e mle-wl (x9. — xB)(w)dzdw
X

while the first integral can be written in the following way:

— _anl2
/de RM(XBI — xe)(@)e Ty g (w) dzdw
X

= / <f e*n|z7w|2 dw> (XB] — XQg)(Z) dZ-
R2 \JB,

We notice that the inner function is radial, so letting

fzD) :=/ eIl gy
By

and using polar coordinates we see that this integral can be written (up to a
multiplicative constant that depends only on d) as

148
f(r)rzd_1 dr — / f(r)er_1 dr.
1

1—e¢
Since f is smooth, we have that this difference is equal to

s=e+0(e?)

ef(1)+ 0@H) —8f(1)+ 0(8) 0(e?).

Hence, by (4.3) we see that, for some C > 0,
Ce” > |ILg, liis — Lo, s = cr1a[Q]*.

Now, we claim that «[2.] > cz& (where ¢4 is a constant that depends only d) and
therefore the exponent of «[€2] in (4.3) cannot be replaced by any number smaller
than 2.

To prove the claim, we notice that, up to rotations, it suffices to bound from below
the quantity |2, AB| when B = Bj(xej), that is the ball of center xe; and radius 1,
where ¢ is the first unit vector of the canonical basis and x > 0. Then, we have that
|Q:ABi(xer)| = |2 \ Bi(xer)| and it is clear that 2, \ Bj(xe;) contains all the
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points of €2 that are in the annulus {1 < |z| < 1 + &} and whose first component is
negative. Since the measure of this set is half of the measure of the annulus, we have

1 2d 1 S=e+0(2)
a[Qs]ZE|Bl|[(1+5) —1]=§|B1|(2d5+0(5)) > cqe.

5.2 Sharpness of the Power t2t"/9for0 < t < 1

Having proved that the exponent of «[€2] in (4.3) is optimal, we can prove that the
behavior of the function B(¢) in (4.2) is optimal for 0 < ¢ < 1, i.e. the power 2+1/d
is sharp.

To this end, we consider any subset Q2 C R2 of positive finite measure, which is
not (equivalent, up to set of measure zero, to) a ball. Then, if we consider the dilation
of Q by a factor r > 0, namely , = {z € R*: < € Q}, we have that the asymmetry
index «[€2,] is not zero and independent of r.

By (4.1), letting g(|z]) = 1 — e~ and using the fact that || = |€2,| we have:

e mle—wl? dzdw — / e mli—wl? dzdw

2 2
1Ll — I, I3 =/
r " Qr xQr

QF x

= [ 02 = D [, @15, ) = 05 gy ] dctw
X

< — 4 dzdw.
_/RMXRM g(lz —whxe, @xe, (w)dzdw
<er?|Q P =1 P,

where we used the fact that 0 < g(r) < cr.

Hence, if (4.3) holds true then
UL DR < g lis — ILe, llfs = ¢'12 717,

which is possible if and only if B(¢) < ¢”t>+1/4 for ¢ small, since, as already observed,
«[€2,] > 01is independent of r.

5.3 The Behavior of B(t) ast — +oc0
In this section we are concerned with the behavior of the function §(¢) in Proposition

4.2 as t — +o0, which is probably not sharp.
Precisely, we claim that if the inequality

ILallfs < ILoxli}s — c1B(IQDal2]? (5.1)

holds for some constant ¢ > 0 and some function B(#), and every subset Q2 C R of
finite large measure, then

B(t) < ct' =124 a5t — 400,
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w3

=
o
3
S

Fig. 1 Representation of 2, withd = 1 and v = ¢

Indeed, fix any v € R2 with [v] = 1 and let 2, = Q} U Qf, where

Q

{zeRz":gs|z|5r},

Qf {z eR¥™: |z -2rv| < %}

(see Fig. 1).
For the sake of brevity, we let

e l—wP———
I(f7 g) = /RZd R2d f(z)e Tl g(w) dzdw.
X
Using (4.1) we have:

Lo llfis — IILe, s = I(xer, xor) — I(xa, X2,)-

We notice that Qf = B, so, using the fact that x5, = x5, ; + Xq!, X@, = Xa! + X2
and that I(XQ%, stg) = I(XB,,3+ XB,/;) We obtain

ILayllfs — 1Le, llfis = 21 (xa1. x8,/5) — 21 (X1, x92) < 21(Xq1: XB,3)-

The function in the right-hand side can be written in the following way:

_ 2
I(Xq+ XB,3) = /R e (st} *XB,/g)(Z) dz.
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Fig.2 The area of the darker gray region is ()(er * XBr/3)(Z)

The function xq1 * xB, 5 is radial and it holds

. 2r
(X! * xB,3)(2) = cr** = min {Izl, ?} ,

see Fig. 2 for a graphical intuition.
This implies that

_ _ 2 _ _
I(xq1. x8,3) < cr® lfw lzle ™" dz < /P27 < @, 1V,
R

Since the Fraenkel index «[€2,] is not zero and independent of r the above claim is
proved.

One can see that the above example also “saturates” the analogous quantitative
bound in R¥ for the interaction kernel |x|"‘, with O < A < d [22, Theorem 4]. These
facts and some further experimentation suggest the following conjecture.

Conjecture 5.1 For every subset @ C R? of finite positive measure it holds

ILalifs < ILoxllfs — cBURDa[RI?, (5.2)
where :
B(t) _ t2+3, forO <t <1
tlfl/zd, fort > 1

for some constant ¢ > 0 depending only on d.

In view of the above connection with Christ’s result (Theorem 4.1), this also sug-
gests the following conjecture, of independent interest. We observe that Frank and
Lieb arrived at the same conjecture when working on their papers [19, 22] (private
communication).
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Conjecture 5.2 Let 0 < § < 1. There exists a constant ¢; s > 0 such that, for all balls
B C R centered at the origin, and all subsets 2 C R? of finite measure satisfying

|B|'/*
2|Q|1/d =

we have

1 1
f/ xB(x —y)dxdy < —/ xB(x — y)dxdy — cq 5(IBI/1QD"TV Q2 a0
2 Jaxq 2 Jorxqr

Indeed, arguing as in the proof of Proposition 4.2 it is easy to see that Conjecture
5.2 implies Conjecture 5.1. Also, in dimension d = 1 Conjecture 5.2 was positively
solved by Christ [11, Theorem 2.4].

Remark 5.3 Rupert Frank pointed out to us that Conjecture 5.2 easily implies the
sharp isoperimetric inequality in quantitative form (first proved by Fusco et al. [23]
by rearrangement techniques), that is

P(Q) = P(Q) + cq|Q| T a[Q]?

for 0 < |2] < oo, where P(€2) is the (distributional) perimeter of 2.
Indeed, it follows from [ 14] that for every bounded measurable set 2 C R4 of finite
perimeter we have
linll (1 =5)Ps(R) = KgP(R2) 5.3)
S—>1"

where, for s € (0, 1),

1
Py (R2) = ——dxd
s (§2) /5‘2/‘ |x—y|d+s xday

is the fractional s-perimeter of 2 and K; > 0 is a constant depending only on the
dimension. Hence it is sufficient to obtain a suitable quantitative isoperimetric inequal-
ity for P, that is uniform in s as s — 17. To this end, one can argue as in the proof of
Proposition 4.2. Precisely, using the conjecture one arrives at integrating R~ on the
interval (0, ¢/;|2|'/¢), which gives

C, d—s
PR 2 P + 119 T al@l

uniformly with respect to s € (0, 1), namely with an (explicit) constant ¢4 > 0
independent of s, which is precisely what we need.

We observe that the latter inequality was proved by Figalli, Fusco, Maggi, Millot
and Morini [18] for s € (sg, 1), for any 59 € (0, 1), with a (non-explicit) constant
c(d, sp) depending also on sq (in place of ¢y above).
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6 The Hilbert-Schmidt Norm of Wavelet Localization Operators
In this section we are going to prove that a result analogous to Corollary 3.5 holds

also for wavelet localization operators. Just for this section, we consider the following
normalization for the Fourier transform (which is a common choice in the wavelet

literature):
flw) = \/%_ﬂ /R f(De ! dt.

The role that was previously played by the Gaussian window is now taken by the
so-called Cauchy wavelet /g, which for 8 > 0 is defined by

—~ 1 b —w
Yg(w) = aX[0,+oo) (w)we™®, 6.1)
where cg > 0 is given by cé = 272727 (2B) and is chosen so that

||@||%2(R+,dw/w) = 1/(2m) (where Ry = (0, 400)). In this context, the Hilbert

space H is given by the Hardy space H>(R), that is the space of functions of LZ(R)
whose Fourier transform is supported in [0, +-00), endowed with the L2?-norm. In
particular, it holds that g € H 2(R) for every B > 0. The “coherent states” here are
given by

1 t—x
t)y:=m 1)y =— , telR,
@ (1) (@)Yp) ﬁlﬂﬂ< p )
with z = (x, s) € R x R4, regarded as the hyperbolic space introduced in Sect. 2. We
remark that 77 (z) is a unitary representation on H>(R) of the affine (“b 4 ax”) group.
The transform related with these coherent states is the wavelet transform Wy, , which

for f € H2(R) is given by

1 _
Wn//ﬁf(z):ﬁ A& f®vg (th> dt, z=1(x,s) e RxR;.

With the above normalization of yrg, Wy, : H*(R) — L?*(Rx R, dv)is anisometry,
with dv = dx ds/s>.
Now, in this context, the kernel appearing in (3.3) is given by

@ o) > = [(Wp, 1z o w)¥p) %, z,w € R x Ry,

where o is the product in the affine group (zow = (x, s)o (v, t) = (x +ys, st)) while
z~!is the inverse of z in the group (z ™! = (—x/s, 1/s)).

An essential property for the proof of Proposition 3.4 was that the integral kernel
in (3.5) depends only on the distance |z — w| and the function e ™7 2 appearing in it is
strictly decreasing. A similar fact holds true in this context, namely [(g, 7 (2)¥g) |2 =
Wy, g (z)|? is strictly symmetric decreasing around (0, 1) (unit of the group) with

respect to the Poincaré metric of R x R.

Birkhauser



12 Page20of 24 Journal of Fourier Analysis and Applications (2025) 31:12

Indeed, we have:

r—x

1 N
W¢5wﬂ(z)=$[l;1/fﬁ(t)‘/fﬁ< - )dt

= \/E/Rl?/\ﬁ(a))e_”“’@(sw) dw

shry oo
. / W2 e-l0H9-ixlo g,
Cﬂ 0
B+3
s . 1—2B8—1
= ——[(1+s)—ix] reg+1,
Cc
B

hence, for some C > 0, it holds

—28—1
Wigbp@F = CPH [ 452 +22] 7

On the other hand, identifying R x R, with C via z = x 4 is, we have

4s 2

Z—1i
L
(149 +x2

z+1i

’

therefore
W V(21> = 0(dp (z. 1)),
where o(¢) = C[1 —tanh(z/2)] is a strictly decreasing function [0, +00) — [0, 4-00).
Hence, for the kernel in (3.3) we have

@z o) > = (Y, (" o w)¥p)[* = Wy, (7 o w)|* = o(dp (z, w)).

We can therefore state the analog of Proposition 3.4 for wavelet localization operators.
The proof is exactly the same, with the only difference that one has to use Theorem
2.2 in place of Theorem 2.1.

Proposition 6.1 Let F € L'(C,,v) + L*(Cy, v). Then

ILFllas < IIL|F* llHs,

where |F|* is the_ symmetric decreasing rearrangement of | F|. Equality occurs if and
only if F(z) = €'°|F|*(az + b) for almost every z € C and some a > 0 and b € R.

Appendix A Remarks on the Uniqueness of the Extremizers in Riesz's
Rearrangement Inequality

In Theorem 2.1 the cases of equality in Riesz’s rearrangement inequality were char-
acterized under the hypothesis that g is strictly decreasing (see also [6] for a complete
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Fig. 3 Example of g that is symmetric decreasing but not strictly (left, where g(x1, 0) is represented) and
the corresponding set €2 in dimension d = 2 (right)

study of the cases of equality). We also stressed this fact in the proof of Proposition
3.4.

In this appendix, for the benefit of the non-expert reader, we would like to clarify
the necessity of this hypothesis by showing that if g is not strictly decreasing we can
always find characteristic functions f and / that achieve equality in (2.1) even though
f (say) is not, up to a translation, symmetric decreasing.

If we assume that g is decreasing but not strictly then there exist 0 < r < R such
that g is constant on the annulus Bg \ B, (where B, = @ if r = 0). Then, we consider
the following set

Q={xeR? x| <r+25orR—45 < |x| < R — 268},
where § is small enough to have r + 2§ < R — 4§ and we set
f=xa,  h=xs.

Since 3 h(—y) = h(y), the left-hand side of (2.1) can be written as follows:

/ / f)gx — y)h(y)dxdy =/ g@)(f *h)(x)dx.
R‘] ]Rd ]Rd

Now we observe that (obviously) #* = h and that the functions (f * h)(x) and
(f* % h*)(x)

e Both vanish on R? \ Bg;
e Coincide on B,;
e Have the same integral: [ (f * h)(x) dx = [pa(f* % h*)(x)dx = |Bs| - ||

As a consequence, we have

/ (f*h)(x)dx=/ (f* % h*)(x) dx.
Br\B, Br\B,
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Hence, since g(x) = ¢ (constant) for x € B \ B,, we have

/ / J(x)g(x — y)h(y) dxdy
R JRE

=/ g(x)(f*h)(x)der/ gX)(f xh)(x)dx

r BR\B,
=/ g(x)(f*h)(x)dx—l—c/ (fxh)(x)dx
r BR\Br

:/ g(X)(f*h)(X)dX+C/ (f* % h*)(x)dx
B, .

Bg\B,

_ /B QO (f # ) (x) dx + / GO % ™) (x) dx

BR\B

=/ / fr(x)gx —y)h*(y)dxdy,
R4 JR4

where in the last step we used the fact that f «h = f* % h* on B,.
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