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Enhancing Social Experiences in Immersive Virtual Reality
with Artificial Facial Mimicry

Alessandro Visconti , Davide Calandra , Federica Giorgione, and Fabrizio Lamberti

Virtual Environment (VE) - User 1

…

Artificial Facial Mimicry 
(AFM)

VE - User 2

User 1’s avatar User 2’s avatar w/ AFM User 2’s avatar

Fig. 1: Two users conversing in an immersive SVR application using the devised Artificial Facial Mimicry (AFM) system: facial
expressions on the face of the right user’s avatar (listening) and other non-verbal behaviors are automatically adjusted by the system
based on emotions expressed by the left user (now speaking) with the aim to enhance sociality.

Abstract—The growing availability of affordable Virtual Reality (VR) hardware and the increasing interest in the Metaverse are driving
the expansion of Social VR (SVR) platforms. These platforms allow users to embody avatars in immersive social virtual environments,
enabling real-time interactions using consumer devices. Beyond merely replicating real-life social dynamics, SVR platforms offer
opportunities to surpass real-world constraints by augmenting these interactions. One example of such augmentation is Artificial Facial
Mimicry (AFM), which holds significant potential to enhance social experiences. Mimicry, the unconscious imitation of verbal and
non-verbal behaviors, has been shown to positively affect human-agent interactions, yet its role in avatar-mediated human-to-human
communication remains under-explored. AFM presents various possibilities, such as amplifying emotional expressions, or substituting
one emotion for another to better align with the context. Furthermore, AFM can address the limitations of current facial tracking
technologies in fully capturing users’ emotions. To investigate the potential benefits of AFM in SVR, an automated AM system was
developed. This system provides AFM, along with other kinds of head mimicry (nodding and eye contact), and it is compatible with
consumer VR devices equipped with facial tracking. This system was deployed within a test-bench immersive SVR application. A
between-dyads user study was conducted to assess the potential benefits of AFM for interpersonal communication while maintaining
avatar behavioral naturalness, comparing the experiences of pairs of participants communicating with AFM enabled against a baseline
condition. Subjective measures revealed that AFM improved interpersonal closeness, aspects of social attraction, interpersonal trust,
social presence, and naturalness compared to the baseline condition. These findings demonstrate AFM’s positive impact on key
aspects of social interaction and highlight its potential applications across various SVR domains.

Index Terms—Immersive Environments, Virtual Reality, Artificial Facial Mimicry, Social Augmentation, Social Experiences

1 INTRODUCTION

The growing availability of consumer-grade Virtual Reality (VR) hard-
ware and the rising interest in the Metaverse are accelerating the devel-
opment of Social VR (SVR) platforms [1, 2]. These platforms enable
real-time remote communication through shared Virtual Environments
(VEs) [3], where users interact via digital avatars with varying lev-
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els of control depending on their VR devices. SVR platforms can
transcend real-world interaction limitations through artificial augmen-
tations, which can address sensory input gaps, enhance interactions,
and support individuals with social communication challenges [4, 5].
Artificial Mimicry (AM) is one such augmentation, replicating key
elements of mimicry, i.e., the unconscious imitation of verbal and
non-verbal cues, which strengthens social bonds and improves commu-
nication [6–9]. AM in SVR spans behaviors such as body movements,
eye contact, nodding, and facial expressions [5, 10–12].

When applied to facial expressions, AM is known as Artificial Facial
Mimicry (AFM). Like in real-life interactions [13], AFM makes digital
avatars adjust their facial expressions based on the emotions of others.
AFM has shown potential in human-agent interactions, enhancing social
presence and user engagement [14–16]. However, its use in avatar-
mediated human-to-human interactions remains underexplored [5].

The simplest AFM implementation, i.e., Emotion Mirroring, which
mirrors expressions regardless of the emotional context, can be per-



ceived as forced or disrupt speech synchronization (Fig. 2a). Advanced
AFM methods based on emotion detection can adapt mimicry dynami-
cally, decoupling avatar movements from mimicry application. These
methods include Emotion Augmentation to amplify the intensity of the
mimicked emotion (Fig. 2b), Emotion Camouflage to align conflicting
emotions (Fig. 2c), and Emotion Translation to remap expressions into
peer-comprehensible forms (Fig. 2d) [10, 17].

?

(a) Emotion Mirroring

(b) Emotion Augmentation

(c) Emotion Camouflage

(d) Emotion Translation

Fig. 2: Methods for applying Artificial Facial Mimicry (AFM) in immersive
Social VR (SVR): User 1 (blue, left) observes User 2 (orange, right)
achieving the same emotional level under different conditions: a) project-
ing own expression onto the peer, b) enhancing the peer’s lower emotion
intensity, c) replacing the peer’s opposing emotion, and d) remapping
expressions for better comprehension.

Although AFM has promising applications, its use to date has been
largely confined to non-immersive VR, where avatar control relies on
indirect methods like mouse and keyboard [12, 18]. The rise of immer-
sive VR and SVR, supported by modern headsets with facial tracking
capabilities [19–21], makes AFM more viable for direct and natural
avatar control. Challenges remain, though, in replicating nuanced facial
expressions, as current tracking systems often fail to capture the full
range of emotions, particularly in the upper face [22]. AFM can address
these gaps by enhancing expressiveness when tracking falls short.

This work explores the potential of AFM in immersive SVR to im-
prove social interactions by influencing avatar-mediated interpersonal
communication. A machine learning-based AM system was devel-
oped to manage AFM, along with mimicry of nodding and eye contact.
The system dynamically adjusts the peer’s avatar facial expressions by
combining facial tracking data with the current user’s emotional state,
detected through a classifier able to identify happiness and sadness
emotions, along with neutrality. When discrepancies arise between
emotions, the system camouflages expressions to create matching emo-
tions of the same intensity. During natural mimicry, if the mimicked
emotion is detected at a lower intensity on the peer, the system aug-
ments it to align with the current user’s intensity; otherwise, it allows
the mimicry to proceed without modifying the tracking data.

2 STATE OF THE ART ON MIMICRY IN REAL-WORLD AND VIR-
TUAL INTERACTIONS

Mimicry has been widely studied in real-life interactions, human-agent
communication, and avatar-mediated exchanges in VEs. This section
reviews mimicry literature, covering its role in real-life social dynamics,
its use by virtual agents to enhance engagement, and its application in
avatar-mediated interactions, highlighting gaps in SVR.

2.1 Mimicry in Real-world Interactions
Decades of research on real-life mimicry have demonstrated its role
in fostering empathy, building rapport, and establishing trust between
individuals [23–27]. Chartrand and Bargh [23] introduced the con-
cept of the “chameleon effect”, showing that being mimicked leads

to smoother interactions, increased social affiliation, and likability.
Maddux et al. [28] found that mimicry enhances trust and negotiation
outcomes, while Gueguen [29] showed it promotes disclosure and hon-
esty. In this body of work, mimicry is often studied by manipulating its
levels using photos, videos, or live interactions.

The confederate paradigm, where trained individuals mirror partici-
pants, has been instrumental in studying its effects [30, 31], though it
struggles to consistently link mimicry with liking, despite other positive
social outcomes [32, 33]. Dyadic interactions enable natural affiliation
but limit experimental control [34].

Building on these studies, mimicry emerges as a powerful mecha-
nism to enhance persuasion, trust, and affiliation in social interactions,
with promising applications in shared VEs to boost user engagement
and communication [35].

2.2 Mimicry in Human-Agent Interactions

Mimicry in human-agent interactions has emerged as a prominent
strategy for enhancing social engagement between humans and avatar-
controlled agents [15, 16, 18, 36].

A notable example is provided by Bailenson and Yee [35], who
demonstrated the persuasive power of mimicry in immersive VR by
showing that virtual agents mimicking participants’ head movements
with a 4-second delay were perceived as more persuasive and likable,
even when participants were unaware of the mimicry. This effect
persisted despite the interaction being limited to a prerecorded message
without verbal turn-taking.

Similarly, Verberne et al. [37] explored the impact of head movement
mimicry on interpersonal trust, likability, and self-other overlap in
human-agent interactions. In a route planner game, mimicry enhanced
calculative trust, linked to perceived competence, but had no effect in an
investment game, where relational trust, based on perceived intentions,
was more critical. The rigid, delayed mimicry may have reduced agents’
perceived intelligence, suggesting that more natural algorithms as well
as the exploration of facial expressions are needed.

Hoegen et al. [38], extended this line of research by examining the
role of facial mimicry and counter-mimicry in social interactions. Their
findings revealed that agents mimicking participants’ smiles and frowns
promoted greater rapport and cooperation, whereas counter-mimicry
showed no measurable effects. Mimicry encouraged participants to
smile more, highlighting the importance of emotionally aligned reac-
tions in human-agent dynamics.

Doo Sung et al. [39], in turn, examined the effects of non-verbal
compassion, including eye contact, facial mimicry, and head-nodding,
on the effectiveness of virtual counseling in a non-immersive VR set-
ting. Participants assigned to a compassionate virtual counselor using
these cues reported reduced anger and increased perceived empathy
compared to those interacting with a neutral counselor. The study
highlighted the potential for future implementations to incorporate
technologies like face tracking and emotion recognition to enhance
non-verbal interactions with virtual agents.

2.3 Mimicry in Avatar-mediated Human-to-Human Interac-
tions

AM has been explored in avatar-mediated human-to-human interac-
tions, aiming to replicate the benefits observed in human-agent settings.
For instance, Roth et al. [10] introduced the “Mimicry Injector”, a
system integrating artificial non-verbal mimicry, such as body move-
ments, into VR interactions. A negotiation study found that, while
participants largely failed to detect it, AM had no significant effect on
communication or negotiation outcomes, possibly due to the limited
impact of body mimicry compared to facial mimicry. The authors high-
lighted the necessity for advanced AM techniques capable of capturing
subtle non-verbal cues as well as of identifying specific triggers for AM
activation (e.g., voice or gaze). Additionally, they expressed ethical
concerns regarding behavioral modifications within VEs.

Early studies on AFM in human-to-human interactions were con-
ducted in non-immersive settings. As a matter of example, Suda et
al. [40] examined AFM during negotiations using avatars with partial



mimicry of eye and eyelid movements. Mimicry improved coopera-
tive outcomes, particularly in avatar-avatar interactions, but its partial
implementation underscored the need for systems capable of fully repli-
cating facial expressions while maintaining contextual appropriateness.
Similarly, Suzuki et al. [41] introduced “FaceShare”, a videophone
system that automatically mirrors smiles using image processing. This
pseudo-smile mirroring enhanced closeness and conversation qual-
ity but focused exclusively on positive expressions, highlighting the
need for further exploration of negative expressions and more adaptive,
context-aware mechanisms.

Nodding mimicry has also been studied. Wakabashaky et al. [12]
showed that an avatar mimicking customer nodding in a non-immersive
VE enhanced rapport, particularly among female participants. However,
the study highlighted the influence of external factors, such as the
simulated store environment, and called for the use neutral VEs to
enable more precise evaluations.

Roth et al. [42] proposed the “Hybrid Avatar-Agent Technology”
(HAAT), which analyzes augmentations at the dyad level by considering
bidirectional adaptation and synchronization processes. The system
was capable of reacting to user behavior to enhance communication
and foster rapport, interpreting social signals and mapping them to
the peer’s reactions. Additionally, Roth et al. investigated hybrid and
augmented gaze as forms of visual transformations of social phenomena
using HAAT in multi-user VR environments [43] , demonstrating its
capability to increase social presence [44].

Later, Roth et al. [5] advanced their earlier work by introducing “in-
jectX”, a system integrating mimicry of body movements, gaze, and fa-
cial expressions within immersive VEs. Unlike earlier systems, injectX
used a decision-making process to deliver context-aware, dynamic
mimicry tailored to ongoing interactions. Although a preliminary study
focused on body movement blending techniques, the authors identified
facial mimicry as a future research direction.

2.4 Considerations

Based on the above review, it is evident that mimicry, particularly facial
mimicry, has the potential to enhance social interactions in shared VEs.
While its benefits in virtual agent interactions are well-documented,
research on AM and facial expressions in human-to-human interac-
tions, particularly in immersive settings, remains limited. Previous
works, such as [5], have explored AM applied to facial expressions
in immersive VR but often employed simplified mimicry or lacked
robust experimental validation. This paper addresses such gaps by in-
troducing an automated AM system supporting the mimicry of nodding,
eye contact, and facial expressions designed for use in immersive SVR
scenarios and by evaluating its impact on human-to-human interactions.

In particular, the following hypotheses are formulated and validated
through a user study:

• H1: Experiencing social interaction with an avatar featuring AFM
enhances the quality of avatar-mediated interpersonal communi-
cation in immersive SVR.

• H2: Using AFM in immersive SVR does not negatively affect the
perception of the behavioral naturalness of avatars.

To test these hypotheses, along with the AM system mentioned be-
fore, an immersive SVR application was developed as a test-bench,
enabling two users to converse through their avatars. A study with 40
participants (20 dyads) compared an experimental group (AFM) against
a control group (natural mimicry through facial tracking), with both
groups experiencing AM of nodding and eye contact. Results revealed
that AFM significantly enhanced avatar-mediated interpersonal com-
munication, improving closeness, social attraction, social presence, and
trust while maintaining avatar behavioral naturalness and clarity, thus
positioning AFM as a valuable tool for social augmentation in SVR.

3 AM SYSTEM AND SVR APPLICATION

This section presents the architecture of the proposed AM system and
the immersive SVR application developed as a test-bench.

VR Headset

VE (User 1)

Emotion
calibration

Profile
(User 1)

Emotion
Classifer

AM SYSTEM
Nodding

Management
Module

Eye-contact 
Management

Module
AFM 

Management
Module

Meta All-in-one 
+  Movement

SDK

…

Updated tracked
blendshape

values

Meta All-in-one 
+  Movement

SDK

Variations

SVR Application  
(User 2)

Network 
synchronization 

of avatars 
(blendshape 
values, eye 

rotation, head 
rotation)

User 1

User 2

SVR Application (User 1)

VR Headset

Fig. 3: Architecture of the devised AM system, illustrated by assuming
that User 1 is speaking. When speech input is detected on his or her
microphone, AFM is activated, and he or she can see its effects on User
2’s avatar. The same applies to User 2; however, when User 2 is listening,
AFM is disabled on his or her end.

3.1 AM System
The proposed AM system builds on prior research [5, 10] and can be
seamlessly integrated into Unity-based multi-user VR applications. Us-
ing VR headsets with facial tracking capabilities, it captures expressions
and adapts mimicry dynamically to context.

The system’s architecture, illustrated in Fig. 3, consists of four main
components: an Emotion Classifier, an AFM Management module, a
Nodding Management module, and an Eye Contact Management mod-
ule, which are detailed in the following sections. A video demonstrating
its functionality is available for download1.

3.1.1 Emotion Classifier

Instead of directly mirroring facial expressions, the AM system ana-
lyzes facial data to interpret emotions, which then guiding the AFM
application of AFM.

Emotion classification uses avatars’ facial blendshapes, typically
employed for animation and controlled in real time via modern VR
headset facial tracking SDKs. Various machine learning methods were
evaluated, focusing on models implemented in the open-source scikit-
learn library2 that were well-suited for multi-class classification tasks.
The considered models included Random Forest, Gradient Boosting,
Support Vector Machine, and Logistic Regression. These models were
initially trained on a trial dataset of facial blendshapes. A stratified
5-fold cross-validation was employed, followed by a grid search to
compare performance. Among the models, Random Forest consistently
demonstrated the best results, with accuracy ranging from approxi-
mately 78% to 98%. To limit computational cost, the Random Forest
model was configured with a limited depth (10) and a low number of
estimators (50). Despite these constraints, it still achieved high accu-
racy, with all results exceeding 90%. This configuration was chosen to
maintain efficient classification on systems running simultaneously a
VR application, minimizing any impact on frame rate.

The Emotion Classifier requires a preliminary calibration process,
completed in a dedicated SVR application, before the AM system can
be used. This process trains the classifier to recognize the user’s unique
facial expressions corresponding to specific emotions. The calibration
consists of three phases: Acclimatization, Emotion Stimulation, and
Emotion Recording, each set in a different VR scene.

In the Acclimatization phase, the user views his or her avatar in a
mirror to promote embodiment and adjust to the VE. This phase is
conducted only once and lasts two minutes [16]. Next, the Emotion
Stimulation phase uses stimuli to evoke Ekman’s six basic emotions
(happiness, anger, disgust, fear, sadness, and surprise) along with a

1Sample video of AM system operation: https://bit.ly/AMsystem
2Scikit-learn library: https://scikit-learn.org/stable/



neutral state [45]. Drawing from Somarathna et al. [46], the application
employs a mix of video clips, colors, and musical elements to elicit
emotions effectively [47]. It supports media playback and customizable
VE colors [48] to align with targeted emotions. Stimuli are sourced
from widely used databases, such as IAPS [49] for images and the
Standardized Database of Chinese Emotional Film Clips [50] for videos.
In this case, a video clip associated with a specific emotion is displayed.

The user then transitions to the Emotion Recording phase, where he
or she is placed in a VE with colors and sounds tailored to the stimulated
emotion. The user is asked to verbally reflect on the emotional impact of
the clip and discuss the emotions it elicited for two minutes. During this
time, the avatar’s facial blendshape values are continuously recorded
frame by frame using the headset’s facial tracking system. After the
two minutes, a “Calibration Recording” file is generated, containing
the captured blendshape data. The user then returns to the Emotion
Stimulation phase, repeating the process with a new video clip for the
same or a different emotion. The collection of Calibration Recording
files produced during a calibration session, which may cover one or
more emotions, forms the “Emotion Calibration Profile” for that user.

Once calibration is complete, the AFM Management module can
operate for that user by loading his or her Emotion Calibration Profile.
This profile enables the system to recognize the user’s emotions and
neutrality in real time, adapting mimicry behavior accordingly.

3.1.2 AFM Management

The AFM Management module controls avatar facial expressions by
applying artificial modifications based on emotional states identified by
the classifier. Although the module can detect any emotion the classifier
has been trained on, the current implementation is limited to recog-
nizing happiness, sadness, and neutrality with the aim to streamline
system management for the purpose of the study.

Emotion recognition is based on the concept of “reaction time” [51].
Specifically, based on previous findings [52], happiness is detected
when a happy facial expression is maintained for at least 0.5 seconds.
Since no precise criteria exist for expressions related to sadness, the
reaction time for detecting it was set to 0.6 seconds, based on average
values from prior studies [51, 53]. Similarly, the reaction time for de-
tecting neutrality and transitions from happiness or sadness to neutrality
was set at 0.6 seconds.

According to existing literature, facial mimicry is observed in both
speakers and listeners, though it is more perceivable on listeners [54].
Hence, the module ties AFM to speech input in order to foster emotional
connection during empathetic listening [55]. When speech is detected
via the microphone, the module activates AFM for the speaker. After
0.5 seconds of silence, the module classifies the user as a listener
and deactivates AFM. The transition between AFM activation and
deactivation (and vice versa) based on the speaking state is handled in
the same way as the transitions between the other module’s operating
modes, as described later in this subsection.

Emotion detection via the classifier is active only when the AFM
is enabled, i.e., while the user is speaking. The classifier operates
exclusively on the user’s avatar blendshapes. This approach removes
the need to implement emotion detection on other peers’ ends and
transmit detection results over the network or run emotion detection for
all the peers on the user’s end sharing calibration profiles. The AFM
can be activated as a personal setting, similar to, e.g., colorblind mode.
Its functionality relies solely on the availability of peers represented by
avatars with compatible blendshapes driven by facial tracking.

Fig. 4 illustrates the module’s logic with User 1 acting as speaker
and User 2 as listener, showing its functioning for happiness, sadness,
and neutrality. The AFM module operates in three modes: AFM Off,
Augmentation, and Camouflage, with the latter two working as defined
in Section 1 and being referred later as AFM On. Listener’s avatar
modifications are applied continuously through blendshape variations
updated at each frame. Unity’s linear interpolation (Lerp3) is employed
to adjusts these variations toward specific “target values” with a 50%
adjustment factor, creating an exponential smoothing effect. At 90

3Unity - Scripting API: Mathf.Lerp: http://tiny.cc/eb34001

fps, this choice ensures natural updates within perceptual thresholds,
transitioning from 0 to 100 in about 0.148 seconds. Differences between
modes lie in how target values are calculated based on the context.

At startup, the module initializes in AFM Off mode with User 1
as neutral. When the speaker’s blendshape data is processed by the
classifier, it detects happiness, sadness or neutrality (Fig. 4a). If the
emotion is detected for at least the reaction time, the module considers
it as User 1’s experienced emotion. For non-neutral emotions, the
system determines whether to apply AFM by comparing User 1’s
and User 2’s blendshapes (Fig. 4b), aligning them using Action Units
(AUs) of the Facial Action Coding System (FACS) [56]. This approach
enables the module to move beyond a simple one-to-one mapping of
users’ facial expressions, facilitating the conveyance of universally
recognizable emotions while preventing the replication of undesirable
movements (such as those associated with speech, as discussed in
previous studies [40]). As a matter of example, if the emotion detected
for User 1 is happiness, according to FACS [57] for happiness alignment
User 2’s blendshape values related to AUs 6 and 12 (happiness) must be
> 0, while AUs 1, 4, and 15 (sadness) should approach 0. Misalignment
triggers AFM activation, with the module passing to Camouflage mode
(Fig. 4c). In case of alignment, the module analyzes the blendshape
values of the AUs associated with User 1’s emotion, comparing those
of User 1 and User 2 (Fig. 4d). If User 2’s blendshapes values are
higher, then User 2 is experiencing Natural Facial Mimicry (NFM)
with an emotional intensity stronger than that experienced by User 1,
hence AFM Off mode is maintained (Fig. 4e), setting target values
to 0; in this way, excessive mirroring of emotional expressions is
prevented, since it could even diminish trust and rapport between users
[58]. Otherwise, the system goes into Augmentation mode (Fig. 4f).
In both Augmentation and Camouflage mode, the module calculates
target values for the listener’s AU blendshapes related to the speaker’s
detected emotion as the difference between the speaker’s and listener’s
values. In Camouflage mode, target values for blendshapes unrelated to
the recognized emotion are set to 0 (Fig. 4g). This mechanism enhances
emotional expression when users share the same emotion at varying
intensities and camouflages emotions when users experience different
emotional states, promoting smoother social interactions [59]. If User 1
is detected as neutral, the module passes to AFM Off mode.

It should be noted that the system does not employ emotion transla-
tion as defined in Section 1. While it uses FACS AUs to interpret the
peer’s expressions and control AFM application, true translation would
require detecting the peer’s emotion via his or her Emotion Calibration
Profile and mapping it to a standard emotion. This is not possible in
the current implementation, as the classifier remains inactive for the
listening peer, and detection results are not shared between users.

3.1.3 Nodding and Eye-Contact Management
Eye contact is a key non-verbal cue that signals awareness and enhances
social connection, while nodding indicates engagement in conversations
[60]. Building on these principles and on prior studies [12,39], the AM
system incorporates artificial mimicry for eye contact and nodding.

For eye contact, the system detects when a user looks at another’s
avatar using raycasts from the eyes that intersect with a sphere collider
on the peer’s avatar head. If the gaze is not reciprocated, the system ad-
justs the peer’s avatar to simulate mutual eye contact, using interpolated
eye rotations completed within 1 second. This mirroring persists for up
to 9 seconds, the optimal duration for conversational eye contact [39].

For nodding, the system uses the open-source HeadNodYesSensor.cs
Unity script [61] to detect head movements. When a nod is identified,
the peer’s avatar mirrors it, with head rotation angles randomly set
between 15 and 20 degrees to avoid unnatural imitation.

The combination of the Eye-Contact, Nodding, and AFM Manage-
ment modules forms the AM system, which can be integrated into
multi-user immersive SVR applications that support facial tracking and
standard avatar blendshapes.

3.2 SVR Application
The AM system was developed to study the benefits of AFM in human-
to-human interactions within immersive SVR platforms. Hence, as
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said, for the purpose of running the experiments an immersive VR
application was created as a test-bench whereto deploy the system.

The application was developed in Unity 2021.3, utilizing the Meta
XR All-in-One SDK for immersive VR functionalities, including eye
and facial tracking, and the Mirror networking library4 to support
multi-user environments with synchronized avatars. Real-time voice
communication was implemented using the Dissonance Voice Chat
asset5. Special focus was placed on avatar design, VE simplicity, and
seamless integration of the AM system. Full-body humanoid avatars
were created using Ready Player Me6, balancing high fidelity with
low polygon count and providing facial blendshapes compatible with
the Meta XR SDK. Two avatars, male and female, were designed in a
similar style with black and white textures to avoid the presence of dis-
tinguishing features and minimize biases, addressing known tendencies
for ingroup favoritism and outgroup discrimination in real life [62] and
in SVR platforms [63,64]. The application places two users in a virtual
room, seated across from each other to focus on the face while mini-
mizing distractions from body movements. Avatar control is restricted
to head, face, and eye movements, managed via the Meta Movement
SDK7. Avatar facial expressions are adjusted using 52 blendshapes
automatically updated by the SDK based on facial tracking inputs.

3.3 Virtual Environment

In the immersive SVR application, a simplified yet realistic environ-
ment was used to create a relaxed, social atmosphere conducive to
experimentation [65, 66].

The environment included minimal elements (a door, a window, and
a small table) to reduce potential distractions [12]. Users were seated
in armchairs across from each other, each with a virtual notebook
positioned for easy reading. During the experiment, the notebook
displayed conversation-guiding questions, as detailed in Section 4. To
prevent visual clipping of the user’s own avatar, the corresponding
mesh was disabled, while the peer’s avatar was shown in an idle seated
animation, holding the notebook.

The application also included an acclimatization scene to help users
adjust to the experience, whose environment had the same configuration
used during calibration.

4 EVALUATION OF AFM IN SVR: EXPERIMENT OVERVIEW

As previously stated, the immersive application and the automatic AM
system were used to design a user study evaluating the benefits of facial

4Mirror Networking for Unity: http://tiny.cc/jndmzz
5Dissonance Voice Chat for Unity: http://tiny.cc/cndmzz
6Ready Player Me: https://readyplayer.me/it
7Meta Movement SDK for Unity: http://tiny.cc/aynmzz

mimicry in multi-user SVR contexts. The study employed a between-
dyads design, dividing participant pairs into two equal groups: one
using AFM and the other serving as a control group. To align with
best practices and isolate the impact of facial mimicry, both the groups
included eye contact and nodding as consistent non-verbal cues.

Each dyad included two participants engaging in a conversation.
While using a confederate in place of one participant could have been
an alternative, this configuration was avoided to preserve experimental
validity, as repeated participation by a confederate might lead to incon-
sistent levels of sociability [32, 33]. For the experimental group, the
AFM system was activated for one participant in each dyad at a time,
applying it to the listener’s avatar during the speaker’s turn. When the
roles reversed, the system switched to the new listener. To facilitate
the conversation, the Fast Friends Protocol (FFP) was employed, a
method widely recognized in digital sociality studies [67, 68] for its
effectiveness in fostering closeness between strangers. The FFP com-
prises three sets of 12 progressively personal questions designed to be
answered over a 45-minute session. In particular, a reduced version of
the protocol was implemented to better suit the context.

The hardware setup included two Meta Quest Pro VR headsets with
integrated facial and eye tracking, connected via Meta Quest Link in
a tethered setup. The headsets were paired with two Intel Core i7-
12700 PCs (16GB RAM, GeForce RTX 3070 Ti), connected to the
same wired local network. To ensure privacy, the PCs were placed in
separate rooms far enough apart to prevent users from hearing each
other through the walls.

4.1 Emotion Calibration Profile Creation
To create the Emotion Calibration Profile for each participant, it was
necessary to define the target emotions and the ways to evoke them.
The focus was on affiliative emotions that are easily stimulated and
enduring, which led to the selection of happiness (joy, fun) and sadness.

Publicly available emotional stimuli databases were analyzed to
determine suitable elicitation methods. For the Emotion Stimulation
phase, the AVDOS dataset [69] was selected. This dataset contains 60
video clips, each lasting 60 seconds, categorized as positive, negative,
or neutral. The ten clips with the highest positive valence and the
ten with the lowest negative valence were shortlisted, and six were
ultimately selected. Each participant viewed two clips associated with
happiness, two with sadness, and two with neutrality.

For the Emotion Recording phase, two color profiles were applied to
adjust the VE tones. An happy profile increased brightness and intro-
duced warmer colors to evoke happiness, while a sad profile reduced
brightness and emphasized cooler tones to induce sadness. Audio stim-
uli were also incorporated, following previous research [70]. A major
chord composition (Vivaldi’s Allegro molto in C major) was played
in a loop for happiness, while a minor chord composition (Sainte



Colombe’s Les pleurs) was used for sadness. Each participant’s Emo-
tion Calibration Profile was composed of six Calibration Recording
files, corresponding to the emotions elicited during the process.

4.2 Participants
The study involved 40 participants (24 males, 16 females) aged 19 to
33 years (M = 25.56, SD = 2.75). The sample comprised students and
staff from the authors’ university who volunteered for the experiment,
representing potential future users of the SVR application. On a 1-to-5
scale (1=“Never used,” 5=“I use it every day”), participants had mod-
erate prior VR experience (M = 2.44, SD = 1.27) but were generally
unfamiliar with SVR (M = 1.28, SD = 0.57).

Participants were divided into two groups with no statistically sig-
nificant differences in age or VR/SVR experience. The AFM group
experienced the immersive SVR application with the full AM system
enabled including AFM, whereas the Control group experienced the
AM system with only nodding and eye contact. None of the partici-
pants were aware that the AM was in place during the experiment. To
minimize biases, participants were paired with strangers, and each pair
was grouped by gender, consisting of either two males or two females,
as done in similar studies [67, 68, 71].

4.3 Procedure
The experimental procedure, consisted of the following phases: 1) Pre-
experience questionnaire, 2) Calibration, 3) Acclimatization in the VE,
4) Conversation, 5) Post-experience questionnaire.

4.3.1 Pre-experience Questionnaire
Following a brief explanation of the study procedure, participants com-
pleted a pre-experience questionnaire to gather demographic infor-
mation, prior experience with relevant technologies, and personality
traits.

4.3.2 Eye-tracking Calibration and Loading of the Emotion Cali-
bration Profile

Each participant was equipped with a VR headset and first underwent
eye-tracking calibration for the Meta Quest Pro. The participant was
then immersed in a VR scene to complete the classifier setup pro-
cess (Section 3.1.1) using the stimuli described in Section 4.1. Once
the setup was complete, the classifier was activated and loaded with
the participant’s Emotion Calibration Profile, preparing for the actual
immersive SVR experience with the AM system.

Dyads were formed based on compatibility from the pre-experience
questionnaire, and participants were occasionally asked to return later
(the same day or another) if a suitable partner was unavailable. During
the experiment, the two participants were in separate rooms, supervised
by different experimenters.

4.3.3 Acclimatization in the Immersive SVR Application
Before entering the VE and beginning the experiment, participants
engaged with the single-user acclimatization scene described in Sec-
tion 3.3. Following similar approaches in prior studies [10, 16], they
were given 2–3 minutes to experience embodiment and familiarize
themselves with the avatar by observing how it portrayed their facial
expressions in the virtual mirror.

4.3.4 Conversation
Following acclimatization, participants entered the actual SVR applica-
tion, a multi-user scene where they conversed for 20 minutes. Conver-
sation topics were based on a subset of FFP questions, a methodology
previously used in [67, 68, 72, 73].

To maintain immersion while allowing participants to read the ques-
tions naturally, each avatar was equipped with a virtual notebook dis-
playing the prompts. Participants were instructed to take turns speaking
without interruption. One participant would begin by reading the first
question and answering it. Afterwards, the other participant would
answer the same question; he or she would then read and answer the
next question, alternating in this manner throughout the conversation.

PRE-EXPERIENCE 
QUESTIONNAIRE

User 1

User 2

EYE TRACKING CALIB. 
AND LOADING OF THE 

EMOTION CALIB. PROFILE

ACCLIMATIZATION IN 
THE SVR APPLICATION

CONVERSATION POST-EXPERIENCE 
QUESTIONNAIRE

(2-3 MINUTES)
(20 MINUTES)

User 1

User 2

…

…

Fig. 5: Phases of the experimental procedure.

4.3.5 Post-experience Questionnaire
Lastly, after the 20 minutes conversation, the participants were admin-
istered a post-experience questionnaire.

4.4 Measures
The experimental evaluation included both subjective and objective
measures. Subjective data were collected through pre- and post-
experience questionnaires, while objective data were obtained from
AM system logs, including detected emotions and information on the
application of the AM.

The pre-experience questionnaire gathered participants’ demograph-
ics, familiarity with VR, and prior SVR experience, with the latter two
dimensions assessed on a 5-point Likert scale. It also included the
abbreviated Big Five Inventory (BFI-S) [74], which helped to iden-
tify differences in mimicry perception based on social tendencies and
was key in pairing participants with similar personality traits (e.g.,
introverted or extroverted) for the experimental groups.

The post-experience questionnaire included standard tools to assess
various dimensions of interpersonal communication. Previous studies
explored aspects such as interpersonal closeness [72], social presence
[75], interpersonal attraction [76], and interpersonal trust.

To measure interpersonal closeness and connection, the Inclusion of
Others in the Self (IOS) tool was employed. Widely used in FFP-based
studies [72], the IOS scale asks participants to select one of seven
images depicting increasingly overlapping circles, representing levels
of perceived closeness on a 1-to-7 scale.

To compare the two configurations in terms of social presence, the
Networked Minds Measure Scale (NMMS) [77] was used. This tool
assesses co-presence, attentional involvement, perceived emotional con-
tagion, comprehension, and behavioral interdependence, with responses
on a 1-to-7 scale.

Following the methodology proposed by McCroskey and McCain
[76], two dimensions of interpersonal attraction, i.e., social and task
attraction, were evaluated. Social attraction was measured using four
statements from Davis and Perkowitz [78], while task attraction was as-
sessed with four statements from Burgoon [79]. Participants rated their
agreement with each statement on a 7-point Likert scale (1=“Strongly
disagree”, 7=“Strongly agree”).

Additional tools were used to evaluate the realism of the avatars
and the behavior of the two configurations, ensuring that issues like
the uncanny valley phenomenon [80] were avoided. The perception of
the other participant’s verbal and non-verbal cues was assessed using
the behavioral naturalness section of the questionnaire by Kullmann et
al. [81], which helped to spot discrepancies between expected and actual
behavior in the immersive SVR application (1-to-7 scale). Additionally,
the Godspeed questionnaire [40], widely used in virtual agent and robot
development, was employed to evaluate the realism of the avatars’
behavior (1-to-5 scale).

Finally, as frequently done in similar contexts [75], interpersonal
trust was assessed using custom questions, as no standardized ques-



tionnaire exists for this purpose. Dimensions like communication
satisfaction and attention to behavioral cues were excluded due to mis-
alignment with the study protocol or redundancy with other measures.
The custom questions, rated on a 1-to-7 scale, focused on trust, empathy,
and sense of being emotionally understood by others.

The questionnaires, administered in English without altering the
standard wording, are available for download alongside the adapted
FFP questions provided in both English and Italian (the language used
during the experiment)8.

Regarding the objective measurements, data were collected to eval-
uate the functioning of the AM system. They included the number
of nods detected, the time each participant spent looking at the peer’s
face, the detection of happiness, sadness, and neutrality, as well as the
distribution of operating time across the various modes of the AFM
Management module.

5 RESULTS

This section presents the results obtained from the experimental activity.
For the post-experience questionnaire, the Shapiro-Wilk test was

used to evaluate data normality. Since data were found to be non-
normally distributed, the non-parametric Mann-Whitney test was
adopted to assess statistical significance, with a threshold p < .050.
Additionally, the reliability of the measures for each group was eval-
uated using Cronbach’s alpha, and effect sizes were calculated using
Cohen’s d.

Starting with interpersonal closeness, participants in the AFM group
reported significantly higher IOS scores compared to those in the Con-
trol group (M = 4.81,SD = 0.81 vs. M = 4.06,SD = 0.97;d = 0.84).
These results are illustrated in Fig. 6.
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p=.042

Fig. 6: Box plot showing the distribution of the scores for the Inclusion of
Others in the Self (IOS) metric, assessing the interpersonal closeness.
Bracket indicates a statistically significant difference.

For the Networked Minds Measure Scale (NMMS), internal con-
sistency was acceptable, with Cronbach’s α = .95 for the AFM
group and α = .91 for the Control group. Results are presented
in Fig. 7. Significant differences were observed in three out of the
five sections: co-presence (M = 6.05,SD = 0.56 vs. M = 5.16,SD =
0.95;d = 1.13), perceived emotional contagion (M = 5.09,SD = 1.00
vs. M = 4.13,SD = 1.06;d = 0.93), and behavioral interdependence
(M = 4.96,SD = 0.94 vs. M = 3.90,SD = 1.22;d = 0.98).

Analyzing the individual sections of the NMMS, a significant differ-
ence was found in the co-presence section for the question related to
the feeling of not actually being in the same room as the other (M =
1.94,SD = 0.97 vs. M = 3.19,SD = 1.59; p = .011;d = 0.95), where
the AFM group perceived the other as physically closer than the Control
group. Similar results were obtained for the mirrored question about
participants’ perception of how much the other felt like they were in a
different place, again in favor of the AFM group (M = 1.81,SD = 0.63
vs. M = 3.25,SD = 1.68; p = .009;d = 1.13). A similar pattern was
observed for the two questions related to mutual awareness, with the

8Questionnaire and FFP questions: https://bit.ly/3BU9JnB
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Fig. 7: Box plot showing the distribution of the scores for the Networked
Minds Measure Scale (NMMS) (#1 Co-presence, #2 Perceived atten-
tional engagement, #3 Perceived emotional contagion, #4 Perceived
comprehension, #5 Perceived behavioral interdependence). Brackets
indicate statistically significant differences.

AFM group reporting significantly higher scores. One question focused
on how often the participant felt that the other was aware of him or her
(M = 6.06,SD = 0.83 vs. M = 5.12,SD = 1.05; p = .016;d = 0.99).
The other question analyzed how frequently the participant believed
the other perceived to be aware of him or her (M = 5.63,SD = 0.93
vs. M = 4.75,SD = 1.09; p = .040;d = 0.87). For the perceived emo-
tional contagion, the AFM group assigned higher ratings for both hap-
piness contagion (M = 5.75,SD = 0.90 vs. M = 4.63,SD = 1.36; p =
.024;d = 0.97) and sadness contagion (M = 5.06,SD = 1.43 vs. M =
3.56,SD = 1.27; p = .008;d = 1.11). The same trend was observed
for questions related to perceived behavioral interdependence. The
participants in the AFM group felt they influenced the other’s actions
(M = 5.00,SD = 1.37 vs. M = 3.75,SD = 1.15; p = .005;d = 0.99)
significantly more than those in the Control group. They also perceived
that the other’s actions were dependent on their own (M = 4.88,SD =
1.36 vs. M = 3.56,SD = 1.32; p = .005;d = 0.98) and that the other’s
behavior was a direct response to theirs (M = 5.06,SD = 0.97 vs.
M = 3.88,SD = 1.41; p = .020;d = 0.98) more than those in the Con-
trol group. No significant differences were found regarding perceived
attentional engagement and comprehension.

Regarding interpersonal attraction, as shown in Fig. 8 social at-
traction was significantly higher for the AFM group compared to
the Control group, particularly for likability (M = 6.13,SD = 1.05 vs.
M = 5.00,SD = 1.50;d = 0.87) and friendliness (M = 6.56,SD = 0.61
vs. M = 5.69,SD = 1.04; p = .014;d = 1.02). The aggregate of
the section shows a significant difference in favor of AFM group
(M = 6.20,SD = 0.71 vs. M = 5.34,SD = 1.30; p = .041;d = 0.82).
No significant differences were found for the single items of task
attraction section and for the aggregate (M = 6.18,SD = 0.90 vs.
M = 5.76,SD = 0.90; p = .150;d = 0.47). The internal consistency
of the statements was acceptable, with Cronbach’s α = .94 for the
AFM group and α = .93 for the Control group.

Behavioral naturalness was rated in general significantly higher by
the AFM group (M = 5.64, SD = 0.68 vs. M = 5.16, SD = 0.66,
p = .050, d = 0.71), although no significant differences were found
for the single items of the questionnaire. The internal consistency
of the questionnaire was good for the AFM group, with Cronbach’s
α = .83, but low for the Control group, with α = .66. The Godspeed
questionnaire revealed higher ratings for avatar realism in the AFM
group (M = 4.05, SD = 0.72 vs. M = 3.33, SD = 1.00, p = .040,
d = 0.83), particularly for the perception of a less artificial behavior
M = 4.13,SD = 1.11 vs. M = 3.00,SD = 1.17; p = .001;d = 0.99),
as shown in Fig. 9. The internal consistency of the questionnaire was
acceptable, with Cronbach’s α = .73 for the AFM group and α = .85
for the Control group.

Regarding custom questions related to interpersonal trust, signif-
icant differences in favor of the AFM group were observed for all
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Fig. 8: Box plot showing the distribution of the scores for the statements of
the questionnaire on social attraction [78] (#1 I like my partner, #2 I would
get along well with my partner, #3 I would enjoy a casual conversation
with my partner, #4 My partner is friendly). Brackets indicate statistically
significant differences.
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Fig. 9: Box plot showing the distribution of the scores for the items
of the anthropomorphism section of the Godspeed questionnaire (#1
Fake/Natural, #2 Machinelike/HumanLike, #3 Unconscious/Conscious,
#4 Artificial/Lifelike, #5 Moving rigidly/Moving elegantly). Brackets indi-
cate statistically significant differences.

the questions, as shown in Fig. 10. In particular, the participants
stated to feel more comfortable with the other (M = 6.31,SD = 0.46
vs. M = 5.56,SD = 0.99;d = 0.96), found to be better understood
both when they felt happy (M = 6.19,SD = 0.73 vs. M = 5.19,SD =
1.18;d = 1.02) and when they felt sad (M = 5.81,SD = 1.01 vs.
M = 4.75,SD = 0.75;d = 1.19), experienced a higher sense of trust in
the other (M = 5.69,SD = 0.92 vs. M = 4.88,SD = 0.86;d = 0.92),
and perceived the other as more empathetic (M = 6.06,SD = 0.75 vs.
M = 5.13,SD = 0.86;d = 1.17). The internal consistency of the ques-
tions was acceptable, with Cronbach’s α = .85 for the AFM group and
α = .83 for the Control group.

To verify the absence of significant differences between pairs in each
condition, a Nested Ranks Test (a Mann-Whitney-Wilcoxon variant for
nested ranks9) was conducted due to non-normal sample distributions.
The analysis revealed only a few significant differences (p < .050) lim-
ited to specific items, primarily within the Control group. A variability
assessment was subsequently performed on these items, using the Co-
efficient of Variation (CV) with 20% as threshold for moderate to high
variability [82]. Significant results included the perception of being in
the same room (p = .031; CV: 33.32% vs. 20.35%), sadness emotional
contagion (p = .010; CV: 20.35% vs. 19.58%), personal liking of the
partner (p = .038; CV: 26.16% vs. 14.58%), and perception of the
partner’s appearance as artificial versus lifelike (p = .027; CV: 37.44%
vs. 17.68%).

Objective data from the AM system logs revealed no signif-

9nestedRanksTest: https://github.com/douglasgscofield/nestedRanksTest
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Fig. 10: Box plot showing the distribution of the scores for the custom
questions assessing interpersonal cloneness (#1 The other person’s
reactions made me feel comfortable, #2 When I was happy I felt under-
stood, #3 When I was sad I felt understood, #4 I think the other person
deserves my trust, #5 I think the other person was empathic with me).
Brackets indicate statistically significant differences.

Det.
Emot.

(a)
Time
Det.

(b)
Augm.

(c)
Camo.

(d)
AFM
On

(e)
AFM
Off

(f)
NFM

(b + c)

Happy 32.68
(20.99)

22.96
(15.05)

1.07
(1.15)

24.04
(15.24)

8.65
(5.87)

30.48
(19.81)

Sad 55.06
(18.74)

29.34
(10.77)

3.19
(3.54)

32.53
(11.57)

22.54
(17.36)

48.96
(15.85)

Neutr. 12.25
(2.38)

– – – 12.25
(2.38)

–

Total 100.00
(–)

52.30
(15.26)

4.27
(3.03)

56.57
(14.59)

43.43
(14.59)

79.45
(4.71)

Table 1: Average percentages of AFM usage across all participants
during the time they acted as speakers in the experiment (∼10 minutes),
categorized by detected emotions (happiness, sadness, or neutral). Stan-
dard deviations are reported in parentheses. Time a given emotion has
been detected is reported (a). The AFM module operates in three modes:
Augmentation (b), Camouflage (c), and AFM Off (e), with their combined
usage totaling 100% (b + c + e = 100%). NFM (f) represents the per-
centage of time the peer’s emotion naturally aligned with the speaker’s
emotion, regardless of AFM application.

icant differences in terms of nodding (M = 8.58,SD = 5.36 vs.
M = 11.00,SD = 7.77; p = .620;d = 0.36) and eye-contact (M =
87.00,SD = 3.22 vs. M = 85.20,SD = 3.49; p = .150;d = 0.54).
Moreover, Table 1 provides a detailed breakdown of AFM usage in the
various operational states, categorized by speaker’s detected emotion.

6 DISCUSSION

The study reported in this paper investigated two hypotheses: AFM can
enhance the quality of avatar-mediated interpersonal communication in
immersive SVR (H1) and does not negatively affect the perception of
avatars’ behavioral naturalness (H2). The results provide substantial
support for both the hypotheses, highlighting AFM’s positive impact
on social interaction and avatar realism in immersive VEs.

With respect to results supporting H1, participants in the AFM group
reported higher levels of interpersonal closeness. This finding aligns
with prior research on mimicry, which emphasized its role in fostering
social bonds in real-life interactions [34], remote communication [41],
and human-agent interactions [39, 83]. Moreover, this outcome is sup-
ported also by the comments shared by two participants in the Control
group: one noted that the peer seemed to offer little consideration,
while another expressed a lack of genuine connection during the con-
versation. With regard to the two aspects of interpersonal attraction,



higher ratings for social attraction (in terms of likability and friend-
liness) with AFM further reinforce its role in enhancing participants’
perception of their peer’s presence and responsiveness, as observed in
similar contexts of human-agents interaction [35, 37]. However, consis-
tently with prior studies on interpersonal communication in SVR [75],
no significant differences were observed for answers to questions on
communication satisfaction, with both the groups achieving excellent
results. Similarly, no significant differences were found for the state-
ments related to task attraction. These outcomes could potentially be
due to the engaging nature of the conversation topics and task structure.
Regarding interpersonal trust, AFM contributed to stronger perceptions
of peer’s reliability. This result mirrors previous findings in psychol-
ogy and virtual agent studies, which showed that mimicry can foster
trust and cooperation [28, 37]. Similarly, AFM demonstrated its ca-
pacity to promote empathy, particularly for happiness and sadness, as
observed in previous studies on mimicry in physical reality [84] and
with virtual agents [39]. The AFM group also exhibited higher social
presence, particularly in terms of co-presence, perceived emotional
contagion, and behavioral interdependence. The significant differences
in co-presence ratings suggest that AFM can enhance social interaction
in SVR, leading participants to perceive their peer as more present,
aware, and confident with them [85]. Emotional contagion results
validate the system’s effectiveness in conveying emotions on avatars,
while behavioral interdependence highlights AFM’s ability to amplify
the perception of mutual responsiveness in actions and expressions.
These findings underscore how AFM, combined with nodding and eye
contact, can effectively simulate natural social dynamics in immer-
sive environments. Concerning perceived attentional engagement and
comprehension when using AFM, participants found the experience
adequate, with no improvement in terms of understanding. This finding
is interesting since it indicates that AFM did not cause distractions or
diminish participants’ focus on the peer, which could have impaired
comprehension. Although verbal communication likely played a key
role in attention and comprehension during the task, prior studies in-
dicate that non-verbal cues significantly contribute to communication,
accounting for the majority of interactions [71, 86].

The absence of distractions also indicates that AFM did not nega-
tively affect the behavioral naturalness of avatars, supporting hypothesis
H2. Participants in the AFM group consistently rated avatars as more
natural and lifelike, with no reported disturbance or discomfort. These
results align with prior studies on mimicry in VEs [40], suggesting
that AFM can enhance realism without triggering, e.g., the uncanny
valley effect [87]. AFM’s ability to subtly amplify facial cues likely
contributed to this perceived authenticity, fostering synchronized in-
teractions that align with participants’ expectations. Moreover, the
effectiveness of the 3D avatar models, which avoided being overly
realistic or artificial, further supported the positive reception of the
system. These considerations on realism and naturalness are also sup-
ported by comments from participants in the AFM group, who did not
perceive the presence of artificial manipulations during the experiment
and expressed surprise when informed afterward that AFM had been
applied to the peer.

Objective measures derived from the AM system logs revealed that
AFM remained active for just over 50% of the time, suggesting that
the system did not fully replace the participant’s natural behaviors but
rather functioned as an additional tool to enhance emotional mimicry
during the interaction. During most of its active time, the system oper-
ated using emotion augmentation, amplifying the listener’s mimicked
emotion and increasing periods of emotional alignment between partic-
ipants, potentially enhancing communication [59]. The prevalence this
functioning mode correlates with an important presence of NFM, which
reflects the subconscious emotional alignment observed in real-life in-
teractions [88]. The limited use of emotion camouflage further suggests
that participants naturally aligned emotionally with each other. Notably,
sadness was frequently detected, likely due to the predominantly sad
tone of the FFP questions used in the experiment.

The results of the nested analysis further highlight the robustness of
the above findings since significant variability was primarily observed
in the Control group, suggesting that AFM provided a more consistent

and reliable user experience. For what it concerns same-room percep-
tion, the high variability in the both groups indicates that the difference
was not due to greater consistency in the particular group. Regard-
ing the emotional contagion of sadness, the Control group showed
marginally higher variability than the AFM one. For the personal liking
of the partner, the greater variability in the Control group likely reflects
the subjective nature of the measure and the absence of preference-
based pairing. Finally, the higher variability in the Control group for
what it concerns partner appearance could be attributed to differences
in facial tracking performance and familiarity with 3D avatars [89].

7 CONCLUSIONS

This paper demonstrated the potential of AFM in enhancing avatar-
mediated interpersonal communication within SVR platforms. The
experimental findings showed that AFM can improve closeness, aspects
of social attraction, trust, and social presence, specifically in terms of
co-presence, perceived emotional contagion, and perceived behavioral
interdependence. Such improvements were achieved while preserving
the behavioral naturalness of avatars. These results position AFM as a
valuable tool for social augmentation in the considered context.

Several limitations must be acknowledged. The sample size, while
sufficient for initial analysis, restricts the generalizability of the findings
to broader populations. Future studies should address this point by
involving larger and more diverse participant pools. Additionally, the
focus on a basic set of emotions, i.e., happiness and sadness, leaves
room for experimenting AFM with other emotions, such as anger,
fear, surprise, and disgust. Exploring these emotions could provide a
deeper understanding of the system’s versatility across diverse social
contexts. In this respect, a key challenge for future work will be
to accurately design calibration videos that effectively evoke distinct
emotions. This approach would facilitate the creation of well-defined
Emotion Calibration Profiles, enabling the classifier to detect a broader
range of emotions with greater accuracy. Another limitation lies in
the emphasis on facial mimicry alone, excluding other non-verbal
cues, such as body posture and gestures, which play an integral role
in communication. Moreover, while the between-dyad design was
chosen to avoid carryover effects, it might not fully capture individual
variability in response to AFM, which could be addressed by employing
within-dyad designs in future studies.

Building on current findings and on considerations above, future
work should aim to integrate AFM with other non-verbal communica-
tion modalities, such as gestures, body language, and vocal intonation.
A multimodal approach would create a more comprehensive framework
for fostering social connections in immersive environments. Expanding
the range of emotions considered, including culturally dependent ones,
would also offer deeper insights into AFM’s impact across diverse pop-
ulations. Furthermore, longitudinal studies would be key to understand
the long-term effects of AFM on user behavior, interaction dynamics,
and emotional well-being. Such studies could also evaluate the poten-
tial benefits of AFM for specific groups, such as individuals with social
communication challenges or those at risk of social isolation.

Ethical considerations must be addressed too. The subtle influence
of AFM on user perception and behavior raises concerns about trans-
parency and potential for manipulation, particularly in commercial
applications [5, 10]. Regulations should mandate that users are fully
informed about the system’s functions and retain control over its ac-
tivation. Additionally, the long-term psychological effects of AFM,
such as the risks of dependency or desensitization, must be explored
further. Balancing the transformative potential of AFM with safeguards
to maintain authenticity and protect user autonomy is indeed crucial.

In conclusion, AFM represents a powerful tool for enhancing in-
terpersonal dynamics in SVR. By addressing current limitations and
exploring its full potential, AFM can revolutionize social interactions
in VEs while adhering to ethical principles and fostering positive out-
comes for diverse users.
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