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Virginia Tech, Manassas, VA, USA, 2Department of Environment, Land and Infrastructure Engineering, Politecnico di
Torino, Torino, Italy, 3Environmental Sciences Division, Oak Ridge National Laboratory, Climate Change Science
Institute, Oak Ridge, TN, USA, 4Department of Geology and Earth System Science Interdisciplinary Center, University of
Maryland, College Park, MD, USA, 5Department of Biological Sciences, Virginia Polytechnic Institute and State
University, Blacksburg, VA, USA

Abstract In this paper we demonstrate that several ubiquitous hyporheic exchange mechanisms can be
represented simply as a one‐dimensional diffusion process, where the diffusivity decays exponentially with
depth into the streambed. Based on a meta‐analysis of 106 previously published laboratory measurements of
hyporheic exchange (capturing a range of bed morphologies, hydraulic conditions, streambed properties, and
experimental approaches) we find that the reference diffusivity and mixing length‐scale are functions of the
permeability Reynolds Number and Schmidt Number. These dimensionless numbers, in turn, can be estimated
for a particular stream from the median grain size of the streambed and the stream's depth, slope, and
temperature. Application of these results to a seminal study of nitrate removal in 72 headwater streams across
the United States, reveals: (a) streams draining urban and agricultural landscapes have a diminished capacity for
in‐stream and in‐bed mixing along with smaller subsurface storage zones compared to streams draining
reference landscapes; (b) under steady‐state conditions nitrate uptake in the streambed is primarily biologically
controlled; and (c) median reaction timescales for nitrate removal in the hyporheic zone are ≈0.5 and 20 hr for
uptake by assimilation and denitrification, respectively. While further research is needed, the simplicity and
extensibility of the framework described here should facilitate cross‐disciplinary discussions and inform reach‐
scale studies of pollutant fate and transport and their scale‐up to watersheds and beyond.

Plain Language Summary Microbial communities in streambed sediments play a crucial role in the
transformation and removal of nutrients and pollutants in streams. A key step in this process is the physical
transport of a contaminant from the bulk stream to, and through, the streambed, a process broadly referred to as
hyporheic exchange. While myriad physical and biological processes influence the rate of hyporheic exchange
in a given setting, in this paper we demonstrate that several ubiquitous hyporheic exchange mechanisms can be
represented simply as a one‐dimensional diffusion process, where the diffusion coefficient decays exponentially
with depth into the streambed. Application of this framework to a seminal study of nitrate removal in headwater
streams across the United States provides new insights into how land‐use, stream physics, and stream biology
collectively influence nutrient transport, transformation, and removal in streambed sediments. By leveraging
insights across multiple disciplines into a synthetic whole, the modeling framework presented here should
catalyze new interdisciplinary discussions and insights into the role that hyporheic exchange plays in the
storage, processing, and removal of contaminants in streams.

1. Introduction
The hyporheic zone is the portion of sediments beneath and alongside a stream where stream water, sediment pore
water, and groundwater actively mix (Bencala, 2000; Boano et al., 2014; Cardenas, 2015; Gooseff, 2010; Krause
et al., 2011, 2022; Ward et al., 2016). It is an important stream habitat (Coll et al., 2020; Gooseff, 2010; Lew-
andowski et al., 2019) and a “hot spot” for contaminant removal and nutrient cycling along stream corridors
(Grant, Azizian, et al., 2018; Grant, Gomez‐Velez, & Ghisalberti, 2018; Hall et al., 2009). These hyporheic zone
functions depend critically on the exchange of water, solutes and energy with the stream, a process referred to as
hyporheic exchange. Hyporheic exchange is driven by a variety of physical and biological factors, including: (a)
variation in the permeability of the streambed (Gomez‐Velez et al., 2014; Su et al., 2024); (b) variation in static
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and dynamic pressure at the sediment‐water interface associated with stream morphology (e.g., riffle‐pool se-
quences (Monofy & Boano, 2021; Tonina & Buffington, 2007; Trauth et al., 2013) and stream meanders (Car-
denas, 2009; Ren et al., 2023; Stonedahl et al., 2013)) and flow through and over in‐stream obstructions including
logs (Huang & Yang, 2023; Sawyer et al., 2011) and bedforms (e.g., ripples and dunes (Cardenas et al., 2008;
Hester et al., 2013)); (c) dynamic geomorphic processes, such as the bedformmigration (Ahmerkamp et al., 2015;
Boano et al., 2013; Ping et al., 2022; Shimony et al., 2023); (d) biological processes (e.g., irrigation across the
sediment‐water interface by macro infauna (Liu et al., 2022; Shrivastava et al., 2021) and flow through bull trout
and salmon redds (Baxter & Hauer, 2000; Bhattarai et al., 2023)); and (e) stream turbulence which controls the
rate at which mass and energy are mixed vertically through the water column to the sediment‐water interface
(Grant, Gomez‐Velez, & Ghisalberti, 2018) and, if the streambed sediments are sufficiently permeable, the rate of
mixing within sediment pore fluids as well (Azizian et al., 2017; Bottacin‐Busolin, 2017; Y. Chen et al., 2021;
Chandler et al., 2016; Grant, Gomez‐Velez, & Ghisalberti, 2018; Grant, Gomez‐Velez, et al., 2020; Roche
et al., 2019; Voermans et al., 2017, 2018). While each of these exchange mechanisms can be studied and
mathematically modeled in isolation, the development of simple and generalizeable frameworks for modeling
reactive solute transfer across the sediment‐water interface by hyporheic exchange remains a significant
challenge.

One promising approach along these lines represents the vertical transport of solutes across the sediment‐water
interface as a one‐dimensional diffusion process, where the magnitude of the diffusion coefficient, or effective
diffusivity Deff [L2 T− 1], and its variation with depth y [L] into the streambed are emergent properties of the
physical and biological processes responsible for hyporheic exchange in a particular setting (Bottacin‐Buso-
lin, 2017). For example, hyporheic exchange by bedform pumping—the laminar flow of water through ripples
and dunes—can be equivalently represented as either a two‐ or three‐dimensional advective transport problem
(Elliott & Brooks, 1997a; Packman et al., 2004) or as one‐dimensional diffusion. In the latter case, the effective
diffusivity at the sediment‐water interface, Deff,0, is a dispersion coefficient that depends on the bedform
wavelength λ [L], sediment porosity θ [‐] and a characteristic pore‐scale velocity um [LT− 1]: Deff,0 ∝ λum/θ
(Elliott, 1991). The pore‐scale velocity captures the influence of the sediment's hydraulic conductivity Kh [LT− 1]
and the pressure head drop across the lee and stoss sides of the bedform hm [L]: um ∝Khhm/λ (Elliott &
Brooks, 1997a). Because the advective flow field responsible for bedform pumping decays exponentially with
depth into the streambed over a length‐scale roughly equal to the bedform wavelength, λ (Elliott &
Brooks, 1997a), the magnitude of the effective diffusivity also decays exponentially with depth (Grant, Monofy,
et al., 2020). Alternatively, if the diffusivity is assumed to be invariant with depth, the magnitude of the effective
diffusion coefficient for bedform pumping may appear to vary with time as solutes enter progressively deeper
regions of the streambed where the intensity of mixing is reduced (Marion & Zaramella, 2005).

Similarly, turbulent and dispersive mixing across flat porous beds can be represented by an effective diffusivity
that decays exponentially with depth (Chandler et al., 2016; Grant, Gomez‐Velez, et al., 2020). In this case, the
magnitude of the effective diffusivity at the sediment‐water interface (i.e., at y = 0) depends on the so‐called
permeability Reynolds Number, ReK =

̅̅̅̅
K

√
u∗/ν, where K [L2] is the sediment permeability and u∗ [LT− 1] and

ν [L2 T− 1] are the shear velocity of the stream and the kinematic viscosity of water, respectively:Deff,0 ∝RebK . The
shear velocity is a measure of ambient turbulence in a stream, and is defined as the square root of the friction (or
more formally, shear stress) exerted by the stream on the streambed, τw [ML− 1 T− 2], divided by stream water
density, ρ [M L− 3]: u∗ =

̅̅̅̅̅̅̅̅̅
τw/ρ

√
(Grant & Marusic, 2011). The magnitude of the exponent b [‐] ranges from

b ≈ 2.5 when mixing across the sediment‐water interface is dominated by turbulent diffusion (0.01≤ReK ≤ 1) to
b ≈ 1 when mixing is dominated by turbulent dispersion (ReK > 1) (Grant, Gomez‐Velez, et al., 2020; Voermans
et al., 2018). Interestingly, the dispersion coefficient discussed above for bedform pumping can also be written in
terms of the permeability Reynolds number: Deff,0 ∝Re2K (Grant, Monofy, et al., 2020). Thus, at least two
ubiquitous mechanisms for hyporheic exchange in streams—bedform pumping and turbulent diffusion/disper-
sion—can be parsimoniously represented as a one‐dimensional diffusion process with an effective diffusivity that
declines exponentially with depth into the streambed. Further, in these two cases the magnitude of effective
diffusivity at the sediment‐water interface, Deff,0, depends on the fundamental balance between the permeability
length‐scale of the streambed sediments,

̅̅̅̅
K

√
, and the inner length‐scale of the stream's turbulent velocity

boundary layer, ν/u∗, as embodied in the permeability Reynolds number, ReK .
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The above insights, which are gleaned primarily from laboratory flume experiments and multi‐physics modeling
studies, are also consistent with field measurements of solute transport and hyporheic exchange in streams. For
example, Bottacin‐Busolin (2017, 2019) have shown that solute breakthrough curves measured during field tracer
experiments (González‐Pinzón et al., 2013) are well represented by a one‐dimensional diffusion model of
hyporheic exchange where the effective diffusivity decays exponentially with depth into the streambed. Spe-
cifically, statistical moments of the tracer breakthrough curves scale as a function of distance from the injection
point in a way that is consistent with the exponential diffusion model but not consistent with other proposed
models of hyporheic exchange (Bottacin‐Busolin, 2017, 2019).

Hyporheic exchange strongly influences the fate and transport of nutrients, particularly in headwater streams
(Boano et al., 2014; Fellows et al., 2006; Hester et al., 2017; Marzadri et al., 2017; Thomas et al., 2001), by
regulating their transfer between relatively fast moving water in the bulk stream and pore fluids in the streambed
where large residence times and actively growing microbial communities provide an ideal environment for
nutrient cycling (Azizian et al., 2015; Boano et al., 2014; Boulton et al., 2010; Zarnetske et al., 2011a). This
important topic area has attracted researchers across many different fields, including hydrology, environmental
science, engineering, and ecological sciences, to name a few. Because each field brings its own terminology and
methodological approaches (Gooseff, 2010), there is a pressing need for unifying conceptual and modeling
frameworks that leverage insights across multiple disciplines into a synthetic whole.

In this paper we present one such framework that directly links the one‐dimensional diffusion model for hypo-
rheic exchange described above with a key ecological metric of nutrient spiraling called the “uptake velocity.”
The uptake velocity, which is defined as the ratio of a nutrient's benthic flux and stream concentration, represents
a type of standardized mass transfer coefficient for nutrient removal that can be compared across sites (Newbold
et al., 1981; Plont et al., 2020; Runkel, 2007; Stream Solute Workshop, 1990; Webster & Patten, 1979) and across
nutrients (e.g., nitrate vs. ammonium uptake and denitrification vs. carbon metabolism (O’Brien & Dodds, 2010;
Plont et al., 2020; Webster et al., 2003)). We evaluate this new modeling framework in two steps. First, we
reanalyze 106 previously published laboratory measurements of hyporheic exchange to evaluate the performance
of the one‐dimensional diffusion model and the depth‐dependence of the effective diffusivity across a wide range
of experimental approaches, streambed morphologies, hydraulic conditions, and sediment properties. Simple
regression models are prepared for the inferred hyporheic exchange parameters, so that these lab‐scale studies can
be extrapolated to other experimental and field systems. Second, the regression models are applied to previously
published nitrate uptake velocities measured in 72 headwater streams across the United States, collected as part of
the Lotic Intersite Nitrogen Experiment (LINX II) (Beaulieu et al., 2011; Hall et al., 2009; Mulholland
et al., 2008; Wymore et al., 2019).

2. Modeling Framework for Nutrient Cycling in Streams

In this section we derive a simple resistor‐in‐series model for the uptake velocity, v f [LT− 1], and explore its
asymptotic behavior.

2.1. Resistor‐In‐Series Representation of the Uptake Velocity

The derivation starts with a conceptual model in which nutrient transfer from the stream to the streambed occurs
in three steps (Figures 1a and 1b). In the first step, a nutrient molecule in the bulk stream is vertically transported
by stream turbulence through the water column and across a concentration boundary layer located just above the
sediment‐water interface. This first step can be represented mathematically by a convective mass transfer co-
efficient, km [LT− 1] (Step 1 in Figure 1b):

Jbed = km (Cstr − CSWI) (1)

Variables appearing here include the vertical flux of a nutrient from the stream to the streambed, Jbed [ML− 2 T− 1],
the nutrient concentration in the bulk stream, Cstr [ML− 3], and the nutrient concentration just above the sediment‐
water interface, CSWI [ML− 3]. A positive flux, Jbed > 0, denotes a net transfer of nutrients from the bulk stream to
the sediment‐water interface. The mass transfer coefficient, km, represents the velocity with which mass is
“squeezed” across the concentration boundary layer by stream turbulence (Grant &Marusic, 2011). According to
surface renewal theory, the mass transfer coefficient can be estimated from the stream's shear velocity, u∗, and
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Schmidt Number, Sc [‐], where the latter represents the ratio of molecular diffusion of momentum and mass in the
stream (Grant, Azizian, et al., 2018; O’Connor & Hondzo, 2008):

km = 0.17u∗Sc− 2/3 (2a)

Sc =
ν
Dm

(2b)

The variables ν [L2 T− 1] and Dm [L2 T− 1] represent the kinematic viscosity of water and the molecular diffusion
coefficient of the nutrient, respectively.

As documented by Anlanger et al. (2021), measurements of nutrient uptake by epibenthic biofilms growing in a
gravel stream agree closely with predictions from surface renewal theory. Further, these researchers found that
both measurements and surface renewal theory predictions of nutrient uptake at the patch scale (O(1 m)) can be
extrapolated to nutrient uptake at the stream reach scale (O(1 km)) by spatial averaging.

Once a nutrient molecule reaches the sediment‐water interface, in the second step it is transported across the
benthic biolayer, which generally includes both autotrophic and heterotrophic microorganisms, and into
streambed by myriad hyporheic exchange mechanisms (Step 2 in Figure 1b). In this paper we approximate this
second transport step as a one‐dimensional diffusion process, with an effective diffusivity that is either constant or
decays exponentially with depth. Mathematically this implies that the effective diffusivity can be represented as
follows where Deff,0 [L2 T− 1] is the effective diffusivity at the sediment‐water interface and lm [L] is the mixing
length‐scale over which the effective diffusivity decays with depth y into the streambed (Figure 1c):

Deff( y) = Deff,0e−
y
lm (3)

The effective diffusivity is constant with depth in the limit, lm → ∞. In the event that hyporheic exchange occurs
by bedform pumping, our earlier discussion (Section 1) suggests that the mixing length scale is roughly equal to
the bedform wavelength, lm ≈ λ. A central hypothesis of our paper is that Equation 3 approximates many, though
likely not all, hyporheic exchange mechanisms.

In the third step, the nutrient molecule undergoes various transformation reactions as it contacts the benthic
biolayer and mixes into the hyporheic zone. The reaction step is represented here by a bulk first‐order reaction
with rate constant, k [T− 1] (Step 3 in Figure 1b).

Given this conceptual model, a steady‐state mass balance over a differential slice of pore fluids in the streambed
yields the following equation for nutrient flux through the benthic biolayer and hyporheic zone, JHZ [ML− 2 T− 1],
where K0 and K1 are modified Bessel functions of the second kind (see Text S1 in Supporting Information S1 for
derivation):

Figure 1. Conceptual and mathematical model for the uptake velocity of nutrients and other reactive contaminants in streams. (a) Conceptual model. (b) Nutrient
transport across the concentration boundary layer by stream turbulence (Step 1) is coupled to nutrient transport into the streambed by hyporheic exchange (Step 2) and
biotic (or abiotic) reactions in the streambed (Step 3). These three steps are indicated in the figure by bold red numbers. (c) Transport of nutrients into the streambed by
hyporheic exchange is modeled by an effective diffusivity that declines exponentially with depth into the sediment (see Equation 3).
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JHZ = CSWI
̅̅̅̅̅̅̅̅̅̅̅̅̅
kDeff,0

√
F(Da) (4a)

F(Da) =
K0(2

̅̅̅̅̅̅
Da

√
)

K1(2
̅̅̅̅̅̅
Da

√
)

(4b)

Da =
kl2m
Deff,0

(4c)

The dimensionless Damköhler Number, Da, is the ratio of rates for in‐bed reaction, k, and in‐bed hyporheic zone
mixing,Deff,0/ l2m. Equating nutrient fluxes across the concentration boundary layer by stream turbulence, Jbed, and
into the hyporheic zone by hyporheic exchange and reaction, θJHZ , solving for the concentration at the sediment‐
water interface, and substituting the result into Equation 1, we arrive at the following formula for nutrient flux into
the streambed:

Jbed = kmCstr

⎛

⎜
⎜
⎜
⎜
⎝
1 −

1

1 + θ
̅̅̅̅̅̅̅̅̅
kDeff,0

√

km
F(Da)

⎞

⎟
⎟
⎟
⎟
⎠

(5)

The streambed porosity, θ, was included in the flux matching condition, Jbed = θJHZ , to ensure mass conservation
across the sediment‐water interface (Grant et al., 2012). From this last result we can also derive a solution for the
uptake velocity which, by definition, equals the benthic flux of the nutrient into the stream bed, Jbed, divided by
the nutrient concentration in the bulk stream, Cstr:

v f =
Jbed
Cstr

= km

⎛

⎜
⎜
⎜
⎜
⎝
1 −

1

1 + θ
̅̅̅̅̅̅̅̅̅
kDeff,0

√

km
F(Da)

⎞

⎟
⎟
⎟
⎟
⎠

(6)

Inverting Equation 6 we arrive at a remarkably simple expression for the total mass transfer resistance for nutrient
uptake in the hyporheic zone, RT [TL− 1] (Figure 2a):

1
v f
= RT = R1 + R2 (7a)

R1 =
1
km

(7b)

R2 =
1

θ
̅̅̅̅̅̅̅̅̅̅̅̅̅
kDeff,0

√
F(Da)

(7c)

The total mass transfer resistance, RT , is a measure of how difficult it is to remove a nutrient molecule from the
stream by hyporheic exchange and reaction; that is, the larger the resistance the more difficult nutrient removal
becomes. Because a nutrient molecule must first traverse the concentration boundary layer before entering the
streambed, the in‐stream and in‐bed mass transfer resistances act in series (Figure 2a); that is, R1 and R2 are
additive in Equation 7a. One implication is that when R1 ≫R2, mass transport across the concentration boundary
layer becomes a “bottleneck” for nutrient uptake by the streambed. Put another way, convective mass transport
across the concentration boundary layer imposes an upper limit on the uptake velocity (Grant, Azizian,
et al., 2018).

The above formulae are premised on the idea that the diffusivity decays exponentially with depth into the
streambed. If the diffusivity is constant with depth (i.e., lm → ∞), all of the above results remain unchanged,
except the function F(Da) is equal to unity, Flm→∞(Da) = 1. The asymptotic behavior of this resistor‐in‐series
model for the uptake velocity is discussed next.
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2.2. Asymptotic Behavior of Resistor‐In‐Series Model

The expressions derived above for nutrient uptake velocity—or its inverse the total mass transfer resistance—
simplify when certain variables become either large or small. For example, we note that the function, F(Da),
ranges from 0 to 1, where the upper and lower‐limits correspond to Da → 0 and → ∞, respectively. Therefore,
when the Damköhler Number is large (i.e., rate of reaction in the streambed is fast relative to the rate of hyporheic
exchange), the second mass transfer resistance simplifies as follows, R2 = 1/θ

̅̅̅̅̅̅̅̅̅̅̅̅̅
kDeff,0

√
(Da≫ 1, Figure 2b). Note

that this simplification also applies when the effective diffusivity is constant with depth (i.e., lm → ∞, see last
section). Further, if the resistance for mass transfer across the concentration boundary layer is relatively small
(i.e., R2 ≫R1) then the uptake velocity becomes, v f ≈ θ

̅̅̅̅̅̅̅̅̅̅̅̅̅
kDeff,0

√
when Da≫ 1.

In the opposite limit, when the Damköhler Number is small, 0<Da≪ 1, the rate of reaction in the streambed is
slow relative to the rate of hyporheic exchange. The asymptotic behavior of F(Da) in this limit can be found by
performing a first‐order Taylor Series expansion of Equation 4b around Da = 0: F(Da)≈

̅̅̅̅̅̅
Da

√
f (Da), where

f (Da) = − ln Da − 2γ and γ ≈ 0.5772 is Euler's constant. Thus, in this small Damköhler Number limit, the second
mass transfer resistance becomes, R2 ≈ 1/kθlm f (Da) (Figure 2c). Further, if the resistance for mass transfer
across the concentration boundary layer is relatively small, R2 ≫R1, then the uptake velocity becomes,
v f ≈ kθlm f (Da) when 0<Da≪ 1. Under these conditions, the uptake velocity depends only on the first‐order
reaction rate constant k and the volume (per unit bed area) of interstitial fluids in the hyporheic zone,
θlm f (Da); in effect, the hyporheic zone is a well‐mixed reactor. The effective depth of this well‐mixed reactor,
lm f (Da), depends on lm and the Damköhler Number through the functional dependence, f (Da). All else being

Figure 2. A resistor‐in‐series model for the uptake velocity, v f , of nutrients and other reactive contaminants in streams. (a) Under steady‐state conditions the inverse of
the uptake velocity is equal to the total mass transfer resistance, 1/ v f = RT . The total resistance, in turn, is equal to the sum of two mass transfer resistors in series, one
accounting for in‐stream mixing across the concentration boundary layer (R1) and another accounting for in‐bed mixing and first‐order reaction (R2): RT = R1 + R2. Panels
(b–e) asymptotic behavior of the resistor‐in‐series model based on the magnitudes of the Damköhler Number, Da, and the resistor ratio, NR = R1/R2. The functions
appearing in the definition of R2 are defined as follows: F(Da) = K0(2

̅̅̅̅̅̅
Da

√
)/K1(2

̅̅̅̅̅̅
Da

√
) and f (Da) = − 2γ − lnDa, where K0 and K1 are Bessel functions of the second

kind and γ is Euler's Number (see main text). Variables not defined here are defined in Figure 1.
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equal, the effective depth of the well‐mixed reactor increases with decreasing Da. Interestingly, the commonly
used transient storage model for solute transport in streams assumes that the hyporheic zone is a well‐mixed
reactor (Knapp & Kelleher, 2020). Thus, the transient storage model can be viewed as a special case of our
more general theory.

The relative importance of in‐stream mixing versus in‐bed mixing and first‐order reaction is defined by the ratio
of the two mass transfer resistances:

NR =
R1
R2
=

̅̅̅̅̅̅
Da

√
F(Da)
Bi

(8a)

Bi =
kmlm
θDeff,0

(8b)

The Biot Number, Bi, describes the relative rates of convective mass transport across the concentration boundary
layer and mixing by hyporheic exchange in the streambed (Grant, Gomez‐Velez, & Ghisalberti, 2018). In‐stream
mixing controls the uptake velocity, v f ≈ km, whenNR ≫ 1 or, equivalently, whenDa≫ 1 and Bi≪ 1 (Figure 2d).
In‐bed mixing and first‐order reaction control the uptake velocity, v f ≈ θ

̅̅̅̅̅̅̅̅̅̅̅̅̅
kDeff,0

√
F(Da), when NR ≪ 1 or,

equivalently, when Da≪ 1 and Bi≫ 1 (Figure 2e).

2.3. Experimental and Field Testing the Resistor‐In‐Series Model

We evaluated the resistor‐in‐series model in two steps. First, we tested the exponential diffusion model for
hyporheic exchange (Equation 3 and Figure 1c) against laboratory measurements of hyporheic exchange
collected over a wide range of exchange mechanisms, hydraulic conditions, sediment properties, and experi-
mental designs (Sections 3.1 and 4.1). A key outcome of this first step is a validation of Equation 3 and a set of
regression relationships for the diffusivity model's two key parameters (Deff,0 and lm) that can be applied to other
laboratory and field systems. Second, we applied these regression relationships to nitrate uptake velocities
measured in headwater streams draining urban, agricultural and reference landscapes throughout the United
States (Sections 3.2 and 4.2). Key outcomes of this second step include estimates of the first‐order rate constant
for nitrate removal in the streambed by assimilation and denitrification (k in Figure 1b), regression relationships
for these rate constants, and new insights into how land‐use, stream physics, and biological processes collectively
influence in‐stream and in‐bed mixing and nitrate uptake in headwater streams.

3. Methods
3.1. Testing the Diffusive Model of Hyporheic Exchange

There is ample evidence from laboratory and field studies that the mass transfer of solutes across the concentration
boundary layer above a streambed (Step 1 in Figure 1b) is well‐described by surface renewal theory (see
Equations 1 and 2a and discussion thereof) (Grant & Marusic, 2011; O’Connor & Hondzo, 2008; O’Connor
et al., 2009). What is less clear is whether the exponential diffusivity model adequately represents hyporheic
exchange (Step 2 in Figure 1b). This knowledge gap was addressed as follows.

3.1.1. Previously Published Laboratory Data

The exponential diffusivity model (Equation 3) was tested on 106 previously published laboratory flume and
stirred tank measurements of hyporheic exchange. These experiments all used a conservative solute to measure
hyporheic exchange over a wide range of hydrodynamic conditions and sediment bed properties and morphol-
ogies, including flat beds (66 experiments), ripples and dunes (28 experiments), and alternate bars (12 experi-
ments) (Chandler et al., 2016; Elliott & Brooks, 1997b; Eylers, 1994; Lai et al., 1994; Packman &MacKay, 2003;
Packman et al., 2000, 2004; Rehg et al., 2005; Richardson & Parr, 1988; Tonina & Buffington, 2007). These
experiments also differed relative to (a) the nature of the laboratory set‐up used to measure hyporheic exchange,
including recirculating flumes (46 experiments), stirred tanks (23 experiments), and once‐pass through flumes (37
experiments); and (b) the initial condition adopted, including a conservative dye initially placed in the water
column (46 experiments) or a conservative dye initially placed in the pore fluids of the streambed (60 experi-
ments). In recirculating flume and stirred tank experiments, which are closed systems, hyporheic exchange is
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measured by the rate at which solute concentrations in the overlying water column and sediment pore fluids
approach a well‐mixed equilibrium state; that is, faster hyporheic exchange manifests as a faster approach to
equilibrium. In the once‐pass through flume experiments, which are open systems, clean (solute‐free) water is
continuously run over the top of a streambed that is initially saturated with solute. Hyporheic exchange is
measured by the rate at which solute mass discharged from the flume drops to zero; that is, faster hyporheic
exchange manifests as a faster “wash‐out” of solute from the streambed. Key attributes of each experiment are
summarized in Table S1 in Supporting Information S1.

3.1.2. Analytical Solutions to the Exponential Diffusivity Model

Different analytical solutions to the diffusivity model were applied to the above experimental data, depending on
the presumed depth profile of the effective diffusivity (the effective diffusivity is constant (C‐profile) or declines
exponentially with depth (E‐profile)), whether the experiment was conducted in a closed (recirculating flume and
stirred tank) or open (once pass‐through flume) system, and the nature of the sediment bed's lower boundary
condition (finite or infinite in extent). Details are presented in Text S1–S4 in Supporting Information S1.

3.1.3. Diffusivity Model Performance and Parameter Inference

Values for the effective diffusivity at the sediment‐water interface (Deff,0, both C‐ and E‐profiles) and the mixing
length‐scale (lm, E‐profile only) were inferred by minimizing the root mean squared error (RMSE) between
observed and model‐predicted concentrations in the water column (closed systems, 69 studies) or instantaneous
mass discharge of solute out of the flume (open systems, 37 studies). Model performance was evaluated based on
RMSE, corrected Akaike Information Criterion (AICc, which identifies the most parsimonious model based on a
balance between model fit and the number of model parameters (Akaike, 1974; Brewer et al., 2016)), and Nash‐
Sutcliffe Efficiency (NSE, which ranges from 0 to 1, where the lower limit indicates that the model represents the
data no better than the mean and the upper limit indicates a perfect representation of the data (Weglarczyk, 1998)).
All calculations were carried out in Wolfram Mathematica (v 14).

3.1.4. Regression Relationships for Deff,0 and lm

Because the hyporheic exchange experiments included in this study were all conducted under well‐characterized
and well‐controlled conditions, inferred values of Deff,0 and lm can be regressed against measured physical,
hydraulic, and sediment properties with the goal of deriving simple formulae for these diffusivity parameters that
can be applied to other experimental or field systems.

To this end, we conducted a set of multiple linear regression (MLR) studies, adopting Deff,0 and lm as the two
dependent variables and the following reported features of each laboratory experiment as potential explanatory
variables: (a) water column height hw [L]; (b) shear velocity u∗ [LT− 1]; (c) kinematic viscosity of water ν [L2 T− 1];
(d) molecular diffusion coefficient of the tracerDm [L2 T− 1]; (e) sediment porosity θ [‐], depth db [L], permeability
K [L2], median grain size d50 [L], andmorphology (flat bed, bedforms, or alternate bars); (f) bedform height hb [L]
and wave number wn = 2π/λ [L− 1] where λ [L] is the wavelength of the bedform; and (g) bed roughness
ks = 3d90 + 1.1hb (1 − e− 25hb/λ) [L] (O’Connor & Harvey, 2008) where d90 [L] is the 90th percentile sediment
grain size. For flat beds the height and wavelength variables become, hb → 0 and λ→ ∞, respectively. The depth‐
averaged stream velocity was not included in this list because it has no meaning in the context of stirred tank
experiments.

Sediment bed morphology was treated as a binary variable where, for example, F(0, 1) = 1 or 0 indicates the
sediment bed was either flat or not, respectively. Only two binary bed morphology variables were included in the
MLR (flat bed F(0, 1) and bedform B(0, 1)) because the third is implied by the value of the other two
(Alkharusi, 2012); for example, if the sediment bed is not flat, F(0, 1) = 0, and does not have bedforms,
B(0, 1) = 0, it must have alternate bars. Because many of the continuous independent variables varied over
multiple orders of magnitude, and to improve the normality of residuals, we assumed a power‐law relationship
between dependent and continuous independent variables (Grant et al., 2012). An exponential functional rela-
tionship was assumed for the binary variables F(0, 1) and B(0, 1), to avoid singularities in the regression model
when either binary variable equals zero. Given these preliminaries, the log‐transformed regression equations for
Deff,0 and lm take on the following linear form (C. Y. Chen et al., 2024; Grant et al., 2012):

AGU Advances 10.1029/2024AV001373

MONOFY ET AL. 8 of 25

 2576604x, 2024, 6, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024A

V
001373 by Politecnico D

i T
orino Sist. B

ibl D
el Polit D

i T
orino, W

iley O
nline L

ibrary on [07/01/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



lnDeff,0 = A1 + B1lnhw + C1lnu∗ + D1lndb + E1lnK + F1lndg + G1lnks + H1lnν

+ I1lnDm + J1lnhb + K1wn + L1lnθ +M1 F(0, 1) + N1B(0, 1)
(9a)

lnlm = A2 + B2lnhw + C2lnu∗ + D2lndb + E2lnK + F2lndg + G2lnks + H2lnν

+ I2lnDm + J2lnhb + K2wn + L2lnθ +M2 F(0, 1) + N2B(0, 1)
(9b)

The factors A1,…,N1 and A2,…,N2 are the regression coefficients to be determined. Prior to performing the
MLR, the Variance Inflation Factor (VIF) of all potential explanatory variables was calculated; explanatory
variables with VIF >5 (indicating strong covariance with other explanatory variables) were removed (Ott &
Longnecker, 2004). The dependent variables, lnDeff,0 and lnlm, were then regressed against all possible combi-
nations of the potential explanatory variables appearing on the right hand side of Equations 9a and 9b (glmulti
package in R (Calcagno & Mazancourt, 2010)). This process generates a population of candidate regression
models, some with only a single explanatory variable, some with different combinations of two explanatory
variables, and so on. From this list we selected final regression models for Deff,0 and lm in three steps. First, we
removed any candidate models for which one or more regression coefficients were not significantly different than
zero at p‐value ≤0.01. Second, the remaining candidate models were ranked by AICc, where the model with the
lowest AICc is the most parsimonious (Brewer et al., 2016). Finally, candidate models with the lowest AICc were
selected. Because AICc penalizes models that contain explanatory variables that confer only marginal im-
provements to overall model fit, the final top‐ranked models for Deff,0 and lm are likely to have fewer variables
than those listed on the right hand side of Equations 9a and 9b, respectively.

3.2. Field Application of the Resistor‐In‐Series Model

3.2.1. LINX II Measurements of Nitrate Uptake Velocity

The resistor‐in‐series model (Equation 6) was applied to nitrate uptake velocities measured in 72 headwater
streams during LINX II, which occurred over 5 years from 2001 to 2006 (Beaulieu et al., 2011; Hall et al., 2009;
Mulholland et al., 2008, 2009). At each LINX II site 15N‐labeled nitrate was continuously injected into the stream
and simultaneously measured a fixed distance downstream. From these data, LINX II researchers calculated the
removal of nitrate by both assimilation and denitrification (“total nitrate uptake velocity,” vf,tot) and denitrification
alone (“denitrification uptake velocity,” vf,den). Application of the resistor‐in‐series model to the LINX II data set
required site‐specific estimates for in‐stream and in‐bed transport parameters as follows.

3.2.2. Estimating Transport Parameters at the LINX II Sites

The three transport parameters (km, Deff,0, and lm, see Figure 1b) were estimated for each LINX II site from
regression formulae (presented later in Section 4.1.3) using site‐specific values of the shear velocity, stream slope,
stream water depth, and temperature‐dependent values for the molecular diffusion coefficient of nitrate in water
and kinematic viscosity (see Table S1 in the Supporting Information of Grant, Azizian, et al. (2018)). Following
Marzadri et al. (2014), we set the streambed porosity across all LINX II sites equal to θ = 0.32 and used the
following empirical formula to estimate hydraulic conductivity, Kh, from site‐specific measurements of median
grain diameter, d50: Kh = 16.88 + 10.6d50 (Salarashayeri & Siosemarde, 2012), where Kh is in units of meters per
day and d50 is in units of mm. Hydraulic conductivity was then converted to sediment permeability as follows,
K = Khν/g, where ν is the kinematic viscosity of water and g = 9.81 m2 s− 1 is the gravitational acceleration
constant.

3.2.3. Regression Relationships for the First‐Order Rate Constant

As described in Section 4.2.2, application of the resistor‐in‐series model to the LINX II data set allowed us to infer,
for each site, first‐order rate constants for in‐bed removal of nitrate by assimilation and denitrification, ktot, and
denitrification alone, kden. A set ofMLR studies were then carried out, in which inferred values of ktot and kden were
taken as the dependent variables and the following measured properties at each LINX II site were adopted as
potential explanatory variables: (a)median grain diameterd50 [L]; (b) streamnitrate concentration [NO−3 ] [ML

− 3];
(c) gross primary production (GPP) and ecosystem respiration (ER) [ML− 2 T− 1]; (d) the ratio betweenGPP andER
which indicates whether autotrophy (GPP/ER >1) or heterotrophy (GPP/ER <1) dominates stream metabolism
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(Plont et al., 2020); (e) stream temperature T (Celsius); and (f) binary variables for land‐use type, including
agriculture AGR(0, 1) and urbanURB(0, 1) land‐usewhere, for example, AGR(0, 1)= 1 or 0 indicates streams that
drain agricultural areas or not. Reference land‐use is implied by the values AGR(0, 1)= 0 and URB(0, 1)= 0 (see
Section 3.1.4 for discussion of implicit binary variables). Adopting power‐law and exponential functional re-
lationships for the continuous and binary variables, respectively, the log‐transformed regression equations for ktot
and kden take on the following linear form:

lnktot = A3 + B3lnd50 + C3ln[NO−
3 ] + D3lnGPP + E3lnER + F3ln

GPP
ER

+ G3lnT

+H3AGR(0, 1) + I3URB(0, 1)
(10a)

lnkden = A4 + B4lnd50 + C4ln[NO−3 ] + D4lnGPP + E4lnER + F4ln
GPP
ER

+ G4lnT

+H4AGR(0, 1) + I4URB(0, 1)
(10b)

Here, the factors A3,…,I3 and A4,…,I4 are regression coefficients to be determined. Any potential explanatory
variables with VIF >5 were removed prior to performing the MLR. As described in Section 3.1.4, a population of
regression models were generated for all possible combinations of the potential explanatory variables (glmulti
package in R (Calcagno & Mazancourt, 2010)). Regression models were removed if one or more explanatory
variables were not significant at p< 0.01. The remaining models were then ranked by AICc and the most
parsimonious models for ktot and kden were selected for further consideration.

4. Results and Discussion
4.1. Laboratory Testing the Diffusivity Model of Hyporheic Exchange

To test Equation 3 we: (a) determined which diffusivity depth profile (C‐profile or E‐profile) best represents
laboratory measurements of hyporheic exchange (Section 4.1.1); and (b) evaluated how the inferred parameter
values differ depending on whether the model assumes the sediment bed is finite or infinite in extent (Sec-
tion 4.1.2). We then developed simple regression formulae for the diffusivity model's inferred parameters that can
be applied to other laboratory and field systems (Section 4.1.3).

4.1.1. Diffusivity Depth Profile

The RMSE between measured and model‐predicted water column solute concentrations (closed systems) or
solute fluxes (open systems) were computed for all 106 laboratory hyporheic exchange experiments included in
this study. This RMSE calculation was carried out twice, once using the analytical solution for the constant
diffusivity profile (C‐profile, RMSEC), and again using the analytical solution for an exponentially declining
diffusivity profile (E‐profile, RMSEE). Both of these analytical solutions assumed that the sediment bed is finite
in extent; that is, a no‐flux boundary condition is imposed at y = db, where db equals the reported depth of the
sediment bed. The normalized difference between these two RMSE values,
ΔRMSE = (RMSEE − RMSEC)/RMSEE, is a measure of whether the C‐profile model (ΔRMSE> 0) or E‐
profile model (ΔRMSE< 0) better represents the concentrations or fluxes measured in a particular experiment.
The E‐profile model had lower error in 89 of the 106 experiments (i.e., ΔRMSE< 0, blue bars on left side of
Figure 3a). Further, across all experiments the E‐profile is a reasonable representation of the measured normalized
concentration or flux based on both the model's RMSE (<2.4% error) and NSE (95% of experiments had a
NSE> 0.88).

Because the E‐profile model has one more parameter than the C‐profile model, the former's superior performance
could be an artifact of overfitting. To investigate this possibility, we repeated the above analysis after replacing
RMSE with AICc, which penalizes models with more parameters: ΔAICc = (AICcE − AICcC)/AICcE. Values
of ΔAICc< 0 or >0 indicate a higher ranking for the E‐profile model or C‐profile model, respectively. Based on
AICc, the E‐profile model still outperforms the C‐profile model in 83 of the 106 experiments (blue bars on right
side of Figure 3a). Further, an experimental artifact is implicated for most (18 of 23) of the experiments for which
the C‐profile is superior. Namely, in these experiments the sediment bed depth was less than 30% of the inferred
mixing length‐scale (i.e., db/ lm < 0.3), implying that hyporheic exchange flows likely “felt the bottom” of the
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sediment bed in these cases. In summary, the E‐profile (i.e., Equation 3 with a finite value of lm) is a robust
representation of hyporheic exchange in both closed and open systems, across various experimental designs
(recirculating flumes, stirred tanks, once pass‐through flumes) and for a wide range of sediment bed morphol-
ogies, sediment properties, and hydraulic conditions.

4.1.2. Influence of the Bottom Boundary

Next we investigated how the assumed bottom boundary condition in the model (either finite or infinite in extent)
influences inferred values of the E‐Profile's two parameters,Deff,0 and lm. Across the 83 experiments for which the
E‐profile was superior (i.e., ΔAICc< 0), estimates for these two parameters vary over 5 and 2.5 orders of
magnitude, respectively, from Deff,0 ≈ 10− 9 to 10− 4 m2 s− 1 and from lm ≈ 10− 3.5 to 0.1 m (Figures 3b and 3c).
For these 83 experiments, values of Deff,0 and lm inferred from the finite and infinite bed models are the same
within error (i.e., they plot close to the one‐to‐one line in Figures 3b and 3c). As long as the inequality,
db/ lm > 0.3, is satisfied, the finite depth of the hyporheic zone does not need to be explicitly represented. Note that
our resistor‐in‐series model for the uptake velocity (Equation 6) assumes that the streambed is infinitely deep.

Figure 3. Evaluation of the diffusivity model for hyporheic exchange based on 106 previously published laboratory
experiments. (a) The model's diffusivity depth‐profile (C‐ or E‐profiles) was evaluated using either normalized root mean
squared error or normalized AICc as the model metric. Red or blue regions indicate experiments for which the C‐ or E‐
profiles, respectively, are superior. (b and c) The influence of the model's bottom boundary condition (finite or infinite) on
inferred values of the E‐profile's effective diffusivity at the sediment‐water interface (panel b) and mixing depth (panel c).
The one‐to‐one line indicates a perfect correspondence.
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Thus, in cases where the depth of the hyporheic zone is less than 30% of the mixing length, lm, the resistor‐in‐
series model may need to be modified to explicitly account for the bottom boundary.

4.1.3. Regression Relationships for Deff,0 and lm

In preparing regression equations for the E‐profile's two parameters, Deff,0 and lm, we included only laboratory
experiments for which the inequality ΔAICc< 0 was satisfied (see last section). That left a total of 83 experiments
for inclusion in the MLR study, including 54 experiments with flat beds, 19 with bedforms (ripples or dunes), and
10 with alternate bars. Values of Deff,0 and lm inferred from fitting Equation 3 to these 83 experiments varied by
sediment bed morphology (Figures 4a and 4b), with median values increasing in order: flat bed (10− 6.9 m2s− 1 and
1 cm) < bedforms (10− 6.6 m2s− 1 and 3 cm) < alternate bars (10− 4.5 m2s− 1 and 6 cm). Mixing intensity at the
sediment‐water interface and the depth to which that mixing penetrates both depend on bed morphology.

To identify other variables that influence in‐bed mixing beyond bed morphology, we conducted two rounds of
MLR. In the first round we created regression models for lnDeff,0 and lnlm, excluding any experiments for which
the inequality, db/ lm > 0.3, was not satisfied. Due to high collinearity with other variables (VIF> 5), four in-
dependent variables—the binary variable for bedforms B(0, 1) and continuous variables for bedform height hb,
bedform wave number wn, and sediment porosity θ—were excluded from the MLR analysis. Regression models
constructed from all combinations of the remaining variables were ranked by AICc, resulting in the following top‐
models for the effective diffusivity at the sediment‐water interface and mixing depth, expressed here in their
exponentiated form (compare with Equations 9a and 9b):

Deff,0 = 10− 4.76±2.02k0.36±0.15s u 1.37±0.19∗ K0.63±0.06d− 0.48±0.21b D− 0.76±0.21m , R2 = 0.89 (11a)

lm = 10− 27.53±7.09k0.35±0.11s u 0.43±0.14∗ ν− 3.74±1.08Dm
− 0.52±0.17, R2 = 0.69 (11b)

Figure 4. The influence of sediment bed morphology (flat bed, bedforms, or alternate bars) on inferred values of (a) effective diffusivity at the sediment‐water interface
and (b) mixing depth from laboratory measurements of hyporheic exchange. The performance of multiple linear regression models for (c) effective diffusivity at the
sediment‐water interface (Equation 12a), (d) mixing depth (Equation 12b), and (e) mixing depth without the inclusion of the bed roughness Reynolds Number
(Equation 13). Solid lines represent a perfect correspondence between experimental and regression model‐predicted values. Dashed lines represent the 90% prediction
interval for each regression.
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Given the apparent influence of bed morphology on Deff,0 and lm (see Figures 4a and 4b), it is surprising that the
binary variables B(0, 1) and F(0, 1) do not appear in these regressions. As noted earlier, the binary variable for
bedforms, B(0, 1), was removed from the MLR due to high colinearity with other independent variables. Further,
while some top models included the binary variable for flat beds, F(0, 1), the prefactor for this variable was not
significantly different than zero at p< 0.01. Finally, because both B(0, 1) and F(0, 1) are not included in the top
ranked models, the implicit binary variable for alternate bars is also not included; recall, alternate bars correspond
to the case, B(0, 1) = F(0, 1) = 0 (see Methods). Thus, in the context of these regressions, it appears that bed
morphology influences in‐bed mixing indirectly, rather than directly, by changing bed roughness (ks) and shear
stress (or friction) at the bed (u∗).

In the second round of MLR we derived non‐dimensional forms of these two regression equations, with the goal
of identifying the fundamental dimensionless numbers that serve as master variables for in‐bed mixing by
hyporheic exchange. The Buckingham Π Theorem (Buckingham, 1914) suggests that Equation 11a can be recast
in terms of five dimensionless numbers, provided that kinematic viscosity, ν, is included in the list of original
variables. We adopted a normalized form of the effective diffusivity at the sediment‐water interface (Deff,0Dm

) as the
dependent variable and the following non‐dimensionless numbers as potential explanatory variables: (a) bed
Reynolds Number (Reb, representing the ratio of the bed depth and the inner length‐scale of the stream's turbulent
velocity boundary layer, ν/u∗); (b) the permeability Reynolds Number (ReK , representing the ratio of the
permeability length‐scale

̅̅̅̅
K

√
and ν/u∗); (c) the roughness Reynolds Number (Re∗, representing the ratio of the

bed roughness length‐scale ks [L] and ν/u∗); and (d) the Schmidt Number (Sc = ν/Dm), representing the ratio of
molecular diffusion of momentum and mass through the pore fluids. Likewise, the Buckingham Π Theorem
indicates that Equation 11b can be recast in terms of three dimensionless numbers. We adopted a normalized
mixing depth (lmu∗

ν ) as the dependent variable and the roughness Reynolds Number Re∗ and Schmidt Number Sc as
potential explanatory variables. Repeating the MLR analysis with this set of non‐dimensional numbers yields the
following dimensionless forms of Equations 11a and 11b (Figures 4c and 4d):

Deff,0
Dm

= 10− 1.56±0.55 ReK1.34±0.05 Sc1.56±0.17, R2 = 0.89 (12a)

lmu∗

ν
= 10− 2.57±0.59 Re∗

0.93±0.05 Sc0.87±0.17, R2 = 0.84 (12b)

ReK =
u∗

̅̅̅̅
K

√

ν
(12c)

Re∗ =
u∗ks
ν

(12d)

Comparing Equations 11a and 12a we note that bed depth db and bed roughness ks appear in the former but not in
the latter (i.e., the bed and roughness Reynolds Numbers do not appear on the right hand side of Equation 12a).
The bed Reynolds Number was removed due to high collinearity with other variables (VIF = 10). All MLR
models containing the roughness Reynolds Number were excluded because the regression coefficient for this
dimensionless number was not significantly different than zero at p< 0.01. Also note that the coefficient of
determination for the mixing depth is higher in its dimensionless form (R2 = 0.69 and 0.84 for Equations 11 and
12b, respectively). This is because the shear velocity appears on both the left and right side of Equation 12b and
thus the coefficient of determination is artificially elevated in this case.

The inferred power‐law dependence of the effective diffusivity on the permeability Reynolds Number,
Deff,0 ∝RebK with b = 1.34, is consistent with previously published multi‐physics model simulations and labo-
ratory measurements of hyporheic exchange across flat beds and bedforms for which with the power‐law
exponent ranges from b = 1 to 2.5 (C. Y. Chen et al., 2024; Grant, Gomez‐Velez, et al., 2020; Grant, Monofy,
et al., 2020; Voermans et al., 2018). Furthermore, the power‐law dependence of the mixing depth lm on the
roughness Reynolds Number, lm ∝Re0.93∗ , is similar to the scaling relationship proposed by C. Y. Chen
et al. (2024) for the mixing depth associated with turbulent flow over a flat porous bed, δ∝Re1.01∗ . The latter was

AGU Advances 10.1029/2024AV001373

MONOFY ET AL. 13 of 25

 2576604x, 2024, 6, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024A

V
001373 by Politecnico D

i T
orino Sist. B

ibl D
el Polit D

i T
orino, W

iley O
nline L

ibrary on [07/01/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



estimated from numerical simulations of turbulent flow over a porous bed, where the length‐scale δ is referenced
relative to the inflection point of the mean velocity profile near the bed (C. Y. Chen et al., 2024).

One potential concern with the regression formulae developed above for lm (Equations 11 and 12b) is that they
depend on the bed roughness ks or its dimensionless form, the roughness Reynolds Number, Re∗. This variable
requires information on bedform height and wavelength—information that may not be available for many
streams. We therefore performed one final MLR in which the dimensionless form of lm was regressed against Rek
and Sc alone. The result (Equation 13, Figure 4e) explains slightly less variance but is likely to be more useful in
practice, as demonstrated later in the context of the LINX II data set.

lmu∗

ν
= 101.22±0.73 ReK1.02±0.07 Sc0.44±0.2, R2 = 0.72 (13)

In summary, simple regression formulae (Equations 12a and 13) were derived for the exponential model's two key
parameters—effective diffusivity at the sediment‐water interface and mixing depth—based solely on the stream's
permeability Reynolds Number ReK and Schmidt Number Sc. These two parameter can be readily estimated for a
particular stream from the median grain size of the streambed and the stream's depth, slope, and temperature.

4.2. Field Application of the Resistor‐In‐Series Model

Here we demonstrate that the above regression formulae and the resistor‐in‐series model for the uptake velocity
can be combined to yield new insights into the physical and biological controls on nutrient removal in the
hyporheic zone of headwater streams. This analysis was implemented in four steps. First, we estimated values
of km, Deff,0 and lm for each LINX II site, and then evaluated how these transport parameters vary across
streams draining agricultural, urban, and reference land‐use types (Section 4.2.1). Using the resistor‐in‐series
model, we then inferred from the measured uptake velocities first‐order rate constants for in‐bed removal of
nitrate by assimilation and denitrification, ktot and denitrification alone, kden (Section 4.2.2) and the corresponding
reaction timescales (Section 4.2.3). Finally, we prepared regression models for these two first‐order rate con-
stants, and explored what the results imply about physical and biological controls on nitrate uptake across the
LINX II sites (Section 4.2.4).

4.2.1. Transport Parameters at the LINX II Sites

Physical properties of the LINX II streams are highly variable both within and across the three land‐use categories
(Figures 5a–5f). Notably, reference streams have: (a) the highest median shear velocity, reflecting steeper slopes
and more turbulent flows (Figures 5a and 5c); (b) the highest median Schmidt Number, reflecting cooler tem-
peratures (Figures 5d and 5e); and (c) coarser sediment beds, reflecting the highest median d50 values (Figure 5f).
The corresponding in‐stream and in‐bed mixing parameters km, Deff,0, and lm (calculated from Equations 2a, 12a,
and 13) also exhibit substantial variability within and across land‐use categories (Figures 5g–5i). Remarkably,
their median values all increase in the same order: agriculture streams (10− 3.8 ms− 1, 10− 6.1 m2s− 1, 2.5 mm) <
urban streams (10− 3.7 ms− 1, 10− 5.7 m2s− 1, 5.0 mm)< reference streams (10− 3.6 ms− 1, 10− 5.1 m2s− 1, 8.0 mm). This
land‐use trend is consistent with previous studies on a subset of LINX II streams, which reported that streams
draining urban and agricultural areas are geomorphically less complex, compared to reference streams, and
consequently have less opportunity for exchange with both channel and subsurface storage zones (Cren-
shaw, 2010; Gooseff et al., 2007).

4.2.2. Inferred Reaction Rate Constants Across LINX II Sites

The resistor‐in‐series model for nitrate uptake (Equation 6) provides an explicit functional relationship between
the nutrient uptake velocity in a stream (v f ), variables that characterize in‐stream and in‐bed mixing (km,Deff,0 and
lm), and the bulk first‐order reaction rate constant for nutrient removal in the streambed (k) (see also Figure 1b). In
the last section we presented estimates for the transport parameters (km, Deff,0 and lm) at all LINX II sites. Further,
the total and denitrification uptake velocities (v f , tot and v f , den) were measured at these sites during LINX II. The
first‐order reaction rate constant is the only remaining unknown variable, and thus can be estimated for each
LINX II stream by solving for k in Equation 6. Because k appears twice in this equation (once under the root and
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also in the Damköhler Number), “solving for k” in this case involves numerically solving for the root of
Equation 6 once all other variables have been defined.

Across the LINX II sites, nitrate uptake velocities for assimilation and denitrification ranged from v f ,tot ≈ 10− 6.4

to 10− 3.8 m s− 1 (Figure 6a) while those for denitrification alone ranged from v f ,den ≈ 10− 7.7 to 10− 3.8 m s− 1

Figure 5. Measured and calculated variables for in‐stream and in‐bed mixing at the 72 LINX II headwater streams draining agricultural (AGR), urban (URB), and
reference (REF) land‐use types. (a–f) Site‐specific values of: (a) measured stream slope, (b) measured stream depth, (c) calculated shear velocity, (d) measured stream
temperature, (e) calculated Schmidt number, and (f) measured median grain size. (g–i) Estimates for in‐stream and in‐bed mixing parameters, including: (g) mass
transfer coefficient (Equation 2a), (h) effective diffusivity at the sediment‐water interface (Equation 12a), and (i) mixing depth scale (Equation 13).

Figure 6. Previously published LINX II measurements of (a) total and (b) denitrification uptake velocities in streams draining agricultural (AGR), urban (URB), and
reference (REF) land‐use types. (c, d) When these measured uptake velocities are normalized by the convective mass transfer coefficient, km, the resulting ratios are
generally less than unity (horizontal dashed line), consistent with the idea that in‐stream mixing across the concentration boundary layer sets an upper limit on nitrate
uptake. (e,f) Values of the in‐sediment first‐order reaction rate constants, ktot and kden, inferred from measurements of v f ,tot and v f ,den at the LINX II sites. Circles are rate
constants inferred from Equation 6 and triangles are approximate lower limits (see main text).
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(Figure 6b) (reproduced fromMulholland et al. (2008)). As noted by others (e.g., Plont et al. (2020)) median total
and denitrification uptake velocities are relatively constant across land‐use categories (Figures 6a and 6b). When
these uptake velocities are normalized by their corresponding convective mass transfer coefficients the resulting
ratios are generally less than unity, v f / km ≤ 1 (Figures 6c and 6d), consistent with a series arrangement of mass
transfer resistances for in‐stream and in‐bed mixing (see Figure 2a and discussion thereof) and, more generally,
the idea that convective mass transfer across the concentration boundary layer imposes an upper limit on the rate
that nitrate can be removed by the streambed (Grant, Azizian, et al., 2018). Because the steady‐state model as-
sumes that the mass transfer coefficient imposes an upper limit on the uptake velocity, values of the first‐order rate
constant k inferred from Equation 6 will be poorly constrained as v f / km → 1. A lower‐bound on the first‐order
rate constant can be calculated in this limit by noting that: (a) reaction rates are fast relative to transport rates, and
therefore the Damköhler Number is likely to be large, Da≫ 1; (b) in the limit of large Damköhler Number, the
second mass transfer resistor is approximately equal to, R2 ≈ 1/θ

̅̅̅̅̅̅̅̅̅̅̅̅̅
kDeff,0

√
(see Figure 2b and discussion thereof);

and (c) substituting this last result into the inequality R2 <R1 ≈ 1/ v f yields the following lower‐bound on the
first‐order rate constant, k> v2f /θ

2Deff,0. We used this lower‐bound to estimate the first‐order rate constant in all
cases where v f / km ≥ 0.5 (triangles, Figures 6c–6f). In all other cases (i.e., for v f / km < 0.5), first‐order rate
constants were inferred directly from Equation 6 (circles, Figures 6c–6f).

Inferred values of the first‐order rate constant for total uptake or denitrification span similar ranges across the
three land‐use categories (Figures 6e and 6f). Median first‐order rate constants for denitrification (kden = 10− 3.8,
10− 4.0, and 10− 3.7 s− 1 for agricultural, urban, and reference streams, respectively) are roughly an order of
magnitude less than the first‐order rate constants for total uptake (ktot = 10− 2.5, 10− 2.9, and 10− 2.6 s− 1), reflecting
the outsized role that assimilation (e.g., by autotrophs in the benthic biolayer, see Figure 1a) plays in nitrate uptake
in these headwater streams.

4.2.3. In‐Bed Reaction Timescales at the LINX II Sites

The corresponding reaction timescales, τ = 1/k, range from 1.7 s to 9 hr (104.5 s) for total uptake and from 14 min
(102.9 s) to 7.3 days (105.8 s) for denitrification (Figure 7a). These timescales are in line with previous reports of
ca., 10 hr for denitrification in the hyporheic zone (Gomez‐Velez et al., 2015) (black arrow labeled τden, Figure 7a)
and ≈103 to 107 s for oxygen consumption in the hyporheic zone (gray horizontal box, Figure 7a) (Gooseff
et al., 2003); the timescale for oxygen consumption is relevant in this case because denitrification generally
requires anoxic conditions to proceed (Alzate Marin et al., 2016; Rassamee et al., 2011; Zarnetske et al., 2011a).

As will be demonstrated in the next section, nitrate uptake at most LINX II sites is in the slow‐reaction limit (i.e.,
0<Da≪ 1). Under these conditions, the uptake velocity is linearly proportional to the first‐order rate constant,
v f ∝ k. By definition, the uptake velocity for assimilation is the difference between the total and denitrification
uptake velocities, v f ,asm = v f ,tot − v f ,den (Mulholland et al., 2008). Thus, when nitrate uptake is in the slow‐
reaction limit, the first‐order rate constant for assimilation can be estimated from the difference in first‐order
rate constants for total uptake and denitrification, kasm = ktot − kden; the corresponding assimilation reaction
timescale is, τasm = (1/τtot − 1/τden)− 1. Assimilation timescales calculated using this approach are intermediate
between those for total uptake and denitrification (median timescales for denitrification, assimilation, and total
uptake are 1.8 hr, 26 and 8 min, respectively) (Figure 7a).

4.2.4. Regression Relationships for the Reaction Rate Constants

An MLR analysis of the inferred values for ktot and kden reveals that grain diameter d50, stream nitrate concen-
tration [NO−3 ] , GPP, and ER are all significant covariates (Figures 7b and 7c):

ktot = 10− 2.7±1.1d− 0.55±0.250 [NO−
3 ]
− 0.6±0.1GPP0.38±0.1, R2 = 0.49 (14a)

kden = 10− 0.69±1.5d− 0.49±0.1450 [NO−3 ]
− 0.55±0.11ER0.92±0.22, R2 = 0.62 (14b)

In this MLR study we allowed for two‐way interaction effects, to account for the possibility that different re-
lationships for ktot and kden might emerge for different land‐use types. The fact that the two land‐use variables
(AGR(0, 1) and URB(0, 1), see Equations 10a and 10b) do not appear in Equations 14a and 14b implies that these
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two regression equations are valid for all three land‐use categories (recall that the influence of reference streams is
implicitly represented by AGR(0, 1) = URB(0, 1) = 0). Also absent from these regression equations is the ratio
of ER and GPP. This result is consistent with a previous assessment of the LINX II data set which found that
organic carbon mineralization and nitrate uptake in these streams was not directly influenced by the ecosystem
metabolic balance between GPP and ER (Plont et al., 2020). Although often correlated with stream metabolism
(Lupon et al., 2016), stream temperature T is missing from our regression models either because it was not
included in the top ranked model (for ktot) or its regression coefficient was not significantly different than zero at
p < 0.01 (for kden). Both first‐order rate constants depend inversely on median grain diameter d50 and the stream
nitrate concentration [NO−

3 ] (Equations 14a and 14b). The former suggests that nitrate removal in the streambed
proceeds more slowly in coarse sediments, perhaps due to the influence of specific surface area on microbial
growth (Bailey & Ollis, 1986). The latter is a Monod‐like biological saturation effect reported previously
(Alexander et al., 2009; Bernot & Dodds, 2005; Dodds et al., 2002; Mulholland et al., 2008). Finally, the inclusion
of GPP in Equation 14a is consistent with the contribution of nitrate assimilation by autotrophs to the magnitude

Figure 7. (a) Inferred reaction timescales for nitrate removal by both assimilation and denitrification (“Total Uptake”),
denitrification alone (“Denitrification”), and assimilation alone (“Assimilation”) (gray diamonds denote median values).
Typical timescales for oxygen consumption (gray box) and denitrification (black arrow) in streambed sediments are also
shown. (b and c) Performance of the top regression models for ktot and kden (see Equations 14a and 14b); solid line is a perfect
correspondence, dashed lines are 90th percentile prediction intervals. The coefficient of determination for these relationships
are also shown.
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of ktot, while the inclusion of ER in Equation 14b is consistent with the fact that denitrification generally requires
anoxic conditions and therefore occurs more quickly in sediments with high rates of oxygen consumption
(Mulholland et al., 2009; Thomas et al., 2001). Further, ER is often correlated with organic carbon availability,
which can also be a limiting factor in measured denitrification rates (Plont et al., 2020; Zarnetske et al., 2011b).

4.2.5. Physical and Biological Controls on Nitrate Uptake

Across the headwater streams included in LINX II, most site‐specific values of Da and NR are less than unity
(Figure S2 in Supporting Information S1), suggesting that: (a) reaction is slow relative to in‐bed mixing and
transport (Da< 1); (b) in‐streammixing is fast relative in‐bed mixing and reaction (NR < 1); and (c) mixing across
the concentration boundary layer is fast relative to diffusive transport through the sediments (Bi > 1). Note that
the first two conditions imply the third condition (see Equations 8a and 8b). For small Da and NR our resistor‐in‐
series model simplifies to, v f ≈ θklm f (Da) where f (Da) = − γ − ln(Da) (Figure 2c). As noted earlier, in this
slow‐reaction limit, the hyporheic zone can be conceptualized as a well‐mixed reactor; that is, the uptake velocity
depends only on the first‐order rate constant k and the volume per unit bed area of interstitial fluids, θlm f (Da).
From the range of Da values estimated for the LINX II sites (Figure S2 in Supporting Information S1), the
inferred reach‐scale average effective depths of the hyporheic zone, lm f (Da), range from 0.1 mm to 10.3 cm for
total nitrate uptake and 3 mm to 18 cm for denitrification alone.

From Equation 6 it can be shown that the slow‐reaction limit applies, with less than 5% error, when NR < 1 and
0<Da< 0.01; a condition that is met for a remarkable 48% of LINX II measurements of v f ,tot and 90% of LINX II
measurements of v f ,den (Figure S2 in Supporting Information S1). In this limit the uptake velocity does not depend
on the mass transfer coefficient, km, and only depends on the effective diffusivity at the sediment‐water interface,
Deff,0, to the extent that this parameter influences the depth of the mixing zone. Thus, another interpretation of the
slow‐reaction limit is that it corresponds to the asymptotic case where the uptake velocity is “biologically
controlled”; that is, the uptake velocity is not rate‐limited by physical transport across the concentration boundary
layer nor by physical transport into the sediment bed by hyporheic zone mixing. Under this interpretation, the total
uptake velocity is biologically controlled in nearly half of LINX II streams, while the rate of denitrification uptake
is biologically controlled in nearly all LINX II streams. While consistent with previous assessments (Mulholland
et al., 2008, 2009), it should be noted that this analysis is premised on a steady‐state balance between areal flux
and nitrate uptake in the streambed, a condition mimicked at LINX II sites by the continuous injection of 15N
labeled nitrate over a 24 hr period during summer baseflow conditions (Mulholland et al., 2008). If this balance is
upset, for example, following a transient event like a storm or a spill, transport limitations cannot be ignored, even
if the inequalities NR < 1 and 0<Da< 0.01 are still satisfied.

The resistor‐in‐series model can also provide insights into which of the dimensionless variables introduced in this
study (the resistor ratio NR, the Damköhler NumberDa, or the Biot Number Bi) exert the most influence on nitrate
uptake velocities measured during LINX II. First we note that our resistor‐in‐series model for the uptake velocity
can be written as a function of the resistor ratio alone: v f / km = NR/ (1 + NR) (compare with Equation 6). The
resistor ratio, in turn, is a composite dimensionless variable that incorporates all three physical and biological
processes represented in the resistor‐in‐series model of the uptake velocity, including mixing across the
concentration boundary layer, mixing into the sediment bed, and reaction in the sediment bed (see discussion
of Steps 1, 2, and 3 in Figure 1b). The other two dimensionless variables are, in a sense, more fundamental,
because they represent the balance between only two distinct processes; namely, rates of mixing across the
concentration boundary layer and into the sediment bed (Bi) and rates of reaction and mixing within the sediment
bed (Da). This explains why, as noted in Section 2.2, the resistor ratio can be written explicitly as a function of the
other two dimensionless groups (see Equation 8a). Substituting Equation 8a into our expression above for the
normalized uptake velocity we arrive at the following relationship between the normalized uptake velocity, the
Damköhler Number, and the Biot Number:

v f
km
=

̅̅̅̅̅̅
Da

√
F(Da)/Bi

1 +
̅̅̅̅̅̅
Da

√
F(Da)/Bi

(15)

The Biot Number exhibits a relatively narrow range of values across the LINX II sites, from Bi = 0.7 to 3.2 (with
a median of 1.4, results not shown). This observation, together with the nature of Equation 15, suggests that the
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normalized uptake velocity may depend primarily on the Damköhler Number. Indeed, when plotted against the
Damköhler Number, all of the normalized LINX II uptake velocities–including those for total uptake (Figure 8a)
and denitrification alone (Figure 8b)–collapse onto a single curve. This single curve is well approximated by
Equation 15 with the Biot Number set equal to its median value across the LINX II sites, Bi = 1.4 (thick solid line
in Figures 8a and 8b); the upper and lower model curves correspond to the extreme values, Bi =0.7 and 3.2. The
close concordance between measured and model‐predicted LINX II uptake velocities is not surprising in and of
itself; after all, the first‐order rate constants for total uptake and denitrification were inferred directly from the
resistor‐in‐series model, see Section 4.2.2. What is surprising, however, is that the measured uptake velocities
track the model so closely for a single choice of the Biot Number, Bi = 1.4, and over a five order of magnitude
change in the Damköhler number. Consistent with other reports of nutrient cycling in the hyporheic zone (Azizian
et al., 2015, 2017; Boano et al., 2010; Kessler et al., 2013, 2015; Marzadri et al., 2011, 2014; Zarnetske
et al., 2012, 2015), these results suggest that the Damköhler Number is a master variable for nitrate uptake across
all of the LINX II sites.

5. Limitations and Future Research
The title of this paper suggests that our resistor‐in‐series model is a step toward a universal model for hyporheic
exchange, but in its current form a number of limitations restrict its universal application. First, our evaluation of
the two diffusivity depth profiles (C‐ or E‐profiles) and the regression equations developed for Deff,0 and lm
(Equations 12a and 13) only capture those hyporheic exchange mechanisms represented among the 83
laboratory experiments included in the final MLR, including turbulent diffusion and dispersion across flat
beds, bedform pumping across ripples and dunes, and larger‐scale exchange processes associated with alter-
nate bars. It remains to be seen if the simple modeling framework proposed here can be extended to additional
hyporheic exchange mechanisms, in particular, and field measurements of hyporheic exchange, more generally.
Additional hyporheic exchange mechanisms for which the current model could be evaluated include bedform
migration (Shimony et al., 2023), stream meanders (Cardenas, 2009; Stonedahl et al., 2013), sediment hetero-
geneity (Liu et al., 2020; Su et al., 2020) and the flow obstructions commonly employed in stream restoration
efforts (Hester & Gooseff, 2010, 2011).

Another potential limitation is the assumption that in‐stream and in‐bed mixing occur in series; that is, a pollutant
molecule is first transported across the concentration boundary layer by stream turbulence, and then subsequently
mixed into the streambed by one or more hyporheic exchange mechanisms. The sequential nature of these two
mass transfer steps (see Figures 1b and 2a) is consistent with conventional theory (Thibodeaux et al., 2012),

Figure 8. The Damköhler Number is a master variable for LINX II measurements of nitrate uptake in headwater streams,
including the (a) total nitrate uptake velocity and (b) denitrification uptake velocity. Thick black curve is Equation 15 with
the Biot Number set to the median value across all LINX II sites, Bi = 1.4. The upper and lower curves correspond to the
extreme values, Bi = 0.7 and 3.2.
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laboratory flume experiments involving reactive sediment beds (O’Connor & Hondzo, 2008; O’Connor
et al., 2009), and in situ and reach‐scale measurements of nutrient uptake in streams (Anlanger et al., 2021).
However, explicit evaluation of this assumption, particularly in contexts where stream turbulence penetrates into
the streambed (e.g., under conditions of high permeability Reynolds Number (Roche et al., 2018)), is warranted.

Third, we tested the model using nitrate uptake velocities measured during LINX II, which included 72 headwater
streams across eight regions of the US, collectively representing eight different biomes (temperate rain forest,
chaparral, northern mixed forest, deciduous forest, montane, coniferous forest, temperate grassland, shrub desert
and tropical forest) and three different land‐use types (reference, urban, and agriculture). Notably, the model
cannot be applied, in its current form, to larger (higher‐order) streams in the river network where nitrogen
processing and transformation may occur primarily in the water column and not in the benthic biolayer or
hyporheic zone (Marzadri et al., 2017). However, in such cases our resistor‐in‐series model can be readily
modified to include first‐order reaction in the water column as an additional control on the uptake velocity.

Finally, our resistor‐in‐series model assumes that the streambed is infinitely deep. By comparing mixing
parameters inferred from flume experiments using versions of the E‐profile model that assume the hyporheic
zone is either finite or infinite in extent, we find that the “infinite bed” approximation is valid so long as the bed
depth is at least 30% the mixing length scale, db/ lm > 0.3. In situations where this inequality is not satisfied, the
resistor‐in‐series model will need to be updated to explicitly account for the no‐flux boundary condition at the
bottom of the hyporheic zone.

6. Conclusions
While myriad physical and biological processes influence the rate of hyporheic exchange in a given setting, in this
paper we demonstrate that several of the more ubiquitous exchange mechanisms can be represented simply as a
one‐dimensional diffusion process, where the diffusion coefficient, or effective diffusivity, decays exponentially
with depth. We arrived at this conclusion by applying various analytical solutions of the unsteady one‐
dimensional diffusion equation to previously published laboratory measurements of hyporheic exchange. The
analytical solutions take into account two‐way feedback between solute concentrations in the sediment pore fluids
and water column, and allow for a systematic exploration of the depth dependence of the diffusivity (constant or
exponentially declining) and the nature of the bottom boundary (finite or infinite in extent).

Provided that the depth of the sediment bed, db, does not materially influence measured hyporheic exchange rates
(i.e., the bed depth db is greater than 30% of the mixing depth, lm, db/ lm > 0.3), we found that: (a) the exponential
profile (E‐profile) is superior to the constant profile (C‐profile) based on model error (RMSE and NSE) and model
parsimony (AICc); and (b) inferred values of the E‐profile's two parameters (effective diffusivity at the sediment‐
water interface,Deff,0, and the length‐scale over which the effective diffusivity decays with depth into the bed, lm)
are the same, within error, whether the analytical solution assumes that the sediment bed is finite (i.e., a no‐flux
boundary condition is imposed at the reported sediment depth, db) or infinite in extent. The E‐profile model
applies across a wide range of exchange mechanisms (including turbulent diffusion and dispersion across flat
beds, advective pumping across ripples and dunes, and larger‐scale exchange flows across alternate bars),
experimental set‐ups (recirculating flumes, stirred tanks, and once pass‐through flumes), hydraulic conditions,
and sediment bed properties. It also comports with previously published moment analyses of solute breakthrough
curves measured in the field, which are consistent with a one‐dimensional diffusive model of hyporheic zone
mixing that declines exponentially with depth into the streambed (Bottacin‐Busolin, 2017, 2019).

MLR studies of the E‐profile's two parameters,Deff,0 and lm, indicate that the former can be expressed as a power‐
law function of the permeability Reynolds Number, ReK , and Schmidt Number, Sc (Equation 12a) while the latter
can be expressed as a power‐law function of the roughness Reynolds Number, Re∗ and Schmidt Number
(Equation 12b). Because the roughness Reynolds Number will be difficult to estimate in many settings, an
alternative scaling expression for lm was also developed based solely on ReK and Sc (Equation 13). While this
latter relationship explains slightly less variance, it improves the extensibility of our results by allowing both E‐
profile parameters to be calculated directly from ReK and Sc. In turn, these two dimensionless variables can be
estimated for a given stream from the median grain size of the sediment bed along with the stream's depth, slope,
and temperature.
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In the case of the effective diffusivity, the power‐law exponent on the permeability Reynolds Number, RebK ,
b = 1.34 ± 0.05 (Equation 12a), is well within the range of previously reported values (1–2.5). In the case of the
mixing length‐scale, the power‐law exponent on the permeability Reynolds Number, b = 1.02 ± 0.07 (Equa-
tion 13), implies a direct proportionality with the permeability length‐scale: lm ≈ 16.6

̅̅̅̅
K

√
Sc0.44. When these

power‐law relationships for effective diffusivity and mixing length are applied to the 72 headwater streams
included in LINX II, the results suggest substantial variability within and across land‐use types. The median
values of the effective diffusivity and mixing length‐scale both increase in order agriculture < urban < reference,
consistent with the idea that streams in urban and agricultural landscapes have lower geomorphic complexity and
less opportunity for hyporheic exchange, relative to reference streams (Crenshaw, 2010; Gooseff et al., 2007).

The resistor‐in‐series model for nutrient uptake velocity can be used to infer first‐order reaction rate constants for
nitrate removal in the streambed from measured uptake velocities and regression equation estimates for the E‐
profile's mixing parameters, Deff,0 and lm. When applied to the LINX II data set, we find that first‐order rate
constants for total uptake and denitrification uptake decrease with median grain diameter and stream nitrate
concentration, but increase with either GPP (total uptake) or ER (denitrification uptake), consistent with previous
assessments of the LINX II data set (Mulholland & Webster, 2010; Mulholland et al., 2008, 2009) (see Equa-
tions 14a and 14b). In turn, the inferred rate constants, along with regression estimates of the effective diffusivity
and mixing length‐scale, can be used to calculate site‐specific values for the two key dimensionless variables Da
and NR. Across LINX II sites, the Biot Number varies by a factor of 4.6 (from 0.7 to 3.2), while the Damköhler
Number varies by five orders of magnitude (from 10− 4.3 to 101 and from 10− 5.2 to 10− 0.2 for total and denitri-
fication uptake, respectively). As a result, when the Biot Number is fixed at its median value (Bi =1.4), all of the
LINX II uptake velocity measurements collapse onto a single curve when plotted against the Damköhler Number.
This result is consistent with many other studies that suggest Da is a master variable for nitrate uptake in streams.

We show that reactive solute uptake by hyporheic exchange can be represented, both mathematically and
conceptually, as two mass transfer resistors in series. The first resistor captures the in‐stream mixing of solutes
across the concentration boundary layer above the streambed. The second resistor captures in‐bed mixing and
first‐order reaction of a reactive solute in the benthic biolayer and hyporheic zone. The classic transient storage
model (which assumes that the hyporheic zone is a well‐mixed reactor) is a special case of this more general
resistor‐in‐series model, when the Biot Number and Damköhler Number are large and small, respectively.

The resistor‐in‐series model links together three disparate fields: (a) empirical field studies of reactive solute
uptake in streams as quantified by the uptake velocity; (b) laboratory and multi‐physics modeling studies of
hyporheic exchange; and (c) the transformation of reactive solutes in the benthic biolayer and hyporheic zone by
biological and abiotic processes. By “connecting the dots” across fields, the resistors‐in‐series model provides a
common ground for analyzing diverse data sets.

For example, in this paper we combined LINX II field measurements of nitrate uptake in headwater streams with
laboratory measurements and multi‐physics modeling studies of hyporheic exchange to estimate first‐order rate
constants for nitrate removal in the benthic biolayer and hyporheic zone, from which site‐specific Damköhler
Numbers could be estimated. Looking forward, in a management context, the cross‐disciplinary nature of the
framework should prove useful for the design and evaluation of stream restoration projects, as many restorations
aim to reduce streamborne pollution by increasing surface/subsurface exchange and harnessing in‐bed biogeo-
chemical reactions. The simplicity and extensibility of the framework should also inform reach‐scale studies of
pollutant fate and transport and facilitate their scale‐up to watersheds and beyond.
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