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Abstract—Conducting a comprehensive literature review is a
critical step in the research process, often requiring significant
time and effort to identify and evaluate relevant academic papers.
Traditional methods rely heavily on keyword-based searches
to filter potentially relevant articles, which are then manually
reviewed for inclusion. This process is not only labor-intensive
but also susceptible to subjective biases, potentially affecting the
consistency and accuracy of the review. This paper explores the
potential of using large language models (LLMs) to automate the
relevance assessment phase of literature reviews, thereby address-
ing some of the limitations of traditional methods. Specifically,
we investigate the application of few-shot learning with various
LLMs to determine the relevance of papers identified through
keyword searches. We evaluate the sensitivity of this approach
to the number of shots provided and compare the performance
across different open-source LLMs, including Llama-3, Mistral,
and Phi-3. Our findings aim to provide insights into the effective-
ness of using LLMs for literature review processes, potentially
transforming how researchers conduct literature reviews.

Index Terms—Large language models, Few-shot learning, Lit-
erature review, Relevance classification

I. INTRODUCTION

The literature review is a foundational component of aca-
demic research, providing a critical overview of existing
knowledge, identifying gaps, and contextualizing new findings
within the broader scholarly discourse. This process tradi-
tionally begins with a keyword-based search, often utilizing
academic databases such as Scopus, PubMed, and Google
Scholar to compile a list of potentially relevant papers. Re-
searchers then manually review these papers to determine their
relevance, a task that is both time-consuming and prone to
subjective bias [1], [2]. This manual screening often involves
extensive reading and critical evaluation, which can introduce
inconsistencies and inefficiencies in the research process.

Recent advancements in artificial intelligence, particularly
in natural language processing (NLP), have introduced new
possibilities for automating and enhancing various stages of
the research process. Large language models (LLMs), such
as GPT-4 [3] and Llama-3 [4], have demonstrated remarkable
capabilities in understanding and generating human-like text.
These models have been used in diverse applications ranging
from text summarization and translation to generating coherent
and contextually relevant writing pieces. Given their profi-
ciency in handling vast amounts of textual data, LLMs present
promising tools for automating the literature review process,

potentially transforming how researchers interact with existing
literature.

This paper explores using LLMs to assist in the relevance
assessment phase of literature reviews. Specifically, we inves-
tigate the application of few-shot learning, a method where the
model is provided with a small number of examples (shots) to
guide its understanding and performance on a given task. Few-
shot learning leverages the model’s ability to generalize from
limited data, making it an attractive approach for reducing
the manual effort involved in screening papers. By providing
just a few examples of relevant and non-relevant papers, the
model can learn to discern relevance criteria and apply them
consistently across a larger dataset.

We conduct a series of experiments to evaluate the sen-
sitivity of the few-shot learning approach to the number of
shots provided. This involves varying the number of examples
given to the LLM and observing how its performance changes
in terms of accuracy and consistency in relevance assessments.
Additionally, we compare the performance of different open-
source LLMs, including Llama-3 [4], Mistral [5], and Phi-
3 [6], to determine which model offers the best support
for this task. Our goal is to identify the optimal conditions
under which LLMs can effectively assist in literature reviews,
thereby enhancing the efficiency and reliability of this critical
research activity.

The potential benefits of integrating LLMs into the literature
review process are manifold. Automating relevance assess-
ments can significantly reduce the time researchers spend
on initial screenings, allowing them to focus more on in-
depth analysis and synthesis of the literature. Moreover, by
minimizing subjective bias, LLMs can contribute to more
consistent and objective evaluations of research papers. This,
in turn, can improve the overall quality and robustness of
literature reviews, facilitating more informed and impactful
research outcomes.

The remainder of this paper is organized as follows: Section
II reviews related work in the application of NLP and LLMs
in literature reviews and other academic tasks. Section III
describes our methodology, including the selection of LLMs,
the few-shot learning approach, and the evaluation criteria.
Section IV defines the experimental setup, while Section V
presents the results of our experiments with a discussion of the
findings. Finally, Section VI concludes the paper and outlines



potential directions for future research.

II. RELATED WORKS

The literature review process involves multiple steps to
ensure rigor and reproducibility [2], [7]. Among these, the
relevance assessment of papers manually done by researchers
is particularly time-consuming and prone to subjective bias [1],
[2]. Recent advancements have focused on using deep learning
algorithms for automation to expedite this process.

The authors of [2] introduced an end-to-end solution for
citation screening utilizing deep neural networks, achieving
significant workload reductions of at least 10% in various
domain data analyses. The BERT [8] model and its variants,
known for excelling in numerous NLP tasks, have been
employed for document screening. Its application is relatively
new [9]–[11], with many studies highlighting the importance
of prioritizing eligible citations early in the screening process.

However, pre-trained algorithms for citation screening and
relevance classification require a substantial number of labeled
papers to avoid overfitting, necessitating large domain-specific
datasets. Alternative methods, such as meta-learning and few-
shot learning, are explored to mitigate the effort needed for
labeling. [7] proposed using a model-agnostic meta-learning
algorithm (MAML) [12] to paper classification in the literature
review process, aiming to enhance efficiency and accuracy.

Recently, Large Language Models (LLMs) have shown
exceptional capabilities in storing factual knowledge and
achieving state-of-the-art results in NLP tasks but face chal-
lenges like hallucination and outdated knowledge [13]–[15].
Retrieval Augmented Generation (RAG) addresses these issues
by integrating external databases, enhancing the accuracy and
relevance of LLMs [15]. Recent research also highlights the
potential of LLMs in information retrieval, ranking, zero-shot,
and few-shot learning, with improvements through instruction
tuning and prompt engineering [16]–[18]. These advancements
suggest a promising direction for using LLMs in tasks such as
citation screening and paper relevance classification [19]–[21].

III. METHODOLOGY

Our proposed architecture for automating the relevance
assessment phase of literature reviews consists of two primary
components: the Engine Retrieval block and the LLM-Based
Relevance Classification block. This section offers a detailed
overview of each component and the overall workflow.

A. Engine Retrieval Block
The initial step in our methodology involves retrieving

potentially relevant academic papers using a keyword-based
search strategy. This is achieved by leveraging existing aca-
demic search engines, such as Scopus, through their respective
APIs. The process is as follows:

1) Keyword Selection: Identify a comprehensive set of
keywords related to the research topic. These keywords
form the basis for querying the search engine.

2) Query Execution: Utilize the search engine’s API to
execute the keyword search, generating a list of papers
that match the search criteria.

3) Initial Filtering: Apply basic filtering criteria (e.g.,
publication date, language, and document type) to refine
the list of retrieved papers and ensure relevance.

The output of this block is a curated collection of academic
papers that are potentially relevant to the literature review.

B. LLM-Based Relevance Classification Block

The second component of our architecture focuses on
determining the relevance of the retrieved papers using a
large language model (LLM). This process leverages few-shot
learning to classify papers as relevant or irrelevant. The steps
involved are:

1) Few-Shot Prompting: Select a small number of exam-
ple papers (shots) that are pre-labeled as relevant or
irrelevant. These examples serve as prompts to guide
the LLM’s understanding and classification task.

2) Relevance Assessment: For each paper retrieved in
the previous block, input the paper’s abstract (or other
pertinent sections) along with the few-shot prompt into
the LLM. The model then generates a classification,
indicating whether the paper is relevant or irrelevant.

The output of the LLM-based block is a refined and anno-
tated list of papers, each labeled as relevant or irrelevant based
on the model’s assessment. This refined list is expected to be
more accurate and consistent, helping researchers efficiently
identify the most pertinent literature for their review.

C. Data Annotation

To identify a specific use case, we decided to focus on the
growing body of work examining biases in speech models
and their varying performance across different subpopula-
tions [22]–[32]. We began by retrieving all relevant papers
that matched a set of predefined keywords, which resulted in
a total of 795 works published from 2018 onwards.

Next, we removed duplicate entries, reducing the number
of documents to 490. These papers were then subjected to
an annotation process conducted by two human annotators.
The annotators evaluated each paper’s relevance based on its
content and alignment with the provided keywords, marking
them as either relevant or irrelevant. To ensure the reliability
of our selection, we retained only those papers where the
annotators’ scores were in agreement, discarding the rest. This
filtering process left us with a curated pool of 300 papers.
From this refined collection, we randomly selected a subset to
use as input within the prompt for the LLMs.

IV. EXPERIMENTAL SETUP

To evaluate the effectiveness of our proposed methodology,
we conducted a series of experiments. This section details the
performance metrics, sensitivity analysis, and model compar-
ison used to assess the approach.

A. Large Language Models

We conducted a comparative analysis of various open-
source LLMs, including Llama-3 [4], Mistral v0.2 [5], and
Phi-3 [6], to evaluate their performance in the relevance
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Fig. 1. Performance of various models, as the number of shots changes, when prompted with the title only, or the title and the abstract of each document.

classification task. We aimed to determine which LLM is most
effective for automating the literature review process.

Specifically, we focused on the instruction fine-tuned ver-
sions of these models [33]. After their initial training, the mod-
els underwent a post-training process that included supervised
fine-tuning and direct preference optimization. This additional
training aimed to enhance their ability to follow instructions
accurately and maintain safety standards.

We tested the 7B Mistral-v0.2 model with a 32k context
window, the 8B Llama-3 model with an 8k context window,
and the 3.8B Phi-3 model with a 128k context window. We
sourced the instruction-tuned checkpoints for these models
from the Hugging Face hub [34].

B. Prompting setup

To understand whether additional information can be of use
in improving the classification performance, we tested two
separate prompting approaches:

• Title-only. In this kind of prompt, we only include in
the prompt the title of the manuscript being analyzed,
both for the document to be annotated and for the shots
passed. This is meant to include fewer overall tokens in
the resulting prompt.

• Title and abstract. In this kind of prompt, we provide
information about both the title and the abstract of all
documents (target document and shots). This is meant to
provide further context about the articles at the cost of
increasing the number of tokens included in the prompt.

C. Performance Metrics

We utilized various classification metrics to evaluate the
performance of the LLM-based classification against the
manually-curated ground truth set: (i) accuracy, the ratio of
correctly classified papers to the total number of papers,
providing an overall measure of the model’s performance; (ii)
F1 score, the harmonic mean of precision and recall, offering
a single metric that balances precision and recall; (iii) the
False Positive Rate (FPR), representing the fraction of negative
samples that have been incorrectly labeled as positives; and
(iv) the False Negative Rate (FNR), representing the fraction

of positive samples that have been incorrectly predicted as
negative.

A False Positive case represents a situation where a docu-
ment is reported as relevant to the topic of interest when it
is not. This implies that some time will be wasted manually
going through irrelevant documents. Conversely, a False Neg-
ative case arises when a relevant document is discarded as it is
not considered relevant, meaning a potentially useful resource
will not be taken into account.

Different situations may prioritize one type of error over
the other. For instance, when conducting a literature review
for a survey, it might be acceptable to spend additional time
reviewing (and then discarding) false positives, while it may
be more detrimental if a relevant paper is not included in the
analysis.

By using these metrics, we aimed to thoroughly evaluate and
compare the effectiveness of the LLMs in classifying relevant
literature.

D. Sensitivity Analysis

To gain a comprehensive understanding of the sensitivity
of the few-shot learning approach, we varied the number of
shots provided in the prompts and observed the corresponding
impact on model performance. This analysis was designed to
identify the optimal number of examples necessary to achieve
high classification accuracy.

In our study, we considered a range of 1 to 20 shots for
each prompt. Since shots need to be manually labeled, we
identified this range as a number of documents that can be
manually annotated relatively quickly by a human. To preserve
the balance between classes, we provide the same number of
positive (relevant) and negative (irrelevant) shots. To ensure
the robustness and reliability of our findings, we repeated
the analysis with 5 different seeds for every model-shot
combination. By doing so, we aimed to account for variability
in model performance due to different initializations and to
determine the most effective number of shots for consistent
and accurate relevance classification.



TABLE I
PERFORMANCE FOR THE VARIOUS LLMS, WHEN PROMPTED WITH THE BEST PERFORMING NUMBER OF SHOTS, WITH INFORMATION ON THE TITLE

ONLY, OR TITLE AND ABSTRACT.

Model Information F1 score ↑ Accuracy ↑ FPR ↓ FNR ↓

Phi-2 (3-shots) w/ title 0.4797 ± 0.0763 0.4852 ± 0.0777 0.6336 ± 0.1083 0.1417 ± 0.0317
w/ title + abstract 0.4858 ± 0.0671 0.4913 ± 0.0688 0.6274 ± 0.1005 0.1361 ± 0.0385

Llama 3 8B (1-shot) w/ title 0.6649 ± 0.0411 0.7167 ± 0.0554 0.2661 ± 0.0897 0.3370 ± 0.0561
w/ title + abstract 0.6678 ± 0.0267 0.7207 ± 0.0342 0.2599 ± 0.0548 0.3397 ± 0.0427

Mistral 7B v0.2 (20-shots) w/ title 0.6691 ± 0.0603 0.7167 ± 0.0746 0.2917 ± 0.1069 0.2540 ± 0.0463
w/ title + abstract 0.6700 ± 0.0560 0.7189 ± 0.0697 0.2872 ± 0.0997 0.2603 ± 0.0443

V. RESULTS

Figure 1 compares, for each considered model, whether
the inclusion of additional information about each document
(the abstract) provides any helpful information or not, as the
number of shots varies. It can be seen that the performance,
as measured with the F1 score metric, does not benefit from
introducing additional information. This indicates that the
information contained in the title is already, in general, enough
to provide information as to whether an article should be
relevant or not to a topic of interest in a concise way.

Since adding the abstract does not appear to provide a mean-
ingful benefit, we compare different models when prompted
with the information about the title only. Figure 2 compares
the three models considered in this study. First, we note that
increasing the number of shots does not always lead to an
improvement in terms of performance. This appears to be the
case for Mistral. Instead, Phi-3 works best for a low number
of shots. Increasing them produces lower, stable performance.
The behavior of Llama-3 is instead rather curious. It works
particularly well when provided with a single shot (and
achieves the best overall performance observed in this exper-
imental section). However, increasing the number of shots (in
the range of 2-10) does not improve the results and, instead,
produces a meaningful drop. However, further increasing the
number of shots does lead to a steady improvement until
saturation (around 15 shots). Any increase in the number of
shots does not produce a meaningful change.

Based on these considerations, we can identify – for each
model – the best configuration of shots. We do this by choosing
the number of shots that produces the highest performance
in terms of F1 score. We report in Table I the performance
in terms of F1 score, accuracy, FPR, and FNR for the best-
performing configurations of shots for each model. The main
conclusion that can be drawn from these results is that there
is no one model that achieves the best overall performance.
For instance, while Llama 3 achieves the best performance
in terms of False Positive Rate, it is affected by the largest
False Negative Rate. It is also interesting to note that, despite
being much smaller than its competitors (3.8B vs. 7B vs. 8B
parameters), Phi-3 achieves the best performance in terms of
FNR. However, it performs the worst on all other metrics. As
already discussed, different contexts imply a different interest
in terms of metrics to be maximized.
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Fig. 2. Models comparison, when prompted with the title-only information,
as the number of shots provided in the prompt varies.

VI. CONCLUSION AND FUTURE WORKS

In this work, we explored initial results that were obtained
by using Large language models (LLMs) to define the rele-
vance of scientific papers to a specified topic. The initial results
are promising and indicate that LLMs can understand the as-
signed task and produce relevant results. In particular, we show
that some models (e.g., Phi-3) are generally good at discarding
irrelevant articles (low False Negative Rate), whereas others
produce more balanced results (e.g., Llama 3, Mistral v0.2).
This work also highlights the fact that abstracts do not appear
to provide additional information to the models: using only
the title produces comparable results, with the added benefit
of producing a more concise prompt. For this work, we have
mainly focused on the title of the paper (and optionally the
abstract). Of course, the actual relevance of a paper depends
on the entire contents of the document itself, as well as the
information conveyed by its structure. An obvious next step
consists of leveraging the entire structure of the paper as
additional information: various techniques have been proposed
in the literature to extract graph data from unstructured data
(e.g., visually rich documents, images) by segmenting them
and modeling the positional relationship occurring therein
[35], [36]. Additionally, we plan on expanding the information
provided by prompting with a summary of the entire paper



rather than simply the title (and optionally the abstract). In this
way, key information that may be missing from the abstract
but is included in the paper would be passed to the model for
a more accurate classification.
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