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A B S T R A C T

District cooling systems offer a promising alternative to conventional cooling, thanks to overall larger
efficiencies and reduced carbon footprint. On the other hand they are characterized by large capital and
operational costs that impede their diffusion. Optimizing the design and operation of these systems is therefore
fundamental to fully exploit their potential. This paper proposes a novel optimization framework for the
simultaneous optimization of design and operation of these systems. The model integrates a genetic algorithm
at a master level with Mixed Integer Linear Programming models at a lower level. This approach enables
the optimization of various aspects, including network topology, plant locations, supply temperatures and the
selection of thermal storage technology. The study showed that in the specific case of Singapore, where the cost
for space occupancy is significant, latent heat thermal storages are preferred. In addition, the results highlighted
the cost benefits of thermal storage, as district cooling networks lacking it can be from 6.2% to 20.8% more
expensive, depending on the scenario. Furthermore, the study demonstrated that the utilization of waste heat
through absorption chillers enhances the economic feasibility of district cooling, lowering the payback time by
up to 5 years. Lastly, it was observed that 3 ◦C increase of the indoor set point temperature could reduce the
payback time by 3 years and increase the final net present value by 43%, as larger network supply temperatures
allow chillers to operate with better performances. The developed model allows to estimate various crucial
outcomes with few input parameters, representing a useful tool for both research and planning.
1. Introduction

Space cooling accounts for 20% of building electricity consumption
and is responsible for 1 Gton of CO2 emissions every year [1]. Over the
past three decades the demand has increased by more than three times,
being one of fastest increasing energy-end-use sectors. According to the
International Energy Agency (IEA), in the next 30 years cooling demand
will increase by 100% and 2/3 of households will be equipped with air
conditioning [1,2]. The main driving factors for the increase in cooling
demand are the increased accessibility to these systems, compared to
the past and the changes in weather conditions due to global warming.
During the summer, electricity peak demand is highly driven by the
cooling demand, especially during heat waves. In hot countries, cooling
can be responsible for about 30% of peak electricity demand and, by
2050, it could reach 50%. IEA [1] stated that space cooling is one of
the energy sectors which still require major actions to reach the goal
of Net Zero emissions by 2050.

District cooling is an interesting alternative to conventional cooling
systems in locations with high energy density, such as urban areas.

∗ Corresponding author.
E-mail address: manfredi.neri@polito.it (M. Neri).

These systems generally have higher efficiencies, since larger industrial
chillers typically have better performances than the smaller ones. In
addition, the demand of district cooling systems tends to be more
homogeneous than the demand of a single building, due to a diver-
sification of the demand. As a consequence, the demand peaks do
not coincide and therefore the collective peak demand of a district
cooling system is lower compared to combined demand peaks of all
buildings [3]. This allows to avoid chillers oversizing and to reduce
their investments. In addition, when the chillers are operated with a
more homogeneous load, they work closer to design conditions, with
overall better performances [4]. Moreover, further energy savings can
be achieved when integrated with free cooling sources such as water
basins or waste heat from industrial processes by means of absorption
chillers [5,6]. Coupling district cooling with high efficient systems that
exploit available local sources, such as groundwater heat pumps also
allows to reduce both operational and capital costs [7]. Integrating DC
systems with thermal energy storage can also reduce pressure on the
electricity system and lower operation costs, by charging the storages
vailable online 17 June 2024
306-2619/© 2024 The Author(s). Published by Elsevier Ltd. This is an open access a

https://doi.org/10.1016/j.apenergy.2024.123667
Received 31 January 2024; Received in revised form 26 May 2024; Accepted 6 Jun
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

e 2024

https://www.elsevier.com/locate/apenergy
https://www.elsevier.com/locate/apenergy
mailto:manfredi.neri@polito.it
https://doi.org/10.1016/j.apenergy.2024.123667
https://doi.org/10.1016/j.apenergy.2024.123667
http://crossmark.crossref.org/dialog/?doi=10.1016/j.apenergy.2024.123667&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Applied Energy 371 (2024) 123667M. Neri et al.
Nomenclature

Acronyms

MILP Mixed Integer Linear Programming
NPV Net present value
PCM Phase change material
PLR Partial Load Ratio
STES Sensible thermal energy storage

Chiller performance curves

𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓 , 𝑔 Coefficients used in the correction func-
tions

𝐶𝑐ℎ𝑖𝑙𝑙𝑒𝑟 Chiller cooling capacity
𝐶𝑂𝑃𝑟𝑒𝑓 Chiller COP at full load
𝑓𝑇 Supply temperature correction factor
𝑓𝑃𝐿𝑅 Partial Load correction factor
𝑃𝑟𝑒𝑓 Electrical power required by the chiller at

full load

Cost function terms

𝑐𝑜𝑠𝑡𝑐𝑎𝑝𝑐ℎ,𝑖𝑛𝑑 Capital cost of individual chillers
𝑐𝑜𝑠𝑡𝑜𝑐𝑐𝑐ℎ,𝑖𝑛𝑑 Space occupancy cost of individual chillers
𝑐𝑜𝑠𝑡𝑜𝑝𝑐ℎ,𝑖𝑛𝑑 Operation cost of individual chillers
𝑐𝑜𝑠𝑡𝑐𝑎𝑝𝑐ℎ Capital cost of centralized chillers
𝑐𝑜𝑠𝑡𝑜𝑐𝑐𝑐ℎ Space occupancy cost of centralized chillers
𝑐𝑜𝑠𝑡𝑜𝑝𝑐ℎ Operation cost of centralized chillers
𝑐𝑜𝑠𝑡𝑝𝑖𝑝𝑖𝑛𝑔 Piping cost
𝑐𝑜𝑠𝑡𝑝𝑢𝑚𝑝𝑖𝑛𝑔 Pumping cost
𝑐𝑜𝑠𝑡𝑐𝑎𝑝𝑠𝑡 Capital cost of storages
𝑐𝑜𝑠𝑡𝑜𝑐𝑐𝑠𝑡 Space occupancy cost of thermal storages

Auxiliary variables

𝛥𝑝𝑡𝑖𝑗 Pressure drop on the pipe that connects
nodes 𝑖 and 𝑗

𝛥𝑃 𝑡
𝑖 Pressure difference between supply and

return lines on node 𝑖
𝐺𝑡
𝑒𝑥𝑡,𝑖 Mass flow rates entering or exiting from

node 𝑖
𝐺𝑡
𝑒𝑥𝑡 Vector of mass flow rates entering or

exiting from the network
𝑃𝑝𝑢𝑚𝑝, 𝑤𝑡 Pumping power required at time 𝑡 by plant

𝑤
𝑧𝑚𝑖𝑗 Binary variable that indicates if diameter

𝐷𝑚 is installed in branch (𝑖, 𝑗)

Indices

(𝑖, 𝑗) Generic branch of graph
𝑖, 𝑗 Generic nodes of graph
𝑘 Generic compression chiller
𝑚 Generic pipe size
𝑡 Generic time instance
𝑢 Generic building
𝑤 Generic plant
2

Master problem decision variables

𝜃𝑐ℎ,𝑠 Network supply temperature
𝑣𝑚𝑎𝑥𝑚 Design velocity for pipes with generic

commercial diameter 𝑚
𝑥𝑢 Integer variables that indicate by which

chiller, the demand of building 𝑢 is satisfied

Design and operation optimization of chillers and storages
subproblem variables

𝐶 𝑡
𝐼𝑐𝑒,𝑤 Residual capacity of ice thermal storage at

time 𝑡 in plant 𝑤
𝐶 𝑡
𝑃𝐶𝑀,𝑤 Residual capacity of PCM thermal storage at

time 𝑡 in plant 𝑤
𝐶 𝑡
𝑆𝑇𝐸𝑆,𝑤 Residual capacity of sensible storage at time

𝑡 in plant 𝑤
𝑀𝑎𝑥𝑄𝑐ℎ,𝑠𝑡,𝑤 Maximum cooling power that can be pro-

duced at lower temperature levels in plant
𝑤

𝑁𝑎𝑏𝑠,𝑤 Number of installed absorption chillers in
plant 𝑤

𝑁𝑘
𝑐ℎ,𝑠𝑡,𝑤 Number of chillers of size 𝑘 that can pro-

duce cooling water at lower temperature
levels in plant 𝑤

𝑁𝑘
𝑐ℎ,𝑤 Number of installed chillers of size 𝑘 in

plant 𝑤
𝑄𝑡

𝑎𝑏𝑠,𝑤 Cooling produced by absorption chillers at
time 𝑡 in plant 𝑤

𝑄𝑡
𝑐ℎ,0,𝑤 Cooling power produced at nominal supply

temperature 𝜃𝑐ℎ,𝑠 at time 𝑡 in plant 𝑤
𝑄𝑡

𝑐ℎ,𝑃𝐶𝑀,𝑤 Cooling power produced at the temperature
level required by PCM thermal storage at
time 𝑡 in plant 𝑤

𝑄𝑡
𝑐ℎ,𝑃𝐶𝑀,𝑤 Cooling power produced at the temperature

level required by ice thermal storage at time
𝑡 in plant 𝑤

𝑄𝑡
𝑐ℎ,𝑤 Total cooling power produced by compres-

sion chillers at time 𝑡 in plant 𝑤
𝑄𝑡

𝐼𝑐𝑒,𝑤 Cooling power stored/released by ice ther-
mal storage at time 𝑡

𝑄𝑡
𝑃𝐶𝑀,𝑤 Cooling power stored/released by PCM

thermal storage at time 𝑡 in plant 𝑤
𝑄𝑡

𝑆𝑇𝐸𝑆,𝑤 Cooling power stored/released by sensible
thermal storage at time 𝑡 in plant 𝑤

𝑆𝐼𝑐𝑒,𝑤 Maximum capacity of ice thermal storage in
plant 𝑤

𝑆𝑃𝐶𝑀,𝑤 Maximum capacity of PCM thermal storage
in plant 𝑤

𝑆𝑆𝑇𝐸𝑆,𝑤 Maximum capacity of sensible thermal
storage in plant 𝑤

𝑥𝑡𝐼𝑐𝑒,𝑤 Binary variable that indicates if ice thermal
storage is charged at time 𝑡 in plant 𝑤

𝑥𝑡𝑃𝐶𝑀,𝑤 Binary variable that indicates if PCM is
charged at time 𝑡 in plant 𝑤

𝑦𝐼𝑐𝑒,𝑤 Binary variable that indicates if ice thermal
storage is installed in plant 𝑤
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𝑦𝑃𝐶𝑀,𝑤 Binary variable that indicates if PCM ther-
mal storage is installed in plant 𝑤

𝑦𝑆𝑇𝐸𝑆,𝑤 Binary variable that indicates if sensible
thermal storage is installed in plant 𝑤

Parameters

𝛥𝑡 Time interval between two time-steps
𝜌 Water density
𝐴 Incidence matrix
𝑐𝑘 Capital cost of chiller of size 𝑘
𝑐𝑐𝑎𝑝𝑎𝑏𝑠 Capital cost of absorption chiller
𝑐𝑂𝑀
𝑎𝑏𝑠 Operational and maintenance cost per unit

of cooling energy produced by absorption
chiller

𝑐𝑢𝑐ℎ,𝑖𝑛𝑑 Capital cost of individual chillers to be
installed in building 𝑢

𝑐𝑡𝑒𝑙 Electricity cost at time 𝑡
𝑐𝐸𝑇𝑆,𝑢 Capital cost of energy transfer station in

building 𝑢
𝑐𝐼𝑐𝑒 Capital cost to install a ice thermal storage

of unitary capacity
𝑐𝑜𝑐𝑐 Unitary space occupancy cost
𝑐𝑃𝐶𝑀 Capital cost to install a PCM thermal storage

of unitary capacity
𝑐𝑚𝑝𝑖𝑝𝑒 Unitary cost of pipe with commercial diam-

eter 𝑚
𝑐𝑆𝑇𝐸𝑆 Capital cost to install a sensible thermal

storage of unitary capacity
𝐶𝑂𝑃 𝑡

𝑢 COP of individual chillers installed at
building 𝑢 at time 𝑡

𝐶𝑂𝑃 𝑡
0 COP of compression chiller producing

chilled water at the temperature 𝜃𝑐ℎ,𝑠
𝐶𝑂𝑃 𝑡

𝑎𝑏𝑠 COP of absorption chiller at time 𝑡
𝐶𝑂𝑃 𝑡

𝐼𝑐𝑒 COP of compression chiller charging ice
thermal storage at time 𝑡

𝐶𝑂𝑃 𝑡
𝑃𝐶𝑀 COP of compression chiller charging 𝑃𝐶𝑀

at time 𝑡
𝐹 Sufficiently large number used in big-M

constraints
𝑓 Friction coefficient
𝐺𝑚𝑎𝑥𝑗𝑒𝑥𝑡 Maximum net flow rate entering or exiting

from node 𝑗
𝐿𝑖𝑗 Length of the edge that connects node 𝑖 with

node 𝑗
𝑁𝑦 Project lifetime in years
𝑛𝑑 Number of utilization days
𝑄𝑡

𝑤 Cooling demand that must be satisfied at
time 𝑡 by plant 𝑤

𝑄𝑡
𝑢 Cooling demand of building 𝑢 at time t

𝑄𝑤𝑎𝑠𝑡𝑒−ℎ𝑒𝑎𝑡 Available waste heat
𝑟 Interest rate
𝑠𝑎𝑏𝑠 Space occupied by an absorption chiller
𝑠𝑎𝑏𝑠 Space occupied by absorption chiller
𝑆𝑢
𝑐ℎ,𝑖𝑛𝑑 Chiller capacity installed in building 𝑢

𝑆𝑢
𝑐ℎ,𝑖𝑛𝑑 Total capacity of individual chillers in-

stalled in building 𝑢
3

𝑠𝑢𝑐ℎ,𝑖𝑛𝑑 Space occupied by the individual chillers
installed in building 𝑢

𝑠𝐼𝐶𝐸 Space occupied by ice thermal storage per
unit of installed capacity

𝑠𝑘 Space occupied by chiller of size 𝑘
𝑠𝑃𝐶𝑀 Space occupied by PCM thermal storage per

unit of installed capacity
𝑠𝑆𝑇𝐸𝑆 Space occupied by sensible thermal storage

per unit of installed capacity

Sets

𝐸 Set of all possible branches of the graph
𝐻 Set of possible plant nodes
𝐾 Set of types of compression chillers
𝑀 Set of possible pipe sizes
𝑇 Set of time instances
𝑈 Set of all buildings
𝑉 Set of all nodes of the graph
𝑉 𝑗 Set of nodes adjacent to node 𝑗

Topology optimization variables

𝐺𝑚𝑎𝑥+𝑖𝑗 Positive part of maximum mass flow rate
flowing in branch (𝑖, 𝑗)

𝐺𝑚𝑎𝑥−𝑖𝑗 Negative part of maximum mass flow rate
flowing in branch (𝑖, 𝑗)

𝑧+𝑖𝑗 Binary variable that indicates if branch (𝑖, 𝑗)
is selected

𝑧−𝑖𝑗 Binary variable that indicates if branch (𝑗, 𝑖)
is selected

when the demand is smaller and discharging them during demand
peaks [8]. In addition, using thermal storage for peak shaving and
valley filling reduces the required chiller capacity and, consequently,
the capital costs [9]. Compared to district heating, this technology
is characterized by larger capital and pumping costs, since higher
mass flow rates are required to transfer the same amount of energy,
due to the lower temperature difference between supply and return
lines [10,11].

Optimization tools can help to minimize the costs and fully exploit
the potential of district cooling. Different models have been developed
for the design and operation optimization of district cooling systems.
The most common approaches include Mixed Integer Linear Program-
ming and the use of evolutionary algorithms [12–14]. In the context of
operation optimization of district heating and cooling systems, different
authors implemented optimization approaches based on both physical
and data-driven models. Chiam et al. [15] developed a hierarchical tool
that integrates an MILP model and a genetic algorithm, to optimize the
hourly operation of district cooling systems. The framework takes into
account the performance curves of different components that are con-
nected to each other and finds the optimal set-points that minimize the
total costs. Yan et al. [16] implemented a non linear model to optimize
the operation of district cooling systems, modelling the spatio-temporal
cooling demand, the cooling dissipations and the power consumption of
different components. Tang et al. [17] implemented a model predictive
control strategy to optimize the operation of a district cooling network
with ice thermal energy storage. The implemented model allowed to
reduce operating costs by 8% compared to conventional operation
strategies. Chen et al. [18] developed a physical model of an ice thermal
storage coupled with a water cooled chiller in a district cooling system
and optimized its operation by means of a genetic algorithm. Cox
et al. [19] implemented a model predictive control based on neural

networks to optimize the operation of a district cooling network with
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ice thermal storage. The results showed that the strategy can effectively
adapt to varying loads and electricity tariff, saving up to 17% of
operating costs.

Concerning the design of district cooling systems, different authors
proposed models to optimize the network layout, the pipe diameters,
the buildings to be connected, the positions of chillers and storages.
Pipe diameter optimization is fundamental, as a large diameter in-
creases piping costs, while lower diameters are responsible for higher
pressure drops and therefore pumping costs. Moreover, a larger diam-
eter is also responsible for higher heat gains from the ground, that
cause an increase of the supply temperature to the final users. With this
regard, Coz et al. [20] optimized the diameter and insulation thickness
of the pipes in a district cooling network, minimizing the exergy cost.

Other authors combined the optimization of diameters with network
layout and the position of chillers and storages. Guelpa et al. [21] devel-
oped a genetic algorithm to optimize the position of chillers in a district
cooling network with the goal of minimizing the total costs. Al-Noaimi,
Khir and Haouari [22,23] developed MILP models to optimize both the
topology and the position of chillers and storages in a district cooling
system. They handled the non-linearities with reformulation techniques
and decomposed the problem, optimizing the design and operation of
chillers and storages separately from the network topology and pipe
sizes. Dorfner et al. [24] optimized the network layout and pipe diam-
eters with a MILP model, including also redundant constraints and the
possible unavailability of chiller plants. Lambert et al. [25] developed a
multistage stochastic programming model to optimize multiple design
phases of district heating networks. Shi et al. [26] studied the impact of
street layouts on the feasibility of district cooling networks, considering
different cost indicators. They studied the impact of the block area,
block elongation and site area, considering real data from five districts
in Singapore. They found that block area is the parameter with the
highest impact on the cost indicators. Neri et al. [27] implemented a
Mixed Integer Quadratic Constrained Programming to simultaneously
optimize the pipe diameters, the position and capacity of chillers and
storages and the operation strategy. They found that if demand is
seasonal, it is sufficient dimensioning the chillers on the base of the
average daily demand, using the storages only for peak shaving and
valley filling. On the other hand, if demand is present all year round,
it is necessary optimizing the design and operation simultaneously,
especially, if there is a large daily variation of electricity price.

Some authors focused also on the selection of the buildings to be
connected to a district cooling network. Chow et al. [3] optimized the
set of building types to be connected to a district cooling network with
the goal of minimizing the contemporaneity factor with the consequent
increase of chillers performances and reduction of their sizes. Other
authors instead optimized the specific buildings to be connected, based
on the economic feasibility. Bordin et al. [28] developed a model
based on an MILP approach to optimize the expansion of a district
heating network. They approximated pressure drops by using piecewise
linearization. Neri et al. [29] optimized the topology and the set of
buildings to be connected to a district cooling system, implementing
both an MILP model and genetic algorithm and showed how the second
approach outperforms the first in terms of computational cost. They
also implemented a stochastic approach [30] in order to optimize the
network topology under demand and cost uncertainty. The model opti-
mizes the initial layout, the pipe diameters and the set of buildings to be
connected, taking into account for possible future network expansions.

Other authors focused on the chiller and storage design rather than
on the network topology, trying to combine the optimization of design
and operation. Alghool et al. [31] implemented an MILP model for the
design and operation optimization of DC systems integrated with solar
cooling technologies. Ismaen et al. [32] developed an optimization
framework for district cooling systems with multiple chillers. Their
tool enables the optimization of design and operation of the chillers
minimizing total costs while satisfying different system requirements
4

expressed as constraints. The results showed that when cooling demand
is variable it is more convenient installing chillers with multiple capac-
ities, in order to operate them with better performances. Hsu et al. [33]
implemented a dynamic programming model to optimize the design
and operation of island district cooling systems integrated with waste
heat from diesel generators. They optimized the sizes of the absorption
chiller and the thermal storage. The results showed a payback time
of four years for the district cooling investments. Mazzoni et al. [34]
developed an optimization framework for energy systems and applied
it to the case study of a Singapore district cooling network. They
optimized the design of chiller and thermal energy storage, considering
different available technologies. The results showed, that due to the
large space occupancy costs, ice thermal storage is more feasible,
thanks to the higher volumetric capacity. Zaw et al. [35] realized a
framework for the optimal design and operation of district cooling
systems based on the interior point method. They applied the model
to the Singapore case study and from the results emerged that the tool
can bring up to 21% of savings in terms of total life cycle costs. Gang
et al. [36] proposed a robust optimization approach for the design
of district cooling networks, which takes into account the uncertainty
related to cooling demand and equipment reliability. Wirtz et al. [37]
implemented two approaches to optimize the multiperiod design of
district heating and cooling systems. The results showed that compared
to single period models, these approaches can provide up to 17% of cost
savings. Wirtz also developed a web-based planning tool for designing
district heating and cooling networks [38]. The platform, by means
of a linear optimizer allows to design and dimensionate the technolo-
gies to be installed, taking into account the possible integration with
renewable energy sources. He et al. [39] proposed a multi-objective
optimization model to select the capacity and configuration of chillers
in a district cooling network, considering multiple cooling scenarios.
They applied the model to the district cooling network of Guangdong
and estimated that it would allow to save up to 11% in terms of
operating costs, thanks to the reduction of chillers operation at partial
load conditions.

The existing studies that compare district cooling networks with
traditional systems are based on the assumption that district cooling
systems are more efficient, thanks to the installation of larger industrial
chillers. If on one hand this may be true for buildings with small cooling
demand, where chillers with smaller capacities are installed, on the
other hand, this may not be the case for buildings with very large
cooling demand, such as malls or offices. Indeed, in these buildings it
is possible to have large efficient chillers installed, without the need to
connect them to a district cooling network. In these cases the economic
advantages of district cooling systems compared to individual cooling
solutions are less obvious. However, district cooling can still be feasible
for different reasons. The first is that the operation of chillers in district
cooling systems is closer to design conditions, thanks to the installation
of multiple capacities that reduce as much as possible chiller operation
at partial load. The second is that larger centralized chillers tend to
occupy less space than smaller ones. Therefore, district cooling can help
reducing space occupancy, which in the major cities can represent a
non-negligible cost. The third reason is that district cooling networks
can be easily integrated with renewable energy sources, such as free
cooling from water basins or waste heat from industrial processes.

In this paper we address this gap by optimizing the design and op-
eration of a district cooling network in a neighbourhood of Singapore,
characterized by commercial and office buildings with large cooling
demand. The main novelty of this paper consists in a new framework
able to optimize a wide set of design and operation variables. Compared
to the models already available in literature, which focus on few design
variables, this tool indeed optimizes multiple aspects related to the
design and operation of district cooling networks. In particular, it
has the objective of minimizing the overall costs, optimizing: (a) the
network topology, (b) the hourly operation of chillers and storages,
(c) their capacities and (d) their locations. In addition, the model

addresses the optimization of network supply temperature and the
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type of storage technology taking into account the effect they have
on chiller efficiency, space occupancy and on pumping costs. Indeed,
sensible thermal storage may allow chillers to operate more efficiently
at higher temperatures, but has lower volumetric capacity. On the other
hand, ice thermal storage or other commercial phase change materials
require lower space, but also lower supply temperature to be charged,
leading to lower chiller efficiencies. Combining all these aspects allows
to fully exploit the potential of this technology and to increase the
competitiveness of district cooling compared to other technologies.

In addition, by applying the model to the Singapore case study
under different scenario conditions, the paper aims to provide useful
design guidelines and insights that can help decision makers in plan-
ning and assessing the feasibility of future district cooling systems. In
particular, we studied the benefits achievable by increasing the indoor
set point temperature, while respecting the guidelines for thermal
comfort conditions. It was also analysed how the presence of waste
heat can influence the optimal topology and enhance district cooling
potential, reducing the total costs and the payback time. Lastly, the
influence of peak electricity cost and space occupancy cost on the
optimal network topology and on the design and operation of chillers
and storages was also examined.

2. Methodology

The objective of the model is to optimize the design and operation
of district cooling systems, minimizing the total overall costs, charac-
terized by the sum of capital and operation expenditures. In particular,
the model optimizes the following aspects:

• the set of buildings to be connected;
• the pipe diameters and network topology;
• the position of production plants;
• the capacity and hourly operation of chillers and storages;
• the type of storage technology;
• the network supply temperature.

The model is based on a hierarchical structure, characterized by a
master problem at superior level and two groups of subproblems at
inner level. The master problem is solved by a genetic algorithm
that finds iteratively the optimal values of its variables, and at each
iteration the subproblems are solved by means of Mixed Integer Linear
Programming models. The goal of the genetic algorithm is to find
the optimal set of buildings to be connected to the district cooling
network, the location of the plants, the supply temperature and the
maximum velocity admissible in each commercial diameter. The goal of
the first class of subproblems is to optimize the capacity and operation
of chillers and storages in each plant. As a consequence, for each plant
an MILP problem is solved to find the optimal capacity of chillers and
storages and the daily operation. The goal of the second subproblem is
instead to optimize the network topology, providing as output the tree-
network with the shortest total length. The subproblems are solved,
fixing the master problem variables. The latter are varied iteratively
through the genetic algorithm and at each iteration the values of the
variables are used as input parameters to solve the two classes of
subproblems, whose outputs are needed to compute the master problem
cost function. The model has therefore a nested structure, where the
outer part is characterized by the master problem. The flowchart of
the hierarchical model is shown in Fig. 1.

2.1. General assumptions

The whole hierarchical model is based on the following assump-
tions.

• Different plant locations can be selected and each of them in-
cludes chillers and, eventually, thermal storages.
5

Fig. 1. Hierarchical model flowchart.

• Heat gains in pipes are neglected due to the low temperature
difference between the network and the ground.

• The demand of each building is always satisfied by a specific
plant. This assumption is based on the idea that the demand of
buildings is satisfied by plants close to them, in order to reduce
the pumping costs. This assumption simplifies the problem, al-
lowing to optimize separately each plant. Indeed the production
of each plant is independent and separate from the others, since
it is bounded to the demand of the buildings that it must satisfy.

• When varying the network supply temperature, the heat transfer
areas of heat exchangers are assumed to be constant. It is assumed
that the logarithmic average temperature difference between the
secondary and primary loops can be considered constant. Con-
sequently, if network supply temperature increases, the return
temperature decreases to maintain the same logarithmic temper-
ature difference with the secondary loop. As a consequence, if
temperature supply increases, the mass flow rate must increase in
order to provide the same amount of thermal power to the users.

• The impact of partial load on the COP of chillers is taken into
account in the case of individual chillers, but it is neglected in
the case of centralized chillers. Indeed, district cooling systems
have always multiple chillers being operational at anytime, thus
avoiding shifting too far from design conditions.

• At most one storage technology can be installed in each plant.
• Sensible thermal energy storage is charged using chilled water

at the network supply temperature, while ice and PCM thermal
storages require cooling power at −5 ◦C and 3 ◦C, respectively.

• The model is based on a typical day and the operation costs are
evaluated by multiplying the daily costs with the total number
of utilization days, equal to 365 as the system is located in a
tropical region where cooling is required all the year. In addition,
an actualization coefficient is applied in order take into account
the discount rate and the lifetime of the system, assumed equal
to 30 years.
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2.2. Master problem

2.2.1. Variables
The master problem is characterized by three different types of

decision variables. The first group is formed by the integer variables 𝑥𝑢,
which indicate by which plant the demand of the building 𝑢 is satisfied.
These can range from zero to the number of possible plant positions.
The values assumed by these variables are therefore indices pointing
to specific plant sites. If the variable 𝑥𝑢 is equal to zero, instead it

eans that the building 𝑢 is not connected to the network and that
n individual cooling system is installed. The second group includes
ontinuous variables named 𝑣𝑚𝑎𝑥𝑚, which indicate the velocity limit
or every commercial diameter. These are used therefore to select the
ipe diameters, after the evaluation of the mass flow rates. Finally,
he last group is characterized by only one continuous variable, 𝜃𝑐ℎ,𝑠,
hich indicates the supply temperature of the network. Its upper bound
epends on the supply temperature of the secondary loop, as it is
ssumed that the temperature difference at the pinch-point must be
reater than 2 ◦C for technical reasons.

.2.2. Cost function
The objective is to minimize the sum of capital and operation

xpenditures, characterized by the following terms.

• Investment and space occupancy cost of centralized and individ-
ual chillers

• Operating costs of centralized and individual chillers
• Investment and space occupancy costs of thermal storages
• Piping costs and energy transfer stations
• Pumping costs

ndividual chillers are the ones installed in buildings not connected to
he network, while centralized chillers are the ones installed in the
lants of the district cooling network. The investment and operation
osts of individual chillers can be directly computed, once the master
roblem variables are set. The capital and space occupancy costs of in-
ividual chillers installed in the buildings not connected to the district
ooling network are computed as defined in Eqs. (1) and (2):

𝑜𝑠𝑡𝑐𝑎𝑝𝑐ℎ,𝑖𝑛𝑑 =
∑

𝑢|𝑥𝑢=0
𝑐𝑢𝑐ℎ𝑖𝑙𝑙,𝑖𝑛𝑑 (1)

𝑜𝑠𝑡𝑜𝑐𝑐𝑐ℎ,𝑖𝑛𝑑 =
∑

𝑢|𝑥𝑢=0
𝑠𝑢𝑐ℎ,𝑖𝑛𝑑 ∗ 𝑐𝑜𝑐𝑐 ∗

𝑁𝑦
∑

𝑛=1

1
(1 + 𝑟)𝑛

(2)

where 𝑐𝑢𝑐ℎ𝑖𝑙𝑙,𝑖𝑛𝑑 is the capital cost of the chillers to be installed in
building 𝑢, 𝑠𝑢𝑐ℎ,𝑖𝑛𝑑 is the space occupied by the chiller and 𝑐𝑜𝑐𝑐 is the
yearly cost of space occupancy per unit of surface, while the terms
needed to compute the actualization factor, 𝑟 and 𝑁𝑦, are the interest
rate and the lifetime of the investment, respectively. The sizes of the
individual chillers that would be installed in buildings not connected to
the network are considered as a parameter as they are known a priori,
since they depend only on the peak demand of these buildings. What is
unknown is whether these chillers are installed or not, which depends
on the values of the variables 𝑥𝑢, as they are installed only in buildings
ot connected to the network. As a consequence, the condition 𝑥𝑢 = 0

is used to include in the summation only the buildings not connected to
the district cooling network. The operating costs of individual chillers
depend on the cooling energy produced in every time interval, the COP,
the cost of electricity, the number of days the system is operative, the
discount rate and the system lifetime. They are evaluated as defined
in Eq. (3):

𝑐𝑜𝑠𝑡𝑜𝑝𝑐ℎ,𝑖𝑛𝑑 =
∑

𝑢|𝑥𝑢=0

𝑇
∑

𝑡
𝑄𝑡

𝑢∕𝐶𝑂𝑃 𝑡
𝑢 ∗ 𝑐𝑡𝑒𝑙 ∗ 𝛥𝑡 ∗ 𝑛𝑑 ∗

𝑁𝑦
∑

𝑛=1

1
(1 + 𝑟)𝑛

(3)

where 𝛥𝑡 is the length of the time-step expressed in hours, 𝑄𝑡
𝑢 is the

cooling demand of building 𝑢 at time 𝑡, while 𝐶𝑂𝑃 𝑡 and 𝑐𝑡 are the
6

𝑢 𝑒𝑙
coefficient of performance of the chiller and the cost of electricity at
time 𝑡, respectively. The COP indeed depends on the chiller load and
n the outdoor temperature, which differs between day and night. The
ost of electricity is also function of time, since the tariff is different
uring peak and off-peak hours.

The other cost terms can instead be evaluated only after having
olved the subproblems. The solutions of the capacity and operation
ptimization subproblems (Section 2.3) provide the operating and the
nvestment costs of centralized chillers and thermal storages installed
n each plant site. Piping and pumping costs are computed once the
opology is optimized (Section 2.4). Indeed, being the resulting network
ree-shaped, the mass flow rates flowing in each branch can be evalu-
ted by solving the linear system of mass balance equations defined in
q. (4):

∗ 𝐺𝑡 = − 𝐺𝑡
𝑒𝑥𝑡 ∀𝑡 ∈ 𝑇 (4)

where 𝐴 is the incidence matrix of the tree network, 𝐺𝑡 is a vector
of mass flow rates flowing in each branch at time t and 𝐺𝑡

𝑒𝑥𝑡 is the
vector of mass flow rates entering into or exiting from the network.
After the mass flow rates are computed, for each branch it is selected
the smallest feasible commercial diameter for which the flow velocity is
lower than the specified limit 𝑣𝑚𝑎𝑥𝑚, which is defined when setting the
master problem variables. This is equivalent to solving the constrained
optimization problem defined in Eq. (5):

min
𝑀
∑

𝑚
𝑧𝑚𝑖𝑗 ∗ 𝐷𝑚 𝑠.𝑡. ∶

max𝑡 𝐺𝑡
𝑖𝑗 ∗ 4

𝜋 ∗ 𝐷2
𝑚

∗ 𝑧𝑚𝑖𝑗 ≤ 𝑣𝑚𝑎𝑥𝑚 ∀𝑚 ∈ 𝑀

(5)

where the variable 𝑧𝑚𝑖𝑗 is a binary variable that indicates if a pipe with
diameter 𝐷𝑚 is installed in the edge that connects the nodes 𝑖 and 𝑗.
Once the sizes of the diameters are determined, the costs for piping and
energy transfer stations can be computed, as defined in Eq. (6):

𝑐𝑜𝑠𝑡𝑝𝑖𝑝𝑖𝑛𝑔 =
𝐸
∑

𝑖𝑗

𝑀
∑

𝑚
𝐿𝑖𝑗 ∗ 𝑧𝑚𝑖𝑗 ∗ 𝑐𝑚𝑝𝑖𝑝𝑒 +

∑

𝑢|𝑥𝑢>0
𝑐𝐸𝑇𝑆,𝑢 (6)

where 𝐿𝑖𝑗 is the length of the generic branch (𝑖, 𝑗) and 𝑐𝑚𝑝𝑖𝑝𝑒 is the unitary
ost of a pipe with commercial size 𝑚. 𝑐𝐸𝑇𝑆,𝑢 represents the cost to
nstall the energy transfer station in building 𝑢 and depends on its peak
emand. The condition 𝑢|𝑥𝑢 > 0 is used to include in the summation
nly the buildings which are connected to the network. The pressure
rops are computed as defined in Eq. (7)

𝑝𝑡𝑖𝑗 =𝑓 ∗
𝐺𝑡
𝑖𝑗
2

𝐿𝑖𝑗𝜌𝐷4
𝑖𝑗∕8 ∗ 𝜋2

∀(𝑖, 𝑗) ∈ 𝐸, 𝑡 ∈ 𝑇 (7)

where 𝑓 is the friction coefficient, 𝛥𝑝𝑡𝑖𝑗 is the pressure drop on the
generic branch (𝑖, 𝑗) at time instant 𝑡 and 𝐷𝑖𝑗 is the diameter of the pipe
nstalled in that branch. Once the pressure drops are computed, the
umping power required by the pumps can be evaluated multiplying
he mass flow rates with the pressure increase required by each pump.

𝑡
𝑝𝑢𝑚𝑝,𝑤 =

𝐺𝑡
𝑒𝑥𝑡,𝑤 ∗ 𝛥𝑝𝑡𝑝𝑢𝑚𝑝,𝑤

𝜌
∀𝑤 ∈ 𝐻, 𝑡 ∈ 𝑇 (8)

where 𝛥𝑝𝑡𝑝𝑢𝑚𝑝,𝑤 is the pressure increase required by the pump located
t node 𝑤, 𝐺𝑡

𝑒𝑥𝑡,𝑤 is the mass flow rate entering into the network from
the node 𝑤 and 𝐻 is the set of possible plant nodes. The pressure
increase is equal to the sum of pressure drops on the pipes of the most
critical path, which is the path with the highest total pressure loss. Once
pumping power needed by each pump is known, the total pumping cost
is computed (Eq. (9)) by multiplying the pumping energy needed in
each time interval with the cost of electricity, the number of operation
days and the actualization coefficient, which depends on the discount
rate 𝑟 and system lifetime 𝑁𝑦.

𝑐𝑜𝑠𝑡𝑝𝑢𝑚𝑝𝑖𝑛𝑔 =
𝐻
∑

𝑇
∑

𝑃 𝑡
𝑝𝑢𝑚𝑝,𝑤 ∗ 𝛥𝑡 ∗ 𝑐𝑡𝑒𝑙 ∗ 𝑛𝑑 ∗

𝑁𝑦
∑ 1

𝑛 (9)

𝑤 𝑡 𝑛=1 (1 + 𝑟)
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Table 1
Thermal storage properties [41].
Type Cost Latent heat [kJ/kg] Density [kg/m3] Charging temperature [◦C] Life cycle [y]

Ice 50 e/m3 334 917 −5 30
Commercial PCM 10 e/kWh 180 800 3 10
STES 50 e/m3 0 1000 4–9 30
Table 2
Variables of design and operation of plant sites optimization subproblem.
Variable Description Unit

𝑄𝑡
𝑐ℎ,𝑤 Compression chiller cooling power kW

𝑄𝑡
𝑎𝑏𝑠,𝑤 Absorption chiller cooling power kW

𝑄𝑡
𝑃𝐶𝑀,𝑤 Cooling power stored/released by PCM thermal storage at time 𝑡 kW

𝑄𝑡
𝑆𝑇𝐸𝑆,𝑤 Cooling power stored/released by sensible thermal storage at time 𝑡 kW

𝑄𝑡
𝐼𝑐𝑒,𝑤 Cooling power stored/released by ice thermal storage at time 𝑡 kW

𝑥𝑡𝑃𝐶𝑀,𝑤 Binary variable that indicates if PCM is charged at time 𝑡 /
𝑥𝑡𝐼𝑐𝑒,𝑤 Binary variable that indicates if Ice thermal storage is charged at time 𝑡 /
𝐶 𝑡
𝑆𝑇𝐸𝑆,𝑤 Residual capacity of sensible thermal energy storage at time 𝑡 kWh

𝐶 𝑡
𝑃𝐶𝑀,𝑤 Residual capacity of PCM thermal storage at time 𝑡 kWh

𝐶 𝑡
𝐼𝑐𝑒,𝑤 Residual capacity of ice thermal storage at time 𝑡 kWh

𝑆𝑆𝑇𝐸𝑆,𝑤 Sensible thermal storage maximum capacity kWh
𝑆𝑃𝐶𝑀,𝑤 PCM thermal storage maximum capacity kWh
𝑆𝐼𝑐𝑒,𝑤 Ice thermal storage maximum capacity kWh
𝑁𝑎𝑏𝑠,𝑤 Number of installed absorption chillers /
𝑁𝑘

𝑐ℎ,𝑤 Number of installed chillers of size 𝑘 /
𝑁𝑘

𝑐ℎ,𝑠𝑡,𝑤 Number of chillers of size 𝑘 usable to produce chilled water at lower temperatures /
𝑄𝑡

𝑐ℎ,0,𝑤 Cooling power produced by chillers in the form chilled water at 𝜃𝑐ℎ,𝑠 kW
𝑄𝑡

𝑐ℎ,𝑃𝐶𝑀,𝑤 Cooling power produced by chillers at time 𝑡 at the temperature level required to charge PCM thermal storage kW
𝑄𝑡

𝑐ℎ,𝐼𝑐𝑒,𝑤 Cooling power produced by chillers at time 𝑡 at the temperature level required to charge ice thermal storage kW
𝑀𝑎𝑥𝑄𝑐ℎ,𝑠𝑡,𝑤 Maximum chiller power producible at lower temperature levels kW
𝑦𝑃𝐶𝑀,𝑤 Binary variable that indicates if PCM thermal storage is installed /
𝑦𝑆𝑇𝐸𝑆,𝑤 Binary variable that indicates if sensible storage is installed /
𝑦𝐼𝑐𝑒,𝑤 Binary variable that indicates if ice thermal storage is installed /
w
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2.3. Capacity and operation optimization of chillers and storages

One of the subproblems to be solved is the optimization of the
capacity and operation of chillers and storages. The chiller positions
and the cooling demand they supply are determined through the master
problem variables, while the optimal size and operation of chillers and
storages in each plant are found by solving an MILP subproblem. The
MILP model selects the quantity of chillers to install choosing from
different types that have different capacities. In addition, absorption
chillers may also be installed, if waste heat is available in the plant site.
The storage size and the technology type are also selected by the model,
choosing between ice, a commercial PCM, and sensible thermal storage.
Ice and PCM are characterized by higher volumetric capacity, thanks to
the latent heat, but they require lower supply temperatures during the
charging phase, lowering the overall performances of chillers. In addi-
tion, ice storage is cheaper and has a longer life-cycle than commercial
PCMs, which instead are often subjected to hysteresis and degradation.
On the other hand, an advantage of PCMs is that they are available for
almost any desired temperature range [40]. The main properties of the
three technologies considered in this study are all reported in Table 1.

2.3.1. Variables
The model variables are described in Table 2. The hourly cooling

demand and the network supply temperature instead are input param-
eters, as they are set when assigning the values of the master problem
variables.

2.3.2. Cost function
The objective of this optimization subproblem is to minimize the

sum of capital and operation expenditures of chillers and storages in
each plant site. These are characterized by the following costs:

• chillers capital cost
• chillers space occupancy cost
7

• storage capital cost
• storage space occupancy cost
• chillers operation cost

The capital cost of centralized chillers depends on the number of
installed chillers and their capacity, as defined in (10). In this analysis,
we considered four possible capacities for compression chillers and
one capacity for absorption chillers. However, this can be changed
depending on the case study requirements. The capital cost of chillers
installed in the generic plant site 𝑤 is defined in Eq. (10)

𝑐𝑜𝑠𝑡𝑐𝑎𝑝𝑐ℎ,𝑤 =
𝐾
∑

𝑘
𝑁𝑘

𝑐ℎ,𝑤 ∗ 𝑐𝑘 +𝑁𝑎𝑏𝑠,𝑤 ∗ 𝑐𝑐𝑎𝑝𝑎𝑏𝑠 (10)

here 𝑐𝑘 is the capital cost to install a compression chiller of size 𝑘,
𝑘
𝑐ℎ,𝑤 is the integer variable referring to the number of chillers of size
to be installed in the plant 𝑤, while 𝑐𝑐𝑎𝑝𝑎𝑏𝑠 is the capital cost to install

n absorption chiller and 𝑁𝑎𝑏𝑠,𝑤 is the number of absorption chillers
o be installed. The cost of space occupancy of these chillers is defined
n Eq. (11) and depends on the surface occupied by all the installed
hillers.

𝑜𝑠𝑡𝑜𝑐𝑐𝑐ℎ,𝑤 = (
𝐾
∑

𝑘
𝑁𝑘

𝑐ℎ,𝑤 ∗ 𝑠𝑘 ∗ +𝑁𝑎𝑏𝑠,𝑤 ∗ 𝑠𝑎𝑏𝑠) ∗ 𝑐𝑜𝑐𝑐

𝑁𝑦
∑

𝑛=1

1
(1 + 𝑟)𝑛

(11)

where 𝑠𝑘 and 𝑠𝑎𝑏𝑠 refer to the space occupied by compression chillers
f size 𝑘 and by absorption chillers. Similarly, the capital and space

occupancy cost of thermal storages depend on the installed storage
technologies and their capacities. They are evaluated as defined in
Eqs. (12) and (13):

𝑐𝑜𝑠𝑡𝑐𝑎𝑝𝑠𝑡,𝑤 = 𝑆𝑃𝐶𝑀,𝑤 ∗ 𝑐𝑃𝐶𝑀 + 𝑆𝐼𝑐𝑒,𝑤 ∗ 𝑐𝐼𝑐𝑒 + 𝑆𝑆𝑇𝐸𝑆,𝑤 ∗ 𝑐𝑆𝑇𝐸𝑆 (12)
𝑜𝑠𝑡𝑜𝑐𝑐𝑠𝑡,𝑤 = (𝑆𝑃𝐶𝑀,𝑤 ∗ 𝑠𝑃𝐶𝑀 + 𝑆𝐼𝑐𝑒,𝑤 ∗ 𝑠𝐼𝑐𝑒 ∗ +𝑆𝑆𝑇𝐸𝑆,𝑤 ∗ 𝑠𝑆𝑇𝐸𝑆 )

∗ 𝑐𝑜𝑐𝑐 ∗
𝑁𝑦
∑

1∕(1 + 𝑟)𝑛 (13)

𝑛=1
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where 𝑆𝑃𝐶𝑀,𝑤, 𝑆𝐼𝐶𝐸,𝑤 and 𝑆𝑆𝑇𝐸𝑆,𝑤 refer to the installed capacity of
PCM, ice and sensible thermal storage in plant 𝑤, while 𝑐𝑃𝐶𝑀 , 𝑐𝐼𝐶𝐸
and 𝑐𝑆𝑇𝐸𝑆 refer to the unitary capital cost of these storages. The terms
𝑠𝑃𝐶𝑀 , 𝑠𝑆𝑇𝐸𝑆 and 𝑠𝐼𝑐𝑒 refer to the specific space occupancy of thermal
energy storages per unit of capacity, expressed in m2∕kWh.

The operation cost of the chillers depends on the amount of cool-
ing energy produced at the different temperature levels in each time
interval and is defined as:

𝑐𝑜𝑠𝑡𝑜𝑝𝑐ℎ,𝑤 = (
𝑇
∑

𝑡
(
𝑄𝑡

𝑐ℎ,0,𝑤

𝐶𝑂𝑃 𝑡
0

+
𝑄𝑡

𝑐ℎ,𝑃𝐶𝑀,𝑤

𝐶𝑂𝑃 𝑡
𝑃𝐶𝑀

+
𝑄𝑡

𝑐ℎ,𝐼𝑐𝑒,𝑤

𝐶𝑂𝑃 𝑡
𝐼𝑐𝑒

) ∗ 𝛥𝑡 ∗ 𝑐𝑡𝑒𝑙

+𝑄𝑡
𝑎𝑏𝑠,𝑤 ∗ 𝛥𝑡 ∗ 𝑐𝑂𝑀

𝑎𝑏𝑠 ) ∗ 𝑛𝑑 ∗
𝑁𝑦
∑

𝑛=1

1
(1 + 𝑟)𝑛

(14)

where 𝐶𝑂𝑃 𝑡
0, 𝐶𝑂𝑃 𝑡

𝑃𝐶𝑀 , 𝐶𝑂𝑃 𝑡
𝐼𝑐𝑒 refer to the COP of the chillers when

roducing chilled water at supply temperatures respectively of: net-
ork, PCM and ice thermal storage. The COP is also dependant on the

ime instance, since during the night, the cooling water temperature in
he condenser can decrease thanks to lower outdoor temperatures. The
erms 𝑄𝑡

𝑐ℎ,0,𝑤, 𝑄𝑡
𝑐ℎ,𝑃𝐶𝑀,𝑤, 𝑄𝑡

𝑐ℎ,𝐼𝑐𝑒,𝑤 refer to the cooling power produced
y the chillers when they supply water at nominal temperature and
hen charging PCM or ice thermal storage. The cost of electricity is
efined by 𝑐𝑡𝑒𝑙 and varies with time, since there are different tariffs
or off-peak and peak hours. 𝑄𝑡

𝑎𝑏𝑠,𝑤 refers to the cooling power pro-
duced by absorption chillers, while 𝑐𝑂𝑀

𝑎𝑏𝑠 is the cost for operation and
maintenance of absorption chillers per unit of cooling energy produced.

2.3.3. Constraints
The model constraints are mainly energy balance equations or

capacity constraints. Eq. (15) is an energy balance constraint needed to
ensure that the sum of the cooling power produced by the chillers, ab-
sorbed/released by the storages is equal to the cooling power requested
by the buildings.

𝑄𝑡
𝑐ℎ,𝑤 +𝑄𝑡

𝑎𝑏𝑠,𝑤 +𝑄𝑡
𝑃𝐶𝑀,𝑤 +𝑄𝑡

𝐼𝑐𝑒,𝑤 +𝑄𝑡
𝑆𝑇𝐸𝑆,𝑤 =𝑄𝑡

𝑤 ∀𝑡 ∈ 𝑇 (15)

where 𝑄𝑡
𝑐ℎ,𝑤, 𝑄𝑡

𝑃𝐶𝑀,𝑤, 𝑄𝑡
𝐼𝑐𝑒,𝑤, 𝑄𝑡

𝑆𝑇𝐸𝑆,𝑤 refer to the cooling power
produced by the chillers, absorbed or released by PCM, ice or sensible
thermal storages, respectively. 𝑄𝑡

𝑤 is the total cooling demand that
the plant 𝑤 must satisfy at time 𝑡. It is given by the sum of the cooling
emands of all the buildings that are fed by the plant 𝑤, which depend
n the values of the 𝑥𝑢 variables (Eq. (16))

𝑡
𝑤 =

𝑈
∑

𝑢|𝑥𝑢=𝑤
𝑄𝑡

𝑢 ∀𝑡 ∈ 𝑇 (16)

Constraints (17)–(19) are energy conservation equations, indicating
hat the residual storage capacity at time 𝑡 depends on the storage
apacity at the previous time-step and on the cooling energy absorbed
r released by storages in the time interval between the two time-steps.

𝐶 𝑡
𝑃𝐶𝑀,𝑤 =𝐶 𝑡−1

𝑃𝐶𝑀,𝑤 −𝑄𝑡
𝑃𝐶𝑀,𝑤 ∗ 𝛥𝑡 ∀𝑡 ∈ 𝑇 (17)

𝐶 𝑡
𝐼𝑐𝑒,𝑤 =𝐶 𝑡−1

𝐼𝑐𝑒,𝑤 −𝑄𝑡
𝐼𝑐𝑒,𝑤 ∗ 𝛥𝑡 ∀𝑡 ∈ 𝑇 (18)

𝑡
𝑆𝑇𝐸𝑆,𝑤 =𝐶 𝑡−1

𝑆𝑇𝐸𝑆,𝑤 −𝑄𝑡
𝑆𝑇𝐸𝑆,𝑤 ∗ 𝛥𝑡 ∀𝑡 ∈ 𝑇 (19)

here 𝐶 𝑡
𝑃𝐶𝑀,𝑤, 𝐶 𝑡

𝐼𝑐𝑒,𝑤 and 𝐶 𝑡
𝑆𝑇𝐸𝑆,𝑤 are the capacities at time 𝑡 of PCM,

ce or sensible thermal energy storages. Inequality constraints (20)–(22)
ndicate that the residual storage capacity must not exceed the installed
torage capacity.

𝐶 𝑡
𝑃𝐶𝑀,𝑤 ≤𝑆𝑃𝐶𝑀,𝑤 ∀𝑡 ∈ 𝑇 (20)

𝐶 𝑡
𝐼𝑐𝑒,𝑤 ≤𝑆𝐼𝑐𝑒,𝑤 ∀𝑡 ∈ 𝑇 (21)

𝐶 𝑡
𝑆𝑇𝐸𝑆,𝑤 ≤𝑆𝑆𝑇𝐸𝑆,𝑤 ∀𝑡 ∈ 𝑇 (22)

Constraint (23) indicates that cooling power produced by compression
chillers must not exceed the total installed chiller capacity.

𝑄𝑡
𝑐ℎ,𝑤 ≤

𝑘
∑

𝑁𝑘
𝑐ℎ,𝑤 ∗ 𝑆𝑘

𝑐ℎ,𝑤 ∀𝑡 ∈ 𝑇 (23)
8

𝑘

Constraint (24) is a big-M constraint that ensures that the cooling
power produced at the temperature level required by PCM(3 ◦C) is null,
if the PCM thermal energy storage is not charged at time 𝑡.

𝑄𝑡
𝑐ℎ,𝑃𝐶𝑀,𝑤 ≤𝐹 ∗ 𝑥𝑡𝑃𝐶𝑀,𝑤 ∀𝑡 ∈ 𝑇 (24)

where 𝐹 is a sufficiently large number at least equal to the upper bound
of 𝑄𝑡

𝑐ℎ,𝑃𝐶𝑀,𝑤, while 𝑥𝑡𝑃𝐶𝑀,𝑤 is a binary variable that indicates if the
PCM thermal storage is charging. Similarly, constraint (25) ensures that
the cooling power produced at −5 ◦C is equal to zero if ice thermal
storage is not charging.

𝑄𝑡
𝑐ℎ,𝐼𝑐𝑒,𝑤 ≤𝐹 ∗ 𝑥𝑡𝐼𝑐𝑒,𝑤 ∀𝑡 ∈ 𝑇 (25)

where 𝑥𝑡𝐼𝑐𝑒,𝑤 is a binary variable that indicates if the ice thermal energy
storage is charging at time 𝑡. Constraints (26) and (27) instead indicate
that the amount of cooling energy stored by PCM or ice thermal storage
must not exceed the cooling power produced by the chillers at the
specific temperature levels required to charge these storages.

𝑄𝑡
𝑃𝐶𝑀,𝑤 ≤𝑄𝑡

𝑐ℎ,𝑃𝐶𝑀,𝑤 ∀𝑡 ∈ 𝑇 (26)

𝑄𝑡
𝐼𝑐𝑒,𝑤 ≤𝑄𝑡

𝑐ℎ,𝐼𝑐𝑒,𝑤 ∀𝑡 ∈ 𝑇 (27)

Constraint (28) ensures that the cooling power produced by the chillers
to charge either PCM or ice thermal storages does not exceed the
installed chiller capacity for this scope.

𝑄𝑡
𝑐ℎ,𝑃𝐶𝑀,𝑤 +𝑄𝑡

𝑐ℎ,𝐼𝑐𝑒,𝑤 ≤
𝐾
∑

𝑘
𝑁𝑘

𝑐ℎ,𝑠𝑡,𝑤 ∗ 𝑆𝑘
𝑐ℎ,𝑤 ∀𝑡 ∈ 𝑇 (28)

where 𝑁𝑘
𝑐ℎ,𝑠𝑡,𝑤 is the number of chillers of size 𝑘 installed to charge

PCM or ice thermal energy storages. Constraint (29) indicates that the
installed chillers used to charge PCM or ice thermal energy storages are
a subset of the total installed chillers.

𝑁𝑘
𝑐ℎ,𝑠𝑡,𝑤 ≤𝑁𝑘

𝑐ℎ,𝑤 ∀𝑘 ∈ 𝐾 (29)

Constraint (30) indicates that the cooling power produced in the
form of chilled water at the network supply temperature must be lower
or equal to the available capacity at time 𝑡. When neither PCM nor ice
thermal storage is being charged, this capacity corresponds to the total
one, while if either PCM or ice thermal storage is being charged, it
corresponds to the installed chiller capacity that is not used to charge
storages.

𝑄𝑡
𝑐ℎ,0,𝑤 ≤

𝐾
∑

𝑘
(𝑁𝑘

𝑐ℎ,𝑤 −𝑁𝑘
𝑐ℎ,𝑠𝑡,𝑤 ∗ (𝑥𝑡𝑃𝐶𝑀,𝑤 + 𝑥𝑡𝐼𝑐𝑒,𝑤)) ∗ 𝑆𝑘

𝑐ℎ,𝑤 ∀𝑡 ∈ 𝑇 (30)

The constraint is non-linear, since it includes the products between
𝑁𝑘

𝑐ℎ,𝑠𝑡,𝑤 and the variables 𝑥𝑡𝑃𝐶𝑀,𝑤 and 𝑥𝑡𝐼𝑐𝑒,𝑤. However, these are prod-
ucts between integer and binary variables and can be easily linearized
by including additional variables and constraints as done in [29].

Constraint (31) ensures that the cooling power produced by ab-
sorption chillers does not exceed the amount of cooling that can be
produced by absorption chillers. This depends on the available waste
heat and on the COP of the absorption chillers.

𝑄𝑡
𝑎𝑏𝑠,𝑤 ≤𝑄𝑡

𝑤𝑎𝑠𝑡𝑒−ℎ𝑒𝑎𝑡,𝑤 ∗ 𝐶𝑂𝑃 𝑡
𝑎𝑏𝑠 ∀𝑡 ∈ 𝑇 (31)

where 𝑄𝑡
𝑤𝑎𝑠𝑡𝑒−ℎ𝑒𝑎𝑡,𝑤 is the waste heat and 𝐶𝑂𝑃 𝑡

𝑎𝑏𝑠 is the COP of the
absorption chiller.

Constraint (32) ensures that the cooling power produced by absorp-
tion chillers does not exceed the installed capacity.

𝑄𝑡
𝑎𝑏𝑠,𝑤 ≤𝑁𝑎𝑏𝑠,𝑤 ∗ 𝑆𝑎𝑏𝑠,𝑤 ∀𝑡 ∈ 𝑇 (32)

Constraint (33) limits to one the number of storage technologies
installed in each plant.

𝑦𝑃𝐶𝑀,𝑤 + 𝑦𝑆𝑇𝐸𝑆,𝑤 + 𝑦𝐼𝑐𝑒,𝑤 ≤ 1 (33)
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∑

Constraints (34)–(36) ensure that the capacity of a storage is equal to
zero, if that technology is not installed.

𝑆𝑃𝐶𝑀,𝑤 ≤𝐹 ∗ 𝑦𝑃𝐶𝑀,𝑤 (34)

𝑆𝐼𝑐𝑒,𝑤 ≤𝐹 ∗ 𝑦𝐼𝑐𝑒,𝑤 (35)

𝑆𝑆𝑇𝐸𝑆,𝑤 ≤𝐹 ∗ 𝑦𝑆𝑇𝐸𝑆,𝑤 (36)

Constraint (37) is an energy balance indicating that the cooling
power produced by chillers is equal to the sum of the cooling power
produced at all temperature levels.

𝑄𝑡
𝑐ℎ,𝑤 =𝑄𝑡

𝑐ℎ,0,𝑤 +𝑄𝑡
𝑐ℎ,𝑃𝐶𝑀,𝑤 +𝑄𝑡

𝑐ℎ,𝐼𝑐𝑒,𝑤 ∀𝑡 ∈ 𝑇 (37)

Lastly, constraints (38)–(40) force the energy storages to complete
full charge/discharge cycles everyday.
𝑇
∑

𝑡
𝑄𝑡

𝑃𝐶𝑀,𝑤 =0 (38)

𝑇
∑

𝑡
𝑄𝑡

𝑆𝑇𝐸𝑆,𝑤 =0 (39)

𝑇
∑

𝑡
𝑄𝑡

𝐼𝑐𝑒,𝑤 =0 (40)

2.4. Topology optimization subproblem

The second subproblem to be solved, once the master problem vari-
ables are set, is the network topology optimization. The optimization
subproblem to be solved is also called Steiner tree problem and consists
in finding the tree network that connects the selected chillers and
buildings, minimizing the total network length. This is a generalization
of the minimum spanning tree, since in this case, Steiner nodes (internal
nodes) can be either included or not in the final network. On the
other hand, when solving minimum spanning tree problems the Steiner
nodes are always included. As a consequence, this subproblem is able
to find a better solution, since the search space is wider. The problem
is modelled as an MILP, where the cost function is represented by the
total length, while the constraints are mass balances that ensure flow
conservation in the network.

2.4.1. Variables
The model is characterized by the following four types of variables.

• A group of binary variables 𝑧+𝑖𝑗 that indicate if the branch that
connects node 𝑖 with node 𝑗 is selected and if the flow is directed
from node 𝑖 to node 𝑗.

• A group of binary variables 𝑧−𝑖𝑗 that indicate if the branch that
connects node 𝑖 with node 𝑗 is selected and if the flow is directed
from node 𝑗 to node 𝑖.

• A group of continuous non-negative variables 𝐺𝑚𝑎𝑥+𝑖𝑗 that indi-
cate the mass flow rate flowing from node 𝑖 to node 𝑗

• A group of continuous non-positive variables 𝐺𝑚𝑎𝑥−𝑖𝑗 that indicate
the mass flow rate flowing from node 𝑗 to node 𝑖.

The mass flow rates are therefore split in two groups of variables based
on their flow directions.

2.4.2. Cost function
The objective of this model is to find the set of edges that constitute

the tree network with the minimum total length and which connects the
selected plants and buildings. The objective function is therefore given
by Eq. (41)

𝐿𝑡𝑜𝑡 =
𝐸
∑

𝑖𝑗
(𝑧+𝑖𝑗 + 𝑧−𝑖𝑗 ) ∗ 𝐿𝑖𝑗 (41)

where 𝐿𝑡𝑜𝑡 is the total length of the network, 𝐿𝑖𝑗 is the length of
the generic branch that connects nodes 𝑖 and 𝑗, while 𝑧+𝑖𝑗 and 𝑧−𝑖𝑗 are
binary variables that indicate if branch (𝑖, 𝑗) is selected and which flow
9

direction.
2.4.3. Constraints
The constraints defined for this model are flow balances that guar-

antee the mass flow conservation in the network. Constraint (42)
indicates that only one flow direction can be selected for each branch.

𝑧+𝑖𝑗 + 𝑧−𝑖𝑗 ≤1 ∀(𝑖, 𝑗) ∈ 𝐸 (42)

If 𝑧+𝑖𝑗 is equal to one, it means that the mass flows from 𝑖 to 𝑗, while if 𝑧−𝑖𝑗
is equal to one, it flows in the opposite direction. Constraints (43)–(44)
enforce a mass flow rate to zero, if its branch is not selected in the final
layout.

𝐺𝑚𝑎𝑥+𝑖𝑗 ≤𝐹 ∗ 𝑧+𝑖𝑗 ∀(𝑖, 𝑗) ∈ 𝐸 (43)

−𝐺𝑚𝑎𝑥−𝑖𝑗 ≤𝐹 ∗ 𝑧−𝑖𝑗 ∀(𝑖, 𝑗) ∈ 𝐸 (44)

here F is a sufficiently large number.
Constraint (45) ensures the mass balance in each node.

𝑉𝑗

𝑖
𝐺𝑚𝑎𝑥+𝑖𝑗 + 𝐺𝑚𝑎𝑥−𝑖𝑗 =𝐺𝑚𝑎𝑥𝑗𝑒𝑥𝑡 ∀𝑗 ∈ 𝑉 (45)

where 𝐺𝑚𝑎𝑥𝑗𝑒𝑥𝑡 is the maximum mass flow rate that is inserted or
extracted from the network through node 𝑗. In internal nodes, no mass
flow rate is extracted or inserted, so this quantity is equal to zero.
For building nodes, it depends on if they are connected or not to the
network, hence on the value of the master problem variables 𝑥𝑢. If they
are disconnected, no flow is extracted, while if they are connected, the
maximum extracted mass flow rate depends on the demand peak. For
plant nodes, it instead depends on the sum of the demand peaks that
they have to satisfy. As a consequence, they also depend on the values
of the 𝑥𝑢 variables. Eqs. (46) and (47) define how the external mass
flow rate is calculated for buildings and plant nodes, respectively.

𝐺𝑚𝑎𝑥𝑢𝑒𝑥𝑡 =
max𝑡 𝑄𝑡

𝑢
𝑐𝑝 ∗ 𝛥𝑇

∀𝑢 ∈ 𝑈 |𝑥𝑢 > 0 (46)

𝐺𝑚𝑎𝑥𝑤𝑒𝑥𝑡 = −
∑

𝑢|𝑥𝑢=𝑤

max𝑡 𝑄𝑡
𝑢

𝑐𝑝 ∗ 𝛥𝑇
∀𝑤 ∈ 𝐻 (47)

where 𝛥𝑇 is the temperature difference between supply and return and
𝑐𝑝 is the specific heat.

3. Case study

The hierarchical framework described in the previous section has
been applied to a Singaporean case study. The neighbourhood, object
of the study, is a commercial district characterized by 18 buildings
with a total cooling demand of 130 MW. Four possible plant positions
have been considered, which are shown in Fig. 2 together with the
neighbourhood topology and the position of the 18 buildings. The total
demand curve of the neighbourhood is shown in Fig. 3. The demand
reaches 40 MW during the night, since most buildings require cooling
only during peak hours.

3.1. Scenarios

Eight different scenarios have been considered to study the feasi-
bility of district cooling in a densely populated tropical area under
different conditions. The scenarios differ from each others in terms
of (i) indoor temperature set-point, (ii) availability of waste heat, (iii)
COP of absorption chillers, (iv) electricity tariffs and (v) cost for space
occupancy. The objective is therefore to determine how the optimal
solution changes among the scenarios. Table 3 summarizes the different
conditions that define the eight scenarios.
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Fig. 2. Neighbourhood topology and possible chiller locations.
Fig. 3. Overall demand curve.
3.1.1. Scenario 1: Baseline
In the baseline scenario the indoor set-point temperature is assumed

to be equal to 22.5 ◦C. The temperature difference between the indoor
set-point and the entering airflow is assumed to be 11 ◦C, following
ASHRAE standards [42]. As a consequence the air is cooled down to
11.5 ◦C. It is also assumed that 50% of indoor air is recirculated with
outdoor air, in order to guarantee good air circulation. Outdoor air
is assumed to have a temperature of 33 ◦C and relative humidity of
75%, as the design dry bulb temperature in Singapore is 33 ◦C [43],
while relative humidity varies between 70% and 80%. The outdoor
conditions are considered constant, although they vary throughout the
day, as the objective is to determine the design conditions of the district
cooling network. With these informations and assuming a logarithmic
mean temperature difference of 5 ◦C between air and water in the air
handling units, it is possible to fix the supply and return temperature
of the chilled water in the secondary loops of the energy transfer
stations. By varying the supply temperature of the district cooling
network is therefore possible to compute the return temperature, fixing
a logarithmic temperature difference of 3 ◦C between the primary
and secondary loops. In this scenario no availability of waste heat is
considered, while the electricity price is equal to 0.2 e/kWh in the
peak hours and 0.12 e/kWh during off-peak hours [44]. Lastly, the
space occupancy cost is considered equal to 70 e/(sqf*y) [34].

3.1.2. Scenario 2
In this scenario, it is assumed an indoor set point temperature of

25.5 ◦C, which is the upper limit according to Singaporean thermal
10
comfort guidelines [45]. The motivation for the inclusion of this sce-
nario is therefore to study the impact of a in increase of the indoor
set-point temperature on the results. Thanks to the higher set-point
temperature, the cooling demand decreases. A previous study found
that for each Celsius degree increase in set-point temperature, the
cooling demand decreases by 6% [46]. As a consequence, for this
scenario it was considered a 18% lower cooling demand. In addition,
the logarithmic temperature differences in the air handling units and
in the substation heat exchanger are lowered by 18% as well, since the
heat transfer areas are assumed to be equal to the baseline scenario. As
a consequence, this leads to a higher upper bound of network supply
temperature. Increasing the indoor set-point temperature therefore has
a double positive impact, since cooling demand decreases and chillers
can be operated at higher temperatures, with better performances.

3.1.3. Scenario 3,4,5,6
These scenarios are characterized by the availability of waste heat

in one of the plant sites (Fig. 2). These scenarios have been therefore
included with the goal of studying the benefits and the impact of
waste heat utilization on the feasibility of district cooling networks. The
scenarios differ from each other in terms of waste heat available and
the COP of absorption chillers, which depends on the temperature of
the waste heat source. In scenario 3 and 4 a waste heat of 10 MW is
considered, while in scenario 5 and 6 the waste heat available is equal
to 25 MW. Concerning the waste heat temperature, in scenarios 3 and
5, it is equal to 75 ◦C, while in scenarios 4 and 6 it is equal to 84 ◦C. In
these scenarios, the indoor temperature set-point, the electricity tariff
and the space occupancy cost are equal to the baseline scenario.
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Table 3
Summary of scenarios conditions.
Scenario Set point temperature [◦C] Cost of electricity [$/kWh] Space occupancy cost Waste heat

Baseline 22.5 Peaks: 0.2 e/kWh Off-peaks: 0.12 e/kWh 70 e/sqf No
2 25.5 Peaks: 0.2 e/kWh Off-peaks: 0.12 e/kWh 70 e/sqf No
3 22.5 Peaks: 0.2 e/kWh Off-peaks: 0.12 e/kWh 70 e/sqf 10 MW, 𝑇𝑤ℎ = 75 ◦C
4 22.5 Peaks: 0.2 e/kWh Off-peaks: 0.12 e/kWh 70 e/sqf 10 MW, 𝑇𝑤ℎ = 84 ◦C
5 22.5 Peaks: 0.2 e/kWh Off-peaks: 0.12 e/kWh 70 e/sqf 25 MW, 𝑇𝑤ℎ = 75 ◦C
6 22.5 Peaks: 0.2 e/kWh Off-peaks: 0.12 e/kWh 70 e/sqf 25 MW, 𝑇𝑤ℎ = 84 ◦C
7 22.5 Peaks: 0.28 e/kWh Off-peaks: 0.12 e/kWh 70 e/sqf No
8 22.5 Peaks: 0.2 e/kWh Off-peaks: 0.12 e/kWh Increasing 5% every year No
Table 4
Main chillers parameters.

Typology Capacity [MW] Space occupancy [m2] Cost [Me]

Compression 0.5 28.68 0.23 [35]
Compression 1 31.45 0.45 [35]
Compression 3 44.16 0.9 [35]
Compression 10 89.38 4.5 [35]
Absorption 5 17.2 3.3 [47]

3.1.4. Scenario 7
Scenario 7 differs from the baseline in terms of electricity cost. The

off-peak price does not change, while the peak price is assumed to be
equal to 0.28 e/kWh. This scenario is included in the analysis with
the objective of studying how the storage strategy changes with larger
difference between off-peak and peak electricity prices.

3.1.5. Scenario 8
In scenario 8 it is assumed that the cost of space occupancy increases

every year by 5%, while all the other parameters are the same as in the
baseline. This scenario was considered, since most likely space occu-
pancy cost will continue to increase in the future. The main objective
is therefore to determine if the optimal storage technology changes if
the occupancy cost will increase in the future.

3.2. Chillers parameters

In the analysis four types of compression chillers and one type of
absorption chiller are considered. The main properties are reported
in Table 4. The performance curves of the chillers were obtained
consulting the library of the software DesignBuilder. They are bicubic
or quadratic functions that express the nonlinear relation between COP
and the partial load or the supply chilled water and condensing water
temperature. More details regarding these functions are reported in the
Appendix. Fig. 4(a) shows the bicubic performance curve of compres-
sion chillers as a function of supply and condensing water temperatures.
Fig. 4(b) shows the bicubic curves of the COP as a function of the
chiller load for the different chillers, setting the supply chilled water
and condensing water temperatures to the standard ones (6.7 ◦C and
5 ◦C, respectively). As previously mentioned, the load curves were
sed only for individual chillers, since centralized ones tend to work
ore homogeneously, thanks to the installation of multiple chillers,
hich allows to minimize the effect of partial load. Fig. 4(c) shows the
erformance curves of absorption chillers as a function of chilled water
emperature with two temperature levels of waste heat.

. Results

In this section the results obtained from the application of the model
o the Singapore case study are reported. The section is structured in
ix subsections that show the results in the different scenarios in terms
f optimal topology, operation, storage technology, supply tempera-
ure, district cooling potential compared to traditional cooling and net
resent value. The master problem was solved by means of the genetic
11

lgorithm function of Matlab, while the solver Gurobi [48] was used to
Table 5
Computational time of the hierarchical model for different scenarios.

Scenario Baseline 2 3 4 5 6 7 8

Computational
time [s]

4220 3569 7500 9883 8319 9413 11 272 2163

solve the MILP subproblems. The Dell Precision 7820 Tower with 96
Gb of RAM and the CPU Intel(R) Xeon(R) Gold 6230R 2.10 GHz was
used to run all the simulations. The computational time ranges between
36 min and 3 h, depending on the scenario with an average of 2 h.
The details regarding the computational time of the single scenarios
are reported in Table 5.

4.1. Optimal topology

Fig. 5 shows the optimal topology in the different scenarios.
It can be observed that the number of connected buildings increases

if the potential of district cooling compared to individual cooling is
higher. Indeed, in the baseline scenario 12 buildings out of 18 are
connected, while when absorption chillers are installed the number of
connected buildings rises up to 16.

In most of the scenarios only one plant is installed. It is therefore
preferred having a single larger plant, rather than multiple smaller
ones. In scenarios 1, 3 and 8, the optimal plant location is the node with
coordinates (771,385), as it is closer to most of the buildings, while in
scenarios 3 and 4 the plant is placed in the node corresponding to the
waste heat source. In scenario 5 and 6, more waste heat is available,
allowing to connect additional buildings. Since the total capacity is
larger in these scenarios, a second plant is also installed in order to
better distribute the flow rates and consequently reduce the pumping
costs.

In scenario 7, the solution consists in connecting 15 buildings and
installing two independent networks, each fed by a chiller plant. The
reason for this design is due to the need to reduce pumping costs, as
they have a major weight if electricity price increases. In addition,
in this scenario more buildings are connected with respect to the
baseline, thanks to the larger savings achievable by district cooling
when electricity is more expensive. In particular, the presence of cold
storage allows to operate the chillers mainly during the off-peak hours,
when electricity is less expensive.

It can be also observed that the building in the node with coordi-
nates (740, 260) is never connected to the network in any scenario.
The reason is that this building is a data centre with a cooling demand
of 30 MW, hence already very efficient chillers can be installed there
and they would always work at constant load, with high performances,
since the data centre cooling demand is constant.

The results of this analysis therefore suggest that the parameters
that most affect the topology of a district cooling network are the
availability of free sources and the electricity price. In addition, a
reduction of district cooling costs allows to connect more buildings, as
it can be observed by comparing the baseline scenario with scenarios
2–6, where lower costs are achieved by either reducing the indoor
set-point temperature or by exploiting waste heat sources.
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Fig. 4. Performance curves.
4.2. Comparison with individual cooling

Fig. 6 shows the cost comparison between the optimal solutions
found by the model and two suboptimal solutions: one obtained con-
necting all buildings to the same chiller plant and the other refers to
the case in which no district cooling is installed and all the buildings
are cooled individually. In the baseline scenario, installing individual
cooling systems in every building is 3.3% more expensive than the
optimal solution. At the same time, connecting all the buildings to
the network is 4.4% more expensive. The reason is that for some
buildings it is more feasible installing individual cooling systems rather
than being connected to a district cooling network. These differences
between the three solutions change from one scenario to another, since
the potential of district cooling depends the scenario conditions. When
waste-heat is available (scenarios 3,4,5,6), the optimal solution is up
to 16.5% less expensive than the one where all buildings are cooled
individually. The electricity cost has also an impact on the potential of
district cooling, as in scenario 7 the individual cooling solution is 7.6%
more expensive than the optimal one.

These results hence highlight the importance of optimizing the
buildings to connect, especially in the baseline scenario, where a non-
optimized network would result more expensive than installing individ-
ual cooling systems in every building. In addition, the results underline
the impact that electricity price and the availability of waste heat have
on the feasibility of district cooling networks.

4.2.1. Levelized cost of individual cooling
The set of buildings to be connected to the district cooling network

depends on the potential savings achievable compared to individual
cooling. If the costs for individual cooling are already low, district cool-
ing may not bring significant savings and may not be feasible. This is
the case of some of the buildings of the case study, including the previ-
ously mentioned data centre. These buildings could be connected to the
district cooling network if the selling price of cooling energy decreases,
which is possible only if the district cooling costs are lowered(i.e. in-
stalling absorption chillers to exploit the available waste heat), or if
12
individual cooling costs increase(i.e. increase of electricity cost). Fig. 7
shows the levelized cost of individual cooling for the 18 buildings in
the baseline scenario. These are computed dividing the total individual
cooling costs by the amount of cooling energy requested. The six points
in red represent the buildings not connected to the network, which
indeed are characterized by the lowest levelized costs and distances
from the installed plant. The figure also suggests that the minimum
selling price per unit of cooling energy should be greater than 0.039
e/kWh to make district cooling economically feasible. Lower selling
prices would not cover the costs of this technology. The price could
be decreased only by reducing district cooling costs(i.e. exploiting the
waste heat through absorption chillers).

4.3. Optimal operation

Fig. 8 shows the optimal hourly operation in the different scenarios.
In almost all scenarios, chillers are operated with almost constant
load throughout the day, apart from the evening hours when they
only produce the amount of cooling power demanded by the users.
In the rest of the day, the cooling power produced is constant, while
the storages are charged during the night, and discharged during the
morning and afternoon hours. The lower cooling production during the
evening hours is due to the fact that cooling demand is lower during
these hours, but the electricity is more expensive, since the peak tariff is
between 7 AM and 11 PM. Consequently it would not be convenient to
operate the chillers with higher load to charge the storages. In scenario
7, the strategy is completely different, since the chillers are operated
almost only during the night, due to the larger costs of electricity during
peak hours, with respect to the baseline scenario; as a consequence,
larger capacities of chillers and storages are installed. The operation
strategy is therefore highly dependant on the difference between off-
peak and peak electricity prices. In normal conditions, the following
strategies can be adopted, based on the results:

• During peak hours, if the demand is lower than the average one,
the chillers should provide only the cooling power requested by
the storages.
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Fig. 5. Optimal topology in the different scenarios.
• In the rest of the day the chillers should be operated with a
constant load and the storages shall be used for peak shaving and
valley filling.

If there is a large difference between the tariffs, the strategy is instead
to operate as much as possible the chillers during off-peak hours, in
order to rely only on storages during peak hours.

4.4. Optimal storage technology

Fig. 9 shows the comparison between different storage solutions
in each of the eight scenarios. The first three solutions STES(heur.),
PCM (heur.) and ICE (heur.) represent heuristic solutions obtained
considering the installation of sensible, PCM or ice thermal storage,
respectively. In addition, in these solutions the chillers are always
operated with constant load, so the operation strategy is not optimized.
13
It can be observed that the sensible thermal storage solution is the
most expensive, due to the larger space occupation compared to PCM
or ice thermal storage. The solutions PCM(opt) and Ice(opt) refer to
solutions obtained considering PCM or ice thermal storage and no fixed
operation strategy, contrarily to the previous three solutions. In these
cases, the operation strategy and the design are combinedly optimized.
Apart from scenarios 7 and 8, the differences between these solutions
are around 1%, which means that in most cases PCM and ice thermal
storages are almost equivalent in terms of overall costs. The reason
is that the higher operation costs of chillers when producing ice are
balanced by lower space occupation and longer life cycle. The results
of these solutions are significantly different from the ones obtained
with the heuristic assumption of constant chiller operation. Optimizing
the size and operation of chillers and storage without this constraint
allows to save from 4.2% to 27.5% in terms of total costs, depending
on the scenario. The main reason is that if it is assumed an always
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Fig. 6. Cost comparison with conventional cooling in the different scenarios.
Fig. 7. Levelized cost of individual cooling for different buildings in the baseline
scenario.

constant chiller operation, larger storages would be needed and they
would be charged also when it is not convenient, such as during the
evening hours(i.e. when the demand is lower than the average, but
14
the electricity price is larger). In scenario 8, the difference between
ice thermal storage and PCM optimal solutions is larger since the
space occupancy cost increases by 5% every year. As a consequence,
ice thermal storage results 3.6% cheaper since it is characterized by
higher volumetric capacity. In scenario 7, the difference between ice
thermal storage and PCM optimal solutions is also larger, since greater
capacities are installed, due to the major price difference between peak
and off-peak electricity prices. The figure shows also the benefits of
thermal storage comparing the optimal solutions with ones lacking
storage. In the baseline scenario, a district cooling network without a
storage would be 9.1% more expensive in terms of total costs, since
the chillers would be operated with higher loads during peak hours.
This difference reaches 20.8% in scenario 7, where the electricity cost
in peak hours is larger.

4.5. Optimal supply temperature

Fig. 10 shows the optimal supply temperature in the different sce-
narios. Apart from scenario 2 and 7, the optimal supply temperature is
always around 5 ◦C. The optimal temperature is between the lower and
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Fig. 8. Optimal hourly operation in the different scenarios.
upper bounds, as it corresponds to the trade-off between pumping and
chiller operation costs. Indeed, with a lower temperature, the chiller
would operate at lower efficiency, but the temperature difference be-
tween supply and return would be higher, requiring lower mass flow
rates and therefore lower pumping power. It can also be observed
that when absorption chillers are used, the cost difference between the
optimal supply temperature and the upper bound increases. The main
reason is that the COP varies differently in compression and absorption
chillers, due to different performance curves. In Scenario 7 the optimal
supply temperature corresponds to the lower bound of 4 ◦C, since
chillers are always operated to charge ice thermal storage at −5 ◦C.
As a consequence, the chiller efficiency is already affected by that and
supplying the network at a higher temperature has a minor impact on
the coefficient of performance. The network is therefore operated at a
temperature of 4 ◦C in order to minimize the pumping costs. Lastly,
in scenario 2 the optimal supply temperature is higher, thanks to the
higher indoor set-point temperature that enables the increase of the
network supply and return temperatures.
15
4.6. Net present value analysis

In this subsection a Net Present Value analysis is presented, with
the goal of determining:

• the economic benefits of increasing the indoor set-point temper-
ature;

• the impact that waste heat has on the profitability and on the
payback time of district cooling networks.

Fig. 11 shows the impact of increasing the indoor temperature
set-point on the net present value and payback-time, by comparing
scenario 2 with the baseline. In the analysis, the price of chilled water
set by the utility represents the levelized cost for individual cooling,
since that represents the threshold for the economical feasibility of
district cooling. The results of the analysis show that by increasing by
3 ◦C the indoor temperature set-point, the payback time decreases from
14 to 11 years. In addition, with the increase of set point temperature,
43% higher NPV would be achieved at the end of lifetime. Increasing
the indoor set-point temperature therefore leads to a higher profitabil-
ity of district cooling. The result is not obvious, as the increase of
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Fig. 9. Optimal storage technology in the different scenarios.
indoor set-point temperature causes a reduction of the cooling demand.
On the other hand, the costs are reduced thanks to the lower supply
temperature that allow to operate the chillers more efficiently. This
results in higher revenues, which allow to reduce the payback time and
increase the final NPV.

Fig. 12 compares the cashflow in baseline and in the scenarios
where waste heat is available and exploited. It can be observed that if
the waste heat available and the COP of the absorption chillers increase,
the final net present value can increase by up to 3.5 times with respect
to the baseline scenario thanks to the lower operating costs and larger
number of users connected. Although the initial investments are higher,
due to the larger installed capacity, in the scenarios where waste heat
is exploited, the payback time is lower compared to the baseline. In
particular, in scenario 6, the one characterized by the highest values of
waste heat and source temperature, the paybacktime is 5 years lower
than in the baseline. This result represents an additional proof to the
potential impact that waste heat has on the feasibility of district cooling
networks.
16
5. Discussion

The developed hierarchical method proved to effectively optimize
different aspects regarding the design and operation of district cooling
systems. The results obtained by applying the model to a Singapore
neighbourhood case study not only highlighted the benefits of opti-
mizing these parameters, but also showed how the optimal strategies
could change in different scenarios and how further savings can be
achieved with little changes in the everyday operation. In particular,
it was shown that sensible thermal storage is not feasible in Singapore
due to the extremely large cost of space occupancy. PCMs or ice thermal
storages should instead be selected for their larger volumetric capacity,
although they require lower temperatures to be charged. Moreover, if
occupancy cost increases every year, ice thermal storage results being
up to 3.6% more cost-effective than commercial PCM with operating
temperatures. In addition, the operation strategy shall be properly
optimized with the design, since it allows to sensibly reduce chiller
operation and capital costs, compared to heuristic assumptions which
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Fig. 10. Optimal supply temperature in different scenarios.
Fig. 11. Impact of indoor temperature set-point on the net present value and payback
time.

use fixed strategies. It was also showed that, in case the difference be-
tween off-peak and peak electricity price increases, the storage strategy
would change drastically, as it would be more convenient to install
larger chillers and storages in order to produce most of the daily cooling
17
Fig. 12. NPV analysis in baseline scenario and with different quantities of available
waste heat at different temperatures.

demand in the off-peak hours. In addition, it was shown that higher
electricity costs tend to influence also the topology of the network,
in order to minimize pumping costs. Secondly, it was shown that
optimizing the network supply temperature allows to further reduce the
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total costs, since there is a trade-off between pumping costs and chiller
operation costs. The results indeed show that by increasing the network
supply temperature, the chiller efficiency increases, but also the pump-
ing costs, due to a lower temperature difference between supply and
return line. The results also highlighted how the availability of waste-
heat can significantly increase the potential of district cooling within a
certain area, reducing the total costs, and lowering the payback time
compared to the baseline scenario. Moreover, the use of waste heat
would allow the further reduction of district cooling costs, making it a
feasible option also for the buildings with low individual cooling costs.

5.1. Limitations and future studies

The main limitations of the proposed method depend on the as-
sumptions under which it is based. In particular, it is assumed that
each user’s demand is consistently met by a single plant. While this
assumption simplifies the problem, allowing to optimize separately
each plant, it also reduces the exploration of the entire search space,
thereby precluding the reaching of the global optimum. To address
this limitation, future works should focus on the development of novel
approaches capable of optimizing the cooling power dispatch from
multiple plants and the flow distribution, with reasonable computa-
tional costs. In addition, considering the results obtained regarding the
optimization of supply temperature, future research studies should also
further explore this area. In particular, they should take into account
the possible variation of supply temperature with time and outdoor
conditions that differ from the design ones.

6. Conclusion

In this paper a novel hierarchical framework has been proposed for
the design and operation optimization of district cooling networks. The
hierarchical structure of the model allows to combinedly optimize a
wide number of variables, including (i) the network topology, (ii) the
position of plants, (iii) the capacity and hourly operation of chillers and
storages, (iv) the storage technology to be installed, (v) the buildings to
be connected to the network and (vi) the network supply temperature.
The framework has been applied to a Singapore case study under eight
different scenarios, each reflecting unique conditions such as indoor set-
point temperature, waste heat availability, electricity cost during peak
hours and space occupancy cost. The context of Singapore is indeed
particularly interesting, since there is a large cooling demand all year
round from both residential and commercial or office buildings. In ad-
dition, Singapore has a large population density and land scarcity. This
makes district cooling attractive, but rises also the question regarding
which is the most suitable storage technology. Several outcomes were
obtained from the analysis:

• Increasing the set-point temperature by 3 ◦C can significantly
increase the district cooling potential while reducing payback
time of three year and increasing final NPV by 43%. This is
achieved by lowering the users cooling demand and allowing the
network to operate at a higher supply temperature, resulting in
improved chiller performance.

• By exploiting waste heat through absorption chillers, district
cooling potential can be significantly enhanced, with potential
cost savings of up to 16.5% compared to conventional cooling
systems. In the best-case scenarios, characterized by highest COP
and available waste heat, NPV can increase by more than 350%
and the payback time can be reduced from 14 to 9 years.

• Sensible thermal storage is not economically feasible, due to the
extreme cost of space occupancy in Singapore. Instead, either
ice or PCM thermal storage shall be adopted, with ice thermal
storage proven to be the most cost effective option, especially in
the context of rising space occupancy costs.
18
• The electricity tariffs significantly influence the optimal sizing
and operation of chillers and storages within district cooling
networks. The baseline scenario showed the importance of peak
load reduction through homogeneous chiller operation, night-
time storage charging, and daytime discharging. However, as the
disparity between off-peak and peak electricity prices increases, it
becomes more convenient to operate chillers exclusively at night
and rely solely on storages during peak hours.

• The optimal network topology is highly influenced by electricity
prices, due to the need to lower pumping costs, which have a
higher impact. In particular, it could be convenient to install two
independent district cooling networks to minimize pumping cost.

This hierarchical framework proposed represents a powerful tool for
decision-makers involved in the task of designing and optimizing dis-
trict cooling networks. Furthermore, by offering multiple outcomes and
a fully optimized design and operation with minimal input parameters,
this tool may both inspire future research studies or be used for
planning future systems and clarify the DC potentials.
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ppendix. Chiller performance curves

In this appendix the mathematical formulation used to evaluate how
he chiller performances change under different operating conditions is
resented. The electrical power required by a chiller is evaluated as the
ower in design conditions multiplied by two correction factors 𝑓𝑃𝐿𝑅
nd 𝑓𝑇 , which define how chillers performances change with partload,
upply and condensation temperature.

𝑐ℎ𝑖𝑙𝑙𝑒𝑟 = 𝑃𝑟𝑒𝑓 ∗ 𝑓𝑃𝐿𝑅 ∗ 𝑓𝑇 (A.1)

he partial load ratio PLR, defined in Eq. (A.2), represents the ratio
etween the cooling power produced by a chiller and the its available
apacity.

𝐿𝑅 = 𝑄𝑐ℎ𝑖𝑙𝑙𝑒𝑟∕𝐶𝑐ℎ𝑖𝑙𝑙𝑒𝑟 (A.2)

he coefficient of performance COP is the ratio between the cooling
ower produced by the chiller and electrical power required by it, so
t is defined as:

𝑂𝑃 = 𝑄𝑐ℎ𝑖𝑙𝑙𝑒𝑟∕𝑃𝑐ℎ𝑖𝑙𝑙𝑒𝑟 (A.3)

hich can also be written as (A.4), thanks to Eqs. (A.2) and (A.1).

𝑂𝑃 = 𝐶𝑐ℎ𝑖𝑙𝑙𝑒𝑟 ∗ 𝑃𝐿𝑅∕𝑃𝑟𝑒𝑓 ∗ 1 (A.4)

𝑓𝑃𝐿𝑅 ∗ 𝑓𝑇
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Since the COP at full load is also defined as the ratio between 𝐶𝑐ℎ𝑖𝑙𝑙𝑒𝑟
nd 𝑃𝑟𝑒𝑓 , Eq. (A.4) can also be reformulated as:

𝑂𝑃 = 𝐶𝑂𝑃𝑟𝑒𝑓 ∗ 𝑃𝐿𝑅
𝑓𝑃𝐿𝑅 ∗ 𝑓𝑇

(A.5)

As a consequence the COP under different operating conditions depends
on the COP in design conditions and on the two correction factors.
The partload correction factor 𝑓𝑃𝐿𝑅, defined in Eq. (A.6), is a bicubic
function of load and the chiller condensation temperature.

𝑓𝑃𝐿𝑅 = 𝑎 + 𝑏 ∗ 𝑇𝑐𝑜𝑛𝑑 + 𝑐 ∗ 𝑇 2
𝑐𝑜𝑛𝑑 + 𝑑 ∗ 𝑃𝐿𝑅 + 𝑒 ∗ 𝑃𝐿𝑅2

+ 𝑓 ∗ 𝑃𝐿𝑅 ∗ 𝑇𝑐𝑜𝑛𝑑 + 𝑔 ∗ 𝑃𝐿𝑅3 (A.6)

If PLR is equal to 1 and the condensation temperature is the same
as in standard conditions, 𝑓𝑃𝐿𝑅 is also equal to 1. In these cases, the
performances of the chiller depend only on the second correction factor.
The supply temperature correction factor 𝑓𝑇 , defined in (A.7), is a
biquadratic function of supply and condensation temperature.

𝑓𝑇 = 𝑎+𝑏 ∗ 𝑇𝑐𝑜𝑛𝑑 + 𝑐 ∗ 𝑇 2
𝑐ℎ,𝑠+𝑑 ∗ 𝑇𝑐ℎ,𝑠+ 𝑒 ∗ 𝑇 2

𝑐ℎ,𝑠+𝑓 ∗ 𝑇𝑐𝑜𝑛𝑑 ∗ 𝑇𝑐ℎ,𝑠 (A.7)

where the coefficients 𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓 and 𝑔 are not equal in the two
functions. They can be either provided by the manufacturer or obtained
experimentally.
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