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Abstract: This paper introduces a novel approach for modeling and optimizing the trajectory and
behavior of small solid rocket missiles. The proposed framework integrates a six-degree-of-freedom
(6DoF) simulation environment experimentally tuned for accuracy, with a combination of genetic
algorithms (GAs) and machine learning (ML) to enhance the performance of the missile path. In the
initial phase, a GA is employed to optimize the missile’s trajectory for efficient target acquisition,
defining key launch parameters such as the ramp angle and lateral maneuver force to minimize
positional errors and to ensure effective target engagement. Following trajectory optimization, the
derived data are used to train an ML model that predicts setup parameters, significantly reducing
computational costs and time. This close integration enables real-time adjustments for acquiring
moving targets, thereby improving accuracy and minimizing maneuvering costs. This study also
explores the application of fluidic thrust vectoring for small rockets, providing an innovative solution
to enhance maneuverability and control, especially at low speeds. The proposed framework was
validated using experimental launch data from the Icarus Team. The methodology offers a robust
and cost-effective solution for precision targeting and improved maneuverability in aerospace and
defense contexts.

Keywords: fluidic thrust vectoring; trajectory optimization; evolutionary algorithm (EA); genetic
algorithm (GA); machine learning applications; missile guidance systems; solid rocket missiles;
defense systems

1. Introduction

In modern aerospace engineering, the quest to improve missile performance encom-
passes a relentless pursuit of advancements in precision, efficiency, and adaptability [1–7].
Such endeavors are crucial for enhancing the strategic capabilities of missile systems, which
are integral components of modern defense and aerospace exploration [8–13]. However,
the journey towards optimizing the trajectories of solid rocket missiles for precise target
engagement unveils a landscape riddled with challenges. Traditional methodologies, while
foundational, often succumb to the drawbacks of being computationally burdensome and
time-intensive, hindering rapid development and deployment [14–18].

Amidst these challenges, fluidic thrust vectoring emerges as a beacon of innovation
with the potential to redefine the landscape of missile technology [19,20]. This cutting-edge
technology enables dynamic control over the missile’s thrust direction, thus endowing it
with unprecedented levels of maneuverability and performance flexibility. Such a leap
in technology paves the way for missiles that can adeptly navigate complex operational
environments, promising a significant enhancement in mission success rates [21,22]. While
this technology is widely applied with liquid rockets and large solid rockets, there is a
lack of applications with small thrusters. Additive manufacturing could bridge this gap,
enabling the realization of a low-cost single-piece nozzle with integrated gas passageways
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that permit thrust vectoring. Several solutions are, at the moment, in development, such
as the one patented by Politecnico di Torino, shown in Figure 1. This solution, along with
others [23], provides small rockets with the possibility to have controllable maneuvers.
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Figure 1. Patented section view of small rocket with integrated cooling and thrust vectoring.

One critical challenge for small-sized rockets is achieving effective control even at a low
speed. This lack of control possibilities hinders the ability to execute complex trajectories
and limits the overall effectiveness of the missile system.

Fluidic thrust-vectoring nozzles, as explored in this research, address this issue by
enabling directional control independently from the speed of the rockets. This patented
technology utilizes a flux of cold gas injected in the nozzle to maneuver the rocket by
diverting the hot gas flux. This approach not only allows for precise thrust vectoring but
also cools down the engine passing through the nozzle structure, enabling the use of lighter
materials. This dual functionality of the cold gas flux providing both maneuverability and
cooling presents a significant advancement in the design and performance of small rocket
engines.

This study introduces an advanced approach to optimizing the performance of a
novel thruster through the integration of evolutionary algorithms and machine learn-
ing. This synergy is designed to enhance trajectory planning, addressing the complex
challenge of precision targeting. This paper’s contribution extends beyond methodology,
proposing a solution to the current limitations in real-time trajectory optimization for small
solid-propelled rockets. Leveraging machine learning, this novel approach reduces the
computational resources and time demanded by traditional trajectory planning methods.

2. Materials and Methods

In this section, the methodology for the modeling and optimization of missile thrust
vectoring is introduced and examined. The efficiency of this method in reducing temporal
and computational expenditures will be tested later in an applicative example.

To achieve these objectives, a process involving three distinct sub-models was devel-
oped:

• A Simulink [24] model of the rocket: Engineered from experimental data obtained from
the Icarus Team at Politecnico di Torino, this model aims to compute the trajectory of
a maneuverable rocket. It provides validated data related to path dynamics.
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• Optimization algorithm: built upon the Simulink model, the proposed genetic algo-
rithm (GA) was designed to identify the optimal maneuver to achieve a target point
with the desired accuracy.

• Artificial neural network: trained using data derived from the preceding GA simula-
tions, this neural network (NN) improves decision-making and predictive capabilities
in trajectory design, minimizing the computational cost to reach an optimum setup.

2.1. Simulink Model

The trajectory of the rocket was computed using a model based on Matlab–Simulink
R2023B©. This model computes the behavior of a solid rocket engine based on input
physical characteristics and propellant types. Key assumptions within the model include
the following:

• The atmosphere was modelled using the International Standard Atmosphere (ISA)
model [25].

• The assumed rockets are non-spinning and stabilized with fixed wings.
• The flat earth reference frame is assumed to be inertial, which is acceptable for low-

range rockets.
• Gravity is considered constant throughout the flight.
• The rocket operates under subsonic conditions, according to numerically and experi-

mentally simulated design data.
• High-order aerodynamic effects, arising from unsteady aerodynamics, are considered

negligible. While these reduce accuracy, particularly under conditions of high ma-
neuvering angles, the resulting error from this assumption remains comparable in
magnitude to other errors associated with other modeling assumptions and adopted
simplifications.

• Erosive burning effects were not considered.
• The rocket was modelled as a rigid body.

The model employs two reference frames, as depicted in Figure 2. The flat earth
reference frame (marked as e) is treated as inertial, allowing for the omission of forces
arising from the earth’s motion relative to fixed stars. This reference frame is defined as
the z-axis being aligned vertically, which is consistent with the direction of gravitational
acceleration.
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The body-fixed reference frame (marked as b) is anchored at the rocket’s center of
gravity (COG), with the x-axis being aligned along the missile’s principal longitudinal
axis, while the y- and z-axes are perpendicular to it, forming a right-handed (dextrorse)
coordinate system.

Conversion between these frames is facilitated through the use of quaternions. Figure 3
depicts a principal view of the model.



Aerospace 2024, 11, 912 4 of 18

Aerospace 2024, 11, x FOR PEER REVIEW 4 of 19 
 

 

The body-fixed reference frame (marked as b) is anchored at the rocket’s center of 
gravity (COG), with the x-axis being aligned along the missile’s principal longitudinal 
axis, while the y- and z-axes are perpendicular to it, forming a right-handed (dextrorse) 
coordinate system. 

Conversion between these frames is facilitated through the use of quaternions. Figure 
3 depicts a principal view of the model. 

 
Figure 3. Model overview. 

The core of the model is encapsulated within an integration block that employs a 
6DoF [26] variable mass block in Simulink to integrate state variables. The initial condi-
tions are specified in terms of the initial velocity, position, zenith, and azimuth angles of 
the ramp. The model also incorporates a control mechanism designed to terminate the 
simulation upon reaching apogee, which is identified by a threshold in vertical velocity 
and signs of changes in the altitude rate. The state output from the integration block is 
further refined by five distinct blocks to produce the integrated state. 

The atmosphere block calculates air state variables utilizing the International Stand-
ard Atmosphere (ISA) model and incorporates the Von Karman Wind Turbulence Model 
[27]. 

The aerodynamic block calculates aerodynamic coefficients using curve-fitting tech-
niques on simulation data of Computational Fluid Dynamics (CFDs). It takes into account 
variations in the angle of attack and Mach number. Aerodynamic forces and moment co-
efficients, expressed in the reference frame of the body axes as a function of the angle of 
attack (AOA °deg), are provided in Appendix A. 

The engine block models the behavior of the solid rocket engine based on experimen-
tally driven parameters from static tests, providing outputs such as the remaining propel-
lant mass, the mass flux from the nozzle, and the thrust magnitude. 

The structure block calculates the rocket’s rigid body properties, including the inertia 
tensor (considering the parallel axis theorem in tensor formulation), its rate-of-change 
time, the center of gravity, and mass. The assumption that the rocket behaves as a rigid 
body eliminates the need to consider internal forces, resulting in a simplified, lumped 
model. 

The forces and torque block aggregate the effects of all preceding blocks, adding ad-
ditional effects and constraints. These include the consideration of aerodynamic damping, 

Figure 3. Model overview.

The core of the model is encapsulated within an integration block that employs a
6DoF [26] variable mass block in Simulink to integrate state variables. The initial conditions
are specified in terms of the initial velocity, position, zenith, and azimuth angles of the ramp.
The model also incorporates a control mechanism designed to terminate the simulation
upon reaching apogee, which is identified by a threshold in vertical velocity and signs of
changes in the altitude rate. The state output from the integration block is further refined
by five distinct blocks to produce the integrated state.

The atmosphere block calculates air state variables utilizing the International Standard
Atmosphere (ISA) model and incorporates the Von Karman Wind Turbulence Model [27].

The aerodynamic block calculates aerodynamic coefficients using curve-fitting tech-
niques on simulation data of Computational Fluid Dynamics (CFDs). It takes into account
variations in the angle of attack and Mach number. Aerodynamic forces and moment
coefficients, expressed in the reference frame of the body axes as a function of the angle of
attack (AOA ◦deg), are provided in Appendix A.

The engine block models the behavior of the solid rocket engine based on experi-
mentally driven parameters from static tests, providing outputs such as the remaining
propellant mass, the mass flux from the nozzle, and the thrust magnitude.

The structure block calculates the rocket’s rigid body properties, including the inertia
tensor (considering the parallel axis theorem in tensor formulation), its rate-of-change time,
the center of gravity, and mass. The assumption that the rocket behaves as a rigid body
eliminates the need to consider internal forces, resulting in a simplified, lumped model.

The forces and torque block aggregate the effects of all preceding blocks, adding addi-
tional effects and constraints. These include the consideration of aerodynamic damping,
the impact of maneuvers on the thrust vector, and constraints imposed by the launch ramp.
The total set of forces and torques is calculated with respect to the body axis.

The Ordinary Differential Equations (ODEs) employed in this study are solved using
the ode23 stiff solver with Modified Rosenbrock method. This choice was motivated by the
coexistence of slow and fast dynamics within this system.

2.2. Optimization Script

A genetic algorithm (GA) [28] was selected, among other optimization tools, for this
task due to the problem’s complexity and for its capability to avoid local minima solutions.
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The optimization problem was framed as the minimization of a cost function, which
involves two distinct design variables, the zenith ramp angle and thrust deflection angle.
To streamline the problem, a further assumption is introduced: the absence of constant
wind, which permits the treatment of motion as predominantly two-dimensional within the
X–Z plane. This simplification constrains maneuvers to the longitudinal plane, requiring
the target to also reside within it. Although this assumption reduces one degree of freedom,
it does not significantly impair maneuverability; the lost degree can be compensated by
adjusting the rocket’s azimuth. Under these conditions, the cost function is articulated
as the minimum Euclidean distance between the trajectory and the target, with [x, z]
representing an n2-dimensional vector of the trajectory points, where n denotes the number
of integration steps, and (xt, zt) represent the target coordinates. The cost function is defined
as follows:

Cost f unction = min
(√

(x − xt)
2 + (z − zt)

2
)

The design variables chosen are as follows:

• The ramp zenith: This is defined as the angle between the earth’s vertical-to-surface
axis and the ramp axis. This integer variable can adopt discrete values equal to 0◦, 15◦,
30◦, or 45◦ sexagesimal degrees, representing a classified discrete ramp movement’s
range.

• The thrust deflection angle: this represents the output of the thrust vector and is
treated as a continuous variable bounded between 0◦ and 5◦.

The settings for the GA optimization algorithm are specified in Table 1.

Table 1. Settings for GA optimizer.

Description Value

Population size 50
Maximum number of generations 200

Constraint tolerance 1 × 10−3

Creation function rate 0.8
Crossover function Arithmetic crossover
Mutation function Adaptive feasible mutation
Selection function Roulette wheel selection

Distance measurement function Crowding distance
Nonlinear constraint algorithm Augmented Lagrangian

Elite count 2
Fitness limit 1

Fitness scaling function Rank scaling
Function tolerance 1 × 10−6

After optimization, the results are post-processed to compile a comprehensive matrix
of outcomes.

2.3. Neural Network

The problem was conceptualized, as before, with two inputs, representing the spatial
coordinates of the target, and two outputs, denoting the two design variables (the azimuth
and maneuvering angles). The surrogated model is trained using result matrices obtained
from the genetic algorithm (GA) previously described.

Considering the integer constraint on the zenith angle, the optimization procedure is
structured into two phases to procure the optimum solution:

1. Classification Algorithm: initially, the solution space is partitioned through a classifi-
cation strategy, with the zenith angle serving as the clustering criterion.

2. Regression: following the classification stage, a regression is adopted to forecast the
continuous deflection angle based on the target coordinates, tailoring, for each cluster,
the maneuverer’s deflection angle.
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The utilization of this cascade strategy facilitates effective navigation through the
integer constraints of the problem, ensuring accurate predictions of both the zenith and
deflection angles.

The neural networks were developed employing TensorFlow [29], and integration
with Matlab is achieved through a dedicated Python script which automates testing and
data post-processing for performance evaluation.

For the classification neural network, the parameters are reported in Table 2, while
those for Regression NN are reported in Table 3. A schematic representation of the im-
plemented NN is shown in Figure 4 (classification problem) and Figure 5 (regression
problem):

Table 2. Settings for classification neural network.

Description Value

Loss function Categorical Crossentropy
Accuracy metric Accuracy

Batch size 512

Hidden layers 10,
with a predetermined neuron distribution

Activation function ReLU for hidden layers and Softmax for the
output layer

Number of epochs 10,000

Table 3. Settings for classification neural network.

Description Value

Loss function Mean Square Error
Accuracy metric Mean Absolute Error

Batch size 512

Hidden layers 10,
with a specific distribution of neurons per layer

Activation function ReLU for hidden layers and linear for the
output layer

Number of epochs 10,000
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Moreover, a callback function is employed to retain the optimal model during training,
and a scaler is applied for data normalization, using the Scikit-learn library [30], ensuring
consistent performance and straightforward integration with other systems.

2.4. Workflow

The steps of the implemented workflow are summarized in Figures 6a and 7, while
Figure 6b depicts the target point evaluated for the genetic algorithm. The selected target
points were established based on the achievable range of the engine, as determined through
prior experimental analyses.
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A generic contour outcome of the deflection angle obtained by the GA is shown in
Figure 6c.

3. Results

This section provides the outcomes obtained during the simulation campaign. The
key metrics gleaned from the simulations encompass the following:

• The time elapsed until the target is reached.
• The zenith angle of the launch ramp.
• The deflection angle of the thrust required for implementing maneuvers.
• Accuracy, quantified as a percentage, where 100% signifies exact alignment with the

target’s center of gravity, and 0% indicates a failure to meet the target.

These data are depicted through contour plots and histograms.

3.1. GA Results

The results shown in Figure 8 offer a comprehensive overview of the outcomes
achieved through the genetic algorithm (GA).

The time contour plot depicted in Figure 8a confirms the initial hypothesis, illustrating
that the pursuit of distant targets necessitates longer flight times.
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A detailed inspection of the zenith deflection, illustrated in the graphs in Figure 8b,
uncovers four distinct zones, which correspond to the zenith angle’s four-class constraint;
within these zones, transitional areas are distinctly visible. Furthermore, the behavior
within each subzone begins with high maneuvers angles (Figure 8c) and narrows down to
a minimum, suggesting a consistent inner pattern that corroborates the findings shown in
the zenith contour plot.

The error metrics, expressed in Figure 8c as a percentage of the total distance, generally
hover near zero, with exceptions in regions characterized by the maximum distance and
minimum height, where reaching these boundary areas presents trajectory challenges. This
observation aligns with the accuracy histogram, Figure 8d, which demonstrates that nearly
all optimized test cases achieve their targets with minimal error, which is consistent with
the expectations set by the error contour plot. Notably, instances of reduced accuracy are
predominantly found in boundary zones.

The depiction in Figure 8f of a central trajectory enriches our comprehension of the
launch phases: it starts with the initial position of the ramp, highlighted in green; followed
by a variable maneuver phase, in red; and concludes with a ballistic trajectory, in blue.

The minimal occurrence of low-accuracy cases, as depicted in Figure 8e, suggests that
excluding such targets and narrowing the domain does not markedly detract from the
overall utility of this approach. A subsequent analysis, which excluded targets deemed
unachievable, revealed that the algorithm maintains a high level of performance, with
accuracy rates ranging between 91% and 99% across all simulations. The overall amended
results are shown in Figure 9, with the same exposition logic of Figure 8.

3.2. Classification

The neural network results are reported in Figure 10. For a comprehensive assessment
of the neural network’s capabilities, a comparative analysis with the results obtained from
the genetic algorithm (GA) was conducted, focusing on the discrete zenith angle of the
ramp. This comparison, whose results are depicted through contour plots in Figure 10a,b,
provides preliminary positive insights about the overall agreement level between GAs and
the classification method. A further observation of the network’s proficiency is evidenced
by a minimum training loss of 2.38 × 10−9, as shown in Figure 10c, indicating a highly
favorable outcome.
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Lastly, Figure 10d introduces the confusion matrix; notably, an analysis of the latter
revealed an impressive accuracy rate of 100%, with no confusion cases reported.
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3.3. Regression

An evaluation of the regression neural network for thrust deflection was conducted
using the genetic algorithm (GA) method. The table below (Table 4) presents the minimum
loss for each model, calibrated for specific zenith angle zones and calculated using the
Mean Square Error (MSE) function (Table 3). The MSE serves as an effective estimator, as
it represents the mean of the squared Euclidean distances. This approach allows for the
correlation of the loss function with a meaningful physical interpretation, highlighting its
ability to directly quantify prediction accuracies. Observing Table 4, it is evident that the
training results are satisfactory, demonstrating the effectiveness of these models.

Table 4. NN loss performance.

Zenith Angle [◦] Minimum Loss

0◦ 1.3869 × 10−6

15◦ 3.0502 × 10−6

30◦ 5.4031 × 10−6

45◦ 1.8426 × 10−8

A detailed examination of the results can be conducted through the observation of
model accuracies, depicted via histograms and contours, akin to prior analyses. From
Figure 11, it is clear that the models generally perform as expected, with a marked decrease
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in accuracy being observed near the edges of the domain. However, it is noteworthy that
the model corresponding to the 45-degree configuration (Figure 11c) exhibits consistently
high accuracy values across the entire domain.
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3.4. Testing the Neural Network on a New Batch

A final test was conducted on a new batch of target points, distinct from those initially
considered yet still within the operational range of the missile system. These new points
were obtained from the interpolated midpoint of those calculated for the GA reported in
Figure 6b. From the results shown in Figure 12, several key observations can be made. First,
the structure of the solutions generated for this new batch closely mirrors those derived
from the GA, affirming the algorithm’s robustness and adaptability even in the test set.
However, as anticipated, a slight degradation in accuracy towards the domain’s boundaries
was observed, particularly highlighted in Figure 12d,f.

This issue is largely due to the lower density of data points in these regions. A
potential solution involves implementing an adaptive training set, which would update the
initial dataset by increasing the number of points specifically in areas requiring a genetic
algorithm (GA) solution. Despite this, the overall performance remains commendably high.
Approximately 86% of the instances were found to achieve an accuracy rate exceeding 80%.
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3.5. Computational Cost Comparison

The results of a focused comparative analysis on specific target coordinates (149 m,
1101 m) are reported in Table 5. The reported data elucidate the trade-offs involved in
machine learning (ML) techniques, revealing a nuanced balance between accuracy and
efficiency. Although a marginal decrement in accuracy is observed following the adoption
of ML strategies, the data notably underscore a substantial reduction in the elapsed time
for the computations.

Table 5. Results of a comparison between GA and NN with target points (x 149 m, y 1101 m), (CPU:
Intel Core i7-11,700 K, 8 core/8 thread, 3.6 GHz base, 4.9 GHz boost. RAM: 32 GB DDR4, 3200 MHz
GPUNVIDIA GeForce RTX 1660 6 GB. Python: 3.8.5. TensorFlow: 2.4.0).

Thrust Deflection
[deg] Zenith [deg] Accuracy [%] Elapsed Time [s]

GA 2.35 0 95% 58.98
NN 2.29 0 89% 1.05

COMPARATION 2.55% 0% −6.32% 98.22%
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4. Conclusions

In conclusion, this paper introduces a hybrid methodology that represents a significant
advancement in the optimization of solid rocket missile trajectories. By combining machine
learning (ML) with genetic algorithms (GAs), this approach has proven effectiveness in
optimizing missile trajectories with high accuracy. Additionally, ML integration streamlines
real-time trajectory predictions and optimization, reducing time and resource consump-
tion. The promising, yet preliminary, results of this methodology suggest that this simple
approach can be employed to develop more complex control methods in the future.
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Appendix A

Here, we provide the force and aerodynamic coefficients evaluated as a function of
the Mach and angle of attack by CFD simulations. These coefficients are expressed in the
reference frame of the body axes, As shown in Figure A1.
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