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A B S T R A C T   

Among the many approaches towards fuel economy, the adoption of electric vehicles (EV) may have the greatest 
impact. However, existing studies on EV adoption predict very different market evolutions, which causes a lack 
of solid ground for strategic decision making. New methodological tools, based on Artificial Intelligence, might 
offer a different perspective. This paper proposes supervised Machine Learning (ML) techniques to identify key 
elements in EV adoption, comparing different ML methods for the classification of potential EV purchasers. 
Namely, Support Vector Machines, Artificial Neural Networks, Deep Neural Networks, Gradient Boosting Models, 
Distributed Random Forests, and Extremely Randomized Forests are modeled utilizing data gathered on users’ 
inclinations towards EV. Although a Support Vector Machine with polynomial kernel slightly outperforms the 
other algorithms, all of them exhibit comparable predictability, implying robust findings. Further analysis pro-
vides evidence that having only partial information (e.g. only socioeconomic variables) has a significant negative 
impact on model performance, and that the synergy across several types of variables leads to higher accuracy. 
Finally, the examination of misclassified observations reveals two well-differentiated groups, unveiling the 
importance that the profiling of potential purchaser may have for marketing campaigns as well as for public 
agencies that seek to promote EV adoption.   

1. Introduction 

In the last few decades, the vehicle-miles traveled, as well as 
passenger-miles traveled, have increased in the United States (Bureau of 
Transportation Statistics, 2020). Such a rise leads to traffic congestion 
and, consequently, greater fuel consumption and pollution, in a country 
that is already the first oil consumer in the world (bp, 2020). Among the 
many approaches towards fuel economy, the adoption of alternative fuel 
vehicles, especially electric vehicles (EV), may have the greatest impact. 
The number of studies that have explored EV adoption is large, either 
taking the agent’s perspective, or trying to predict penetration through 
more macroeconomic approaches. Although these studies point often to 
the same direction, they offer very different EV market evolution in 
terms of time and magnitude. 

In this context, it might be worth exploring and testing new meth-
odological perspectives. Machine Learning (ML) techniques are 
currently applied to an enormous variety of topics such as fraud detec-
tion (Bolton and Hand, 2002), robotics (Stone and Veloso, 2000), spam 

filtering (Guzella and Caminhas, 2009), translation services (Sagiroglu 
et al., 2007), preventive health care (Deo Rahul, 2015), computer vision 
(Oliver et al., 2000), as well as transportation, the field for which a 
literature review is developed in the next section. This has been possible 
thanks to the exponential growth of information brought about by 
electronic devices; an amount that will continue to expand due to the 
Internet of Things (Docherty et al., 2018). In the case of transportation, 
the smart use of the data generated by on-road vehicles presents an 
extraordinary opportunity to improve transportation systems. However, 
this task overcomes the capabilities of traditional data analysis and 
clearly points to ML as a solution. Congestion reduction, safety 
improvement, environmental impact mitigation, and energy consump-
tion optimization are examples of the most common lines of research in 
which ML techniques have been applied. 

However, there are other less explored fields of application, such as 
the classification of potential consumers into adopters/non-adopters. 
This is a topic that presents interesting challenges. Adoption is 
demand-driven, and demand roots into purchasers’ behavior, beliefs and 
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attitudes; elements that are intrinsically difficult to define and gather. 
Even if reliable information on these aspects is available, it is usually not 
in large quantities and, even less frequently, in conjunction with other 
variables of interest such as vehicle ownership, sociodemographic, 
vehicle attributes, or social characteristics. This is the context in which 
our work aims to shed light. The contribution of this paper is to use 
information on all these elements, collected through a survey specif-
ically designed for this purpose, to compare the throughput of super-
vised ML algorithms when applied to the classification of individuals 
into EV adopters. Namely, we apply Support Vector Machines (SVM), 
Artificial Neural Networks (ANN), Deep Neural Networks (DNN), Gradient 
Boosting Models (XGBoost), Distributed Random Forest (DRF), and 
Extremely Randomized Forest (XRF). This exercise is relevant for several 
reasons. First, a correct identification of the key variables of potential 
purchasers profiling not only allows to improve predictions, but also to 
determine the drivers of the EV adoption process. This work helps in 
doing so by revealing the role played by aspects commonly left aside 
(social and attitudinal) in both parametric and non-parametric studies, 
and by showing that it is their synergy of information of different nature 
(about the individual and the vehicle itself) that produces a better 
classification. Secondly, exploring the techniques that work best in a 
case of this nature can pave the way for stakeholders interested in 
staying one step ahead of the complex decision process that leads to the 
adoption of an EV. 

These are contributions from which industry and public agencies can 
benefit alike. Moreover, to the best of our knowledge, the particularities 
of this study make it novel. As we will develop in the following sections, 
we make use of heterogeneous microdata that combine the so-called 
Revealed and Stated preferences, collected via survey specifically 
designed to gather individuals’ willingness to purchase an EV. We feed 
seven ML algorithms of varying complexity with this comprehensive 
dataset to predict the adoption of the EV, also conducting a study of 
what may occur to those individuals who are not correctly classified by 
the best of these techniques. 

The rest of the paper is organized as follows. After a literature review 
on ML applications, Section 3 briefly presents the supervised ML tech-
niques applied in this study. Section 4 introduces the data and the 
methodology followed, while Section 5 exhibits the results. Finally, 
Section 6 summarizes the main conclusions. 

2. Literature review 

Alternative fuel vehicles have been the subject of several ML appli-
cations, especially in topics such as battery estimation, energy con-
sumption, or range estimation. ANN (Zahid et al., 2018) and SVM 
(Sheng and Xiao, 2015) have been used to estimate the state of health or 
the state of charge of batteries; as well as other less known approaches 
such as fuzzy c-means clustering with backpropagation (Hu et al., 2016). 
More recently, Fukushima et al. (2018) proposed the use of energy 
consumption predictive models to forecast the energy consumption of 
new EV in the absence of training data. To estimate vehicle’s range, 
Yavasoglu et al. (2019) utilized an ANN with one hidden layer of 60 
neurons in conjunction with a Decision Tree (DT) to estimate the road 
type when it is not known. Stop delivery times prediction (Hughes et al., 
2019), traffic flow estimation (Liu et al., 2019), driving behavior 
recognition (Yi et al., 2019), or parking occupancy prediction (Yang 
et al., 2019) are other specific transportation issues to which ML tech-
niques have been applied. However, examples on the adoption of ML 
techniques in transportation research using stated preference (SP) data 
are not abundant. Lee et al. (2019) applied Gradient Boosting Machines 
method to understand the user preference related to autonomous 
vehicle. They included attitudinal variables, such as pro-AV sentiments, 
the environmental concern, the interest in AV technology, and attitudes 
towards public transit in the study and evaluated their relative impor-
tance to AV preferences. Hernandez et al. (2016) applied a decision tree 
framework to obtain explainable results about the impact of 

transportation user perception and attitudes on their preferences. Zhao 
et al. (2020) used SP survey data to compare the results of ML models 
with those obtained from a logit one. 

On the other hand, there exist several works that have carried out 
comparisons across different algorithms. Jahangiri and Rakha (2015) 
used data from cellphones’ accelerometers and gyroscopes to predict 
transportation mode, comparing the prediction accuracy of SVM, DT 
methods and k-nearest neighbors (KNN). Results showed that RF and SVM 
had the best performance, although they have difficulties in differenti-
ating between car mode and bus mode. Huang et al. (2011) discrimi-
nated driving conditions using speed and acceleration data, comparing 
the predicition throughputs of SVM, ANN, linear and quadratic classi-
fiers, and K-means clustering. A similar work is that of Wang et al. (2018), 
who applied similar tecniques to driving style classification. One espe-
cially comprehensive work is that of Sun et al. (2019) who compared the 
results of Multinomial Logistic Regression (MLR), Classification and 
Regression Trees (CART), and Gradient Boosting Decision Trees (GBDT) for 
the prediction of electrical vehicle range. Results showed that GBDT 
could optimize predictions and reduce errors better than the other two 
techniques. Another comprehensive comparative study is the one car-
ried out by Goebel and Plötz (2019) who estimated the utility factor (i.e. 
ratio of miles travelled with electric energy over the total number of 
miles travelled) for hybrid vehicles. Four different approaches were 
compared: Regression Tree (RT), RF, SVM and ANN, concluding that SVM 
and ANN gave the best estimation accuracy. More in line with the spirit 
of the present work are the studies of de Zarazua de Rubens (2019) and 
Jia (2019). The first uses K-means clustering to create six consumer seg-
ments around EV adoption. The second compares five machine learning 
techniques in the context of alternative fuel vehicles. Lee et al. (2014) 
also presents an interesting exercise that combines a Bass model with ML 
algorithms to explain the diffusion process of pre-launched products. 

Finally, there exist two general reviews of classification techniques. 
Kotsiantis (2007) defined a score on relevant aspects for several 
methods. RF excels at speed of classification, handling all kind of attri-
butes (discrete/continuous) and explanation ability, although accuracy 
is not one of its strengths. On the contrary, SVM are very accurate and 
fast, with high tolerance to irrelevant attributes, although its results are 
difficult to explain and its speed of learning increases significantly as the 
number of attributes grows. Finally, the performance of the ANN seems 
to be somewhere in between, with a dangerous tendency to overfitting. 
More recently, Singh et al. (2016) carried out a similar exercise in terms 
of pros and cons, which results coincide with those of Kotsiantis. 

Although a comparison of methods has already been carried out in 
publications of other fields, this has not been the case in the field of 
transportation, specially using SP data. The aforementioned works of 
Lee et al. (2019) and Hernandez et al. (2016) do make use of SP, but do 
not have a comparative aim. The studies of Zhao et al. (2020) and Jia 
(2019) are similar in nature to our work; however the former is centered 
on mode choice and not on the adoption of a new technology, while the 
latter presents notable differences with ours. Specifically, Jia (2019) 
does not focus on EV, and it only considers the newest vehicle in the 
household. Moreover, it does not take into account the social component 
involved in the adoption of a new technology, the observations with 
missing information are removed from the dataset, and the algorithms 
applied are not among the most advanced. Our work, on the contrary, is 
specifically designed to a) gather individuals’ willingness to purchase an 
EV, b) perform an advanced process for imputing unknown information, 
c) include social and attitudinal elements involved in the 
decision-making process, and d) compare several state-of-the-art algo-
rithms used to predict adoption. Therefore, we consider that this work 
contributes significantly to the literature by proposing classification 
techniques for the adoption of new technology vehicles using unique 
data and the most recent ML methods. 
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3. Supervised machine learning techniques for classification 

In this study we train ML models that can accurately classify whether 
a person is a potential buyer of an EV based on a variety of factors such 
as socioeconomic characteristics, information about social relationships, 
car ownership, trip information, and attitudes towards technology and 
the environment (see Section 4 below). This process is considered su-
pervised learning, where a ML algorithm processes the data on a training 
subset to generate label predictions that are validated in a different 
testing subset. Both training and validation subsets are drawn from the 
same original data, thus we apply the K-Fold Cross Validation method to 
each ML model to avoid any possible unintentional selection bias when 
splitting the data. In general, these procedures are highly computa-
tionally intensive, especially as the number of data points and dimen-
sionality grows. This, together with the elimination of irrelevant 
variables, makes the practice of carrying out a feature selection process 
common, which we conduct as described in Section 4.3. 

On the other hand, a particular challenge when facing a ML project is 
the enormous diversity of algorithms that can be applied to the same 
problem. Although there may be some guidelines on which one should 
be applied to each case, the truth is that different approaches may lead 
to significant deviations of the level of performance. Additionally, 
depending on the complexity of the case at hand, relatively simple 
methods may perform better than more advanced ones. Therefore, for 
this work we decided to compare the performance of three families of 
techniques that comprises algorithms of different complexity: Support 
Vector Machines, tree-based methods, and neural networks. Concretely, 
we estimate Support Vector Machines (SVM; Schölkopf and Smola, 
2018) with both radial and polynomial kernel for the first family; 
Extreme Gradient Boosting Machine (XGBM; Chen and Guestrin, 2016), 
Distributed Random Forests (DRF; Breiman, 2001), and Extremely 
Randomized Forests (XRT; Geurts et al., 2006), for the second; and 
Artificial Neural Networks (ANN; Haykin, 1994) and Deep Neural Net-
works (DNN; Liu et al., 2017), for the third family of models. Since 
describing these methods is not the ultimate goal of this article and it 
could eclipse its true objective, we refer the reader to the references 
indicated for a deeper understanding of them. 

4. Data collection and methodology 

The data used in this work was specifically collected to study the 
inclination of individuals towards the EV and the role played by their 
social structure in the choice of this type of vehicle (Bas et al., 2020). 
They were gathered in two phases via online surveys in the United 
States. A first pilot was developed to explore questionnaire consistency 
as well as to check if the information obtained from it obeyed to the 
object of the study. After minor improvements to the questions and its 
structure, a second version of the survey was released, which lasted 
about two months between December 2019 and February 2020. The 
main goal was to examine the adoption of the EV, thus, we considered 
that the target population should be holders of driveŕs license since they 
would have driving experience and be familiar with vehicle related as-
pects such as refueling and its costs. Concretely, the criterion for 
participation in the survey was to be over the age of 18, hold a driver’s 
license, and reside in the State of Maryland, U.S. Additionally, whether 
or not people participated in the pilot was not a criterion for being 
excluded of the final survey, which was taken by 380 users (6 were 
removed due to inconsistencies in their responses). Each of them faced 6 
or 9 different choice tasks (see Section 4.1 below), yielding a total of 
3174 pseudo-observations. Completion time was between 10 and 20 
min, depending on the number of vehicles owned and the number of 
choice tasks. The questionnaire was designed and operated with the 
survey platform Qualtrics (Qualtrics Research Core), and consisted of 5 
sections:  

• Social Network: The interviewee was asked to enter the number of 
members of different groups (close relatives, relatives, friends and 
acquaintances), as well as the number of individuals composing 
several subgroups from which it is possible to derive trust or affinity. 
Namely:    

How many of them would you leave a spare key to your house to?    
How many of them would you discuss important personal matters with?    
How many of them do you share hobbies with?    
How many of them have EV experience?    
How many of them would you talk to about EV technology?    
How many of them do you think that five years from now you will still 
have relationship with?    
The social component that this section elicits is relevant when it 
comes to adopting a new technology because people around us, 
such as family members, friends, colleagues, or even people that we 
do not know, influence our behavior and decisions, directly or 
indirectly (Cherchi, 2017). We all have some tendency to either 
yield to group pressures or to agree to the majority, which can 
happen because of the desire of being accepted, or because of the 
desire to do the right thing (Crutchfield, 1955). Either way, in-
dividuals tend to turn to members of their own group in order to 
gather information, which may involve a change in attitudes, be-
liefs or behavior. Screenshots of the questions on the social network 
of the respondent can be found in Figs. A1 and A2 in the Appendix. 
Finally, the name of a person of each group was also required in this 
question, for purposes related to the stated choice experiment 
described in Section 4.1.  

• Vehicle ownership: The second section aimed to identify the vehicles 
owned in the household, and if the next purchase would be an 
additional one or on the contrary would replace one of them.  

• Stated Choice Experiment (SCE): The third section consisted of a SCE 
pivoted around some of the values collected previously. The choice 
tasks included vehicle attributes as well as variables that allow to 
identify the effect of the feedback provided by members of the social 
network. The next subsection provides detail on the SCE.  

• Trip information: The fourth block of questions collected information 
about the trips made by the respondent, in order to know about the 
possible use of the EV. It also included three questions to identify the 
patterns of use of carsharing and rideshare apps. 

• Attitudinal factors: The last section was dedicated to gathering in-
formation about the attitudes of the user towards the environment, 
technology, and EV. The questions consisted of statements (3 about 
the environment; 4 about technology, in general; 5 about EVs, spe-
cifically) on which the interviewee had to show agreement on a 
Likert scale ranging from Strongly disagree to Strongly agree. We paid 
special attention in formulating the statements to make them suffi-
ciently generic so that anyone, experienced in EVs or not, could 
answer them, while allowing us to disentangle their position with 
respect to these environmental and technological factors. This sec-
tion also contains the socioeconomic questions. A screenshot of the 
question on attitudes, as well as a summary of the socioeconomic 
variables can be found in Table A1 the Appendix. 

Two aspects related to this methodology should be highlighted. On 
the one hand, the approach presented can be considered common among 
the abundant studies that apply SCE, in terms of design and organiza-
tion. Vehicle ownership and trip information are usual pieces of infor-
mation on which to build parametric models for mode or route choice. 
So are social and attitudinal elements, although less frequently, and 
normally not in conjunction with those just mentioned. However, as 
discussed in Section 2, all these aspects may also contribute to the 
adoption of the EV. For example, ownership of an electric vehicle may 
indicate an inclination to purchase another one (maybe a generation 
upgrade). On the contrary, long commuting trips may be a clear disin-
centive to adopting this technology due to range issues. It is obvious as 
well that a greater concern for the environment and an interest in new 
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technologies and, in particular, in the EV technology, are favorable el-
ements for an individual to become an adopter. Therefore, we consider 
that each of these elements can play a key role in the adoption of the EV, 
and that this is the first work, to the best of our knowledge, that in-
tegrates them in the estimation of ML algorithms, as discussed in Sec-
tion 2 above. 

4.1. Stated choice experiment 

The experiment designed for this study consisted of choices between 
electric and gasoline vehicle, including the option of choosing none of 
them. The last two were grouped together in one only class in order to 
reflect EV adopting/non-adopting behavior. The experimental design 
included 5 attributes (price, propulsion cost, range, charging/refueling 
time, and tax deduction amount), as well as a variable controlling for the 
effect of social influence (number of EV sold last month). The choice of 
the attributes was grounded on the comprehensive literature on the 
topic and previous experience on other surveys. Their levels were based 
on vehicles of reference, although adapted to cover all the choice 
spectrum and to avoid the dominance of a feature that could lead the 
user to always choose one of the alternatives. We followed an efficient 
design with Bayesian priors, uniformly distributed, with preliminary 
values obtained from (Jensen et al., 2016) and Cherchi (2017). We 
defined 24 choice situations, divided into 4 blocks, which allowed 
attribute level balance, ensuring estimation on the whole range of levels. 
This design was optimized for 3 categories of vehicles (Small, Mid-size, 
and Large) with specific values for each of them. Before the first section, 
the respondents were asked what the size of a new vehicle would be if 
they were to buy one, and then redirected to the survey branch corre-
sponding to that case. This way they faced scenarios closer to their 
purchasing stated preferences, which contributed to more realistic 
choices. 

An unique feature of this survey was that, once the six scenarios had 
been evaluated, the respondent was presented to three more scenarios 
randomly chosen from the ones that he had already seen and evaluated. 
However, a new piece of information was provided along with the level 
of attributes; a sentence that expressed positive or negative feedback on 
EVs, attributed to a person belonging the respondent’s Social Network. It 
is important to note that the respondents were not notified about the fact 

that the scenarios with feedback were actually repeated. The feedback 
was given in the following form: 

“Bruce thinks that having to change your activities because of driving an 
EV is annoying.” 

An analysis of the choices made by the individuals in this sample 
reveals that 19.19% of the responses given in the choice tasks corre-
spond to Adoption, while 80.81% to Non-adoption. More interestingly, 
among the first group, 38.57% of the individuals received positive 
feedback; meaning that the effect of the information received from 
someone of one’s social network is limited, a result in accordance to Bas 
et al. (2020) 

On the other hand, since attitudes play a fundamental role in this 
study, we have carried out a more detailed study of the attitudinal 
profile of these individuals. For this purpose, we assigned a value from 
− 2 (Strongly disagree) to 2 (Strongly agree) to each of the responses to the 
statements on the attitudinal question. We then added them up for each 
category (Environmental Concern, Technology Inclined, and Pro-EV) in 
order to compute a representative score. Their distributions are plotted 
in Fig. 1, where the dashed lines indicate the average value. 

The Technology Inclined attitude scores the highest on average, above 
4 (out of a maximum of 10 and a minimum of − 10), meaning that re-
spondents might be early adopters or, at least, that they have interest in 
new technologies. Pro-EV and Environmental Concern have lower average 
scores (considering that their scales range from − 6 to 6 and − 8 to 8, 
respectively). In addition, the three distributions are reasonably sym-
metric, with the Pro-EV one being flatter and having long tails, repre-
senting more dispersion of the sample in this matter. Therefore, it is 
possible to conclude that these are individuals inclined to technology, 
with no special interest in the environment, and equally in favor and 
against EVs. 

As for the composition of the individuals’ social network, the other 
novel element of this work, the average number of close relatives (CR) 
declared was 2, while the average number of non-close relatives (NCR), 
friends (FR), and acquaintances (AQ), was 3, 12, and 4, respectively. The 
reduced number of acquaintances reported is surprising, yet a consistent 
fact among the pilots and the final survey. Regarding the nature of these 
groups, respondents were also asked to reveal the number of individuals 
composing various subgroups from which it was possible to derive trust 
or affinity (see Fig. A2 in the appendix). Their composition can be seen 
in Fig. 2. For the key and the matters discussion questions, the average is 

Fig. 1. Distribution of attitudinal scores.  Fig. 2. Distribution of the number of people in each social subgroup.  
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higher for CR than for the other groups; naturally, one would leave a 
spear key or talk about important issues to members of their family but 
not much to other people. On the other hand, the average number of 
persons with whom respondents can talk about EVs, or who actually 
have experience in driving EVs, is very reduced, as expected. Values are 
high for the 5 years question, evidencing certain optimism of individuals 
regarding the future of their social relations. Also, although not shown in 
this figure, it is worth to mention that FR is the group with which the 
individuals in this sample have the most frequent contact (Every day), 
followed by CR (Once a week), NCR (1–3 times a month) and, lastly, AQ 
(1–3 times a month, too). 

4.2. Imputation of NA values 

The social question included in the first section of this survey is a 
distinguishing feature of this data collection. It will help to identify 
whether the social network structure of the individuals is significant in 
adopting EV. However, the design of this inquiry involved a particularly 
inconvenient casuistry, i.e., the interviewee may not know the number 
of individuals in a group. That is, one may genuinely not know how 
many acquaintances she has or how many friends she can talk to about 

EV technology, for instance. Therefore, it was necessary to offer an I 
don’t know option, which meant a missing value when selected. Since the 
ML techniques to be applied cannot handle missing values, it was 
necessary to impute them. For this task, we relied on the Multiple 
Imputation by Chained Equations (MICE) method, which, roughly, re-
gresses a variable with missing values on other selected features, and 
replace NAs by simulated draws from its predictive distribution (for 
more information on MICE, see Buuren and Groothuis-Oudshoorn 
(2011). In our case, we first imputed the number of members of the main 
social groups, where missing, using all the other information in the data. 
Then, we imputed in a second round the social subgroups using the same 
information plus the recently imputed one. 

4.3. Feature selection 

Working with a large set of predictors may actually be a drawback in 
the analysis as they are more likely to be correlated as their number 
grows. Fig. 3 shows a visualization of the correlation matrix among the 
features of our dataset. The intersection of each row and columns is 
colored according to the value of the correlation coefficient between 
these variables, following the legend coding. Some ‘correlation clusters’ 
can be identified, but they mostly respond to the social network vari-
ables, which columns are located next to each other for each subgroup. 
For instance, all the columns storing the information regarding the 
Friends group, are placed together and, obviously, the number of friends 
one shares hobbies with, which talks about personal matters, etc., is 
correlated to the total number of friends that one has. 

Although non-parmetric classifiers, like the ones we use in this study, 
are not very sensitive to correlation, the inclusion of unnecessary vari-
ables may lead to the curse of dimensionality. However, non-parametric 
classifiers, like the ones we use in this study, are not very sensitive to 
correlation. However, the inclusion of unnecessary variables will lead to 
the curse of dimensionality; the larger the feature space, the sparser the 
data becomes. In other words, the amount of observations for each 
combination of feature values becomes insufficient for reliable estima-
tions. On the other hand, a large number of features also increases the 
complexity of the models, which become prone to overfitting; they will 
fit the training data so well that they will not be able to correctly predict 
the classes of new observations. Fortunately, these issues may be over-
come through dimension reduction techniques that reduce the number 
of variables, yet preserving, to a reasonable extent, the information that 
they keep. The approach followed in this study is the application of a 
preliminary Random Forest in order to identify the importance of each 
variable in the data set. Then, the top variables in terms of importance 
will be used in the models. We chose this technique over others, such as 

Fig. 3. Map of features correlations.  

Fig. 4. Variable importance (a) and Classification error by number of trees (b).  
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the widely used Principal Component Analysis, since it keeps variables 
in its original form, instead of building new constructs that are difficult 
to interpret. Fig. 4a shows the 30 most important variables (over a total 
of 84) when choosing the type of vehicle after running a Random Forest 
composed by 500 trees on the original dataset, number of trees for which 
the error rate stabilizes (Fig. 4b). 

The analysis reveals that the most important features are: the county 
in which the user resides and the engine of the next purchase (electric, 
gasoline, hybrid or other). For the former, some of the counties in the State 
of Maryland are among the richest in the U.S. Thus, this variable may 
actually be reflecting a geographical high-income distribution. They are 
followed by; the amount of the income tax deduction associated to the 
EV purchase; its price and range; the range of the gasoline vehicle; and 
ATT_PROEV1, which reflects the respondents’ level of agreement to the 
sentence Electric vehicles should play an important role in our mobility 
systems. The rest of the top 10 inputs are the price of the gasoline vehicle, 
the time of fast charging of the electric one, and the age of the respon-
dent. EV_NUSER, which measures the effect of social conformity, is also 
ranked high, even above household income. Also, some of the variables 
that provide information on the individuals’ attitudes towards envi-
ronment (ATT_EC2), EV (ATT_PROEV, ATT_PROEV2), and technological 
progress (ATT_TI3, ATT_TI4). It is encouraging to confirm that the 
number of members of some social groups is also important (FR_FREQ). 
On the opposite side, not shown in the figure, are; other sociodemo-
graphic variables such as gender or marital status; the size of the next 
vehicle to be purchased; who will drive it or for what purpose; and the 
structure of the outermost social group (Acquaintances). 

5. Results 

5.1. Models’ performance 

The results obtained by applying the ML classification techniques 
introduced in Section 3 are reported in Table 1. It shows the confusion 
matrices, as well as the averaged accuracy over all k-folds, the Sensitivity 
and the Specificity. These last two statistics provide the proportion of 
true positives (an adopter classified as such) and true negatives (a non- 
adopter classified as such) correctly identified. 

The accuracy of all methods is similar, although that of the SVMs, 
Neural Network and XGBoost is slightly better. It is worth noting that the 
most complex methods (XRT and DNN) are those that performs the 
worst, which is natural considering the nature of these algorithms. Deep 
learning architectures incorporate several layers that learn by 
computing non-linear input-output mappings. This makes the algo-
rithms capable of learning from high-level abstractions, which is more 
proper of audio, video, speech or images than of a case like ours, not 
particularly complex in mathematical terms. In any case, the accuracy is 
not lower than 0.766 and therefore we can safely affirm that more than 
76% of the choices made by individuals were predicted correctly, no 
matter the technique used. In this regard, the confusion matrices at the 
top of the table present the actual choices (row) and the predictions 
(column). The values in the diagonals correspond to correct predictions, 
which are homogeneous among the first three methods but not among 
the other four. This disparity is evident in the very high Sensitivities that 
these methods offer, which contrast with the low Specificities. In other 
words, their predictive power is mainly based on correctly identifying 
the adopters, significantly misidentifying the potential non-adopters. 

Therefore, attending to the statistics described, we can conclude that 
the methods exhibit comparable predictability –specially SVMs, ANN 

Table 1 
Model performance.   

SVM Radial SVM Polynomial ANN XGBoost DRF XRT DNN  
A NA A NA A NA A NA A NA A NA A NA 

A 280 63 302 80 292 94 486 436 466 456 382 540 406 516 
NA 95 515 73 498 83 484 37 1438 54 1421 26 1449 43 1432 

Accuracy 0.8342 0.8395 0.8143 0.8027 0.7872 0.7639 0.7668 
Sensitivity 0.7467 0.8053 0.7787 0.9749 0.9634 0.9824 0.9708 
Specificity 0.891 0.8616 0.8374 0.5271 0.5054 0.4143 0.4403  

Fig. 5. Actual and predicted classes by the SVM with polynomial kernel.  
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and XGBoost, implying robust and reproducible results no matter which 
of these popular ML techniques is used. Nevertheless, since SVM with 
polynomial kernel seems to have slightly higher capabilities in pre-
dicting the adoption of EV when compared to the other algorithms, 
Fig. 5 evidences, for illustrative purposes, the similarity of the pattern of 
the actual classes and the classes predicted by this method, plotted by 
two of the most relevant variables found in the preliminary analysis. 

Now, the top variables depicted in Fig. 4 are of different nature, and 
they can be grouped into three well-differentiated areas: socioeconomic, 
attitudinal and social, and vehicle-related attributes. It is worth 
remembering that the attitudinal variables correspond to several in-
dicators unveiling the inclination of individuals towards the environ-
ment, technology, and EV. Table 2 shows this classification. 

Considering this very distinct groups, an interesting question is 
which of them represents the bulk of the predictive power. To answer 
this, we estimate again the best model found (Support Vector Machine 
with polynomial kernel), but separately for each group of variables. 
Results are shown in Table 3. 

As expected, the accuracy with respect to the general model de-
creases in all cases. However, in Sub-models 2 and 3 the fall is dramatic; 
17 and 24 percentage points are lost, respectively. Moreover, the 
decrease in the Sensitivity in sub-models 2 and 3 is especially notorious; 
it goes from 0.7467 in the general model to just 0.408 and 0.392. That is, 
if only attitudinal or only attributes-related variables are used, most of 
the adopters will be misclassified as non-adopters. In any case, Sub-model 
3 is not statistically significantly different from assigning randomly the 
classes, as the p-value above 0.05 evidences. 

To connect these results with the actual adoption of the EV, we can 
take a closer look at the regions with the highest diffusion of this tech-
nology. In doing so, we can identify a correspondence between the 
drivers of change concurring in them and the variables described above. 
In Norway, the European country with the highest proportion of EVs, 
these vehicles are exempt from registration fees as well as from a 25% 
value-added tax. Similar conditions exist in Denmark and Sweden, and it 
is no coincidence that in these countries environmental awareness is 
high, as is the average income compared to other parts of Europe. This is 
evidenced by the work of Haustein et al. (2021). It shows the relevance 

of certain vehicle attributes, income, and userś attitudes towards the 
environment and EVs when it comes to adopt this technology in 
Denmark and Sweden. This findings are likewise supported by Glerum 
et al. (2013), Jensen et al. (2014), Lee et al. (2019), and others. If we 
turn our attention to the American market, the States of California and 
Oregon show the largest adoption rate in the U.S (Lutsey et al., 2015). 
The actions adopted in these regions at the state and city levels are 
consistent with those just mentioned. This is, purchasing subsidies, tax 
benefits, environmental oriented policies, and policies aimed at the 
diffusion of the EV. 

Therefore, the common denominator in regions that present high EV 
adoption seems to be composed of all the elements that gravitate around 
price (subsidies, deductions and exemptions), the characteristics of the 
vehicle itself (specially range), and a set of attitudes towards the envi-
ronment and technology. These aspects coincide with the most impor-
tant variables found in our dataset, which leads us to believe that our 
findings are in line with the observed reality. 

5.2. Misclassified observations 

The best model (SVM with polynomial kernel) does not correctly 
classify about 16% of the observations. An interesting question is 
whether these individuals share characteristics that make the algorithm 
fail when classifying them. In order to reveal these traits, we first carried 
out a cluster analysis of the misclassified observations to identify, if they 
existed, groups of individuals. Then, we performed an exploratory data 
analysis on all the variables incorporated to the model estimation. 

Cluster analysis is a term that covers several procedures for finding 
subgroups of observations that are similar to each other in a data set. 
These subgroups may exist or not, therefore, the first step is to assess if 
the data is clusterable. In order to do so, the Hopkins’ statistic (Lawson 
and Jurs, 2002) is calculated. It measures the probability that a given set 
of data is generated by a uniform distribution. In other words, it tests the 
randomness of the information. Specifically, if the observations are 
uniformly distributed the statistic would be 0.5. However, if clusters are 
present, the value is higher. A result above 0.75 indicates a clustering 
tendency at the 90% confidence level. In the case of our misclassified 
observations, the Hopkins’ statistic is 0.799, therefore, this group of 
individuals is clusterable. Visual assessment is also possible relying in 
the algorithm of (Bezdek and Hathaway, 2002), which computes the 
dissimilarities between the observations of the data set and displays 
them in an image. Fig. 6 illustrates this visualization for our case. White 
or red points represent low dissimilarity between two observations. 
Therefore, the whiter or redder the image, the more clusterable the data 
set is. Attending to both Hopkins’ statistic and the visual assessment, we 
can conclude that our misclassified individuals are subject to clustering. 

The second step is to find out how many clusters the data should be 
divided into, since this is not known in advance. One approach to 
identify the groups is Hierarchical clustering, which provides a tree- 
based representation of the observations called dendrogram (for a com-
plete description of this algorithm, we refer the reader to (James et al., 
2013). Observations that merge at the bottom are very similar, while 
observations that fuse close to the top are different. The number of 
branches in which the dendrogram splits at the top of the tree indicate 
the optimal number of clusters the data may be split into. The 

Table 2 
Classification of top variables.  

Socioeconomic Attitudinal and 
Social 

Attributes 

County Zip code Pro-EV 1 Tax deduction when 
buying EV 

Engine of next purchase Pro-EV 2 EV price 
Age Pro-EV 4 EV range 

Charging system at home Environmental 
Concern 2 

EV fast charging time 

Employment status Number of EV users EV propulsion cost 
Household Income  Gas vehicle price 

Frequency of use of ridesharing  Gas vehicle range 
Frequency of use of ridesharing   

with strangers   
Individual income   

Time dedicated to compulsory 
activities    

Table 3 
SVM with polynomial kernel performance by group of top variables.   

Sub-model 1 (Socioeconomic) Sub-model 2 (Attitudinal and Social) Sub-model 3 (Attributes)  
Adopting No Adopting Adopting No Adopting Adopting No Adopting 

Adopting 266 89 153 92 147 145 
No adopting 109 489 222 486 228 433 

Accuracy 0.79922 0.6705 0.6086 
Sensitivity 0.7093 0.4080 0.3920 
Specificity 0.8460 0.8408 0.7491 

p-value 0.00 0.00 0.4613  
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dendrogram in Fig. 7 shows how the misclassified observations are 
grouped into two clusters. 

After identifying that the data is clusterable into two subgroups, the 
classification is performed. To do so, we opted for the K-means algo-
rithm (MacQueen, 1967), which partitions the data set into K distinct, 
non-overlapping clusters seeking the smallest within-cluster variation. 

It is possible to visualize the partitioning results for the chosen 
number of clusters (two, based on the preliminary analysis) drawing a 
scatter plot of data points colored by cluster. Since the data set contains 
more than two variables, a Principal Component Analysis has been 
performed to reduce the dimensionality (for a comprehensive descrip-
tion of this method see (Jolliffe, 1986). The clusters for the two main 
Princial Components are shown in Figure 8. 

Now, in order to find the characteristics common to the members of 
each cluster, and the differences in-between clusters, an exploratory 
data analysis has been carried out. This required the examination of the 

main statistics of each variable as well as of their distribution. The re-
sults are summarized in Table 4 

A high share of the individuals belonging to Cluster 1 are retired and 
live in the Prince George’s county in Maryland (a low-income one, in 
comparison to the other counties), while those belonging to Cluster 2, 
are younger and live, predominantly in the Montgomery county (a high- 
income one). Cluster 2 seems to present an interesting infrequent use of 
ridesharing apps as well, either riding alone or with strangers. However, 
the most enlightening characteristic of the first group of potential 
adopters may be the fact that they show little environmental concern 
although they scored high in the pro-EV attitude evaluation. Moreover, 
the opposite occurs in Cluster 2, where individuals scored high in 
environmental concern, but low in Pro-EV attitude. This is to some 
extent contradictory since EVs contribute positively to reduce climate 
change, so a person that is environmental concerned usually has also a 
pro-EV attitude and frequently chooses EV. We think that this 

Fig. 7. Hierarchical clustering of the misclassified observations.  

Fig. 6. Clustering tendency of the misclassified observations.  
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contradiction is precisely what may be behind the misclassification; the 
algorithm might find trouble in labeling a person that expresses cares 
about the environment but does not have an inclination towards EVs, 
and vice versa. 

The particular implications of misclassification depend on the case at 
hand. False positives and false negatives have obviously more impact in 
health-related experiments than they do in transportation or business 
matters. But in the specific approach that we are exploring, categorize a 
potential purchaser as an adopter when she is not, or vice versa, can 
severely affect expensive marketing campaigns that make use of socio-
economic information as profiling factors. On the other hand, the case of 
unbalanced data (as is the case here since the percentage of adopters 
differ greatly from that of non-adopters) commonly yields skewed class 
distribution, i.e. prediction of the majority class. In this regard, classi-
fying a non-adopter as an adopter is not desired, but less critical from a 
marketing perspective than classifying an adopter as a non-adopter since 
this may mean ignoring a consumer who is actually a potential pur-
chaser. Therefore, algorithms based on user profiling that are capable of 
correctly allocate consumers in their respective clusters will be able to 
make better predictions and, therefore, provide important competitive 
advantages to those who develop and implement them. Of course, in the 
same way, and in another order of things, a correct identification and 
classification can impact policies that seek to stimulate the adoption of 
the electric vehicle. 

6. Conclusions 

In this paper we study two important dimensions of the EV adoption 

problem. First, we explore the most influencing factors in the adoption 
of the EV; second, we carry out a predictive analysis based on different 
machine learning methods. In addition, we analyze the structure of the 
observations that the best algorithm fails to classify, looking for the 
common characteristics of those individuals. This work is based on data 
collected through a stated choice survey specifically designed to gage 
the inclination of individuals towards EV. It pays special attention to the 
role played in their choices by the structure of their social network, as 
well as their attitudes towards the environment, technology, and EVs. 
Support Vector Machines (radial and polynomial kernel), Tree-based 
algorithms (Gradient Boosting Models, Distributed Random Forest, 
and Extremely Randomized Forest), and Neural Networks (one-layer 
Neural Network and Deep Neural Network) were estimated to classify 
individuals into adopters, and their respective throughputs were 
highlighted. 

With respect to the first objective, the ML based analysis shows that 
when classifying individuals based on their propensity to adopt an EV, 
the most important factors are: the county in which the respondents live, 
the type of engine (electric or not) of the next vehicle to be acquired, 
vehicle characteristics, and both PROEV and Technology Inclined atti-
tudes. Since there are no special differences among the counties of the 
State of Maryland in terms of power grid or charging infrastructure, we 
believe that this variable actually hides an income effect. Some of these 
counties are among the richest in the U.S. and they are evidence of a 
clear geographical income distribution. Among the vehicle characteris-
tics, the most relevant seems to be the income tax deduction that the U.S. 
government provides when buying an EV. Considering that the fourth 
most important variable is the vehicle price, we can conclude that all the 
elements that gravitate around price are fundamental in the individuals’ 
inclination to adopt this technology. However, other vehicle attributes 
are also crucial, such as the range and the time of fast charging, as well 
as the existence of charging infrastructure in the household. This is all 
valuable information for the automotive and power industry since these 
are precisely some of the barriers highlighted by users and researchers 
for a wide-scale implementation of the EV technology (Berkeley et al., 
2017; Tran et al., 2012; Bonges et al., 2016; Dimitropoulos et al., 2013). 
The presence of attitudinal factors suggests that, beyond economic in-
centives, how users feel or behave towards certain concepts (environ-
ment, technology, EVs) is also of relevance. This is also an interesting 

Table 4 
Clusters characteristics.  

Cluster 1 Cluster 2 

High number of retired individuals More presence of youngsters 
Predominance of Prince George’s county Predominance of Montgomery county 
Little concerned about the environment Concerned about the environment 
Pro-EV attitude No Pro-EV attitude  

Infrequent use of ridesharing apps  

Fig. 8. Clustering results, two main Principal Components.  
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finding for the public administration since, although these aspects are 
obviously inherent to each person, fostering social awareness about 
them would also boost the EV market. We consider these results to be in 
line with certain characteristic aspects of regions where there has been a 
more marked evolution of EV adoption. Northern European countries, as 
well as the states of California and Oregon, in the U.S., seem to have in 
common a society of high average income, committed to the environ-
ment, and with a marked interest in technology and EVs themselves 
(Glerum et al., 2013; Haustein et al., 2021; Jensen et al., 2014; Lutsey 
et al., 2015). 

Concerning the second objective, the accuracy of all methods is 
similar, although that of the SVMs, Neural Network and XGBoost is 
slightly better. The most complex methods (XRT and DNN) are those 
that performs the worst, a result that we consider logical since these 
methods are more appropriate for problems of a higher mathematical 
complexity. In any case, the SVM with polynomial kernel yields an ac-
curacy of 83.45%. Regarding the predictions that are correct (adopters 
and non-adopters classified as such), these are homogeneous among the 
three top methods (SVMs and ANN) but not among the other four, which 
present very high Sensitivities in contrast to low Specificities. In other 
words, their predictive power is mainly based on correctly identifying 
adopters, significantly misidentifying the potential non-adopters. This is 
of special importance since it is a main finding and unfortunately 
enough, it is expressed the other way around. Therefore, attending to the 
statistics described, we can conclude that the methods exhibit compa-
rable predictability –specially SVMs, ANN and XGBoost, implying robust 
and reproducible results no matter which of these popular ML tech-
niques is used. 

Finally, we tried to identify characteristics common to the mis-
classified individuals. To do so, we carried out a cluster analysis fol-
lowed by an exploratory data analysis. The results show that the 
observations incorrectly predicted belong to two well-differentiated 
groups. The first is characterized by retired persons that live in a low- 
income county and that do not care much about the environment but 
have a pro-EV attitude. The second cluster, in contrast, is composed by 
young potential customers that live in a high-income county, and that 
care about the environment although do not show special interest for the 
EV. This apparent contradiction might be the reason why the algorithm 
fails in classifying them. Misclassification may in fact affect all stake-
holders involved in the EV adoption process. Categorizing a potential 

purchaser as an adopter when she is not, or vice versa, can severely 
impact expensive marketing campaigns that make use of socioeconomic 
information as profiling factors. Our study suggests that algorithms 
based on a variety of user and vehicle aspects will be more capable to 
correctly allocate consumers in their respective clusters and, therefore, 
make better predictions that will provide important competitive ad-
vantages to those who develop and implement them. In the same vein, a 
successful identification will improve the efficiency of any policy that 
seeks to stimulate the adoption of the EV. Focusing on the aspects that 
are most important for consumers, such as subsidies, operating cost 
exemptions, or the improvement of recharging infrastructures (Lutsey 
et al., 2015), will undoubtedly increase their chances of success. 

This work is not without limitation. The results obtained are relative 
to the SP database available for the study and cannot be generalized. The 
quickly developing literature on AI methods offers vast opportunities to 
test different algorithms, classify customers, and predicts their choices. 
We hope to contribute to the combination of classical econometric 
analysis and ML techniques, which would help build comprehensive 
analysis tools for policy evaluations, and to support important decisions 
about investments in new and emerging technologies. 
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Figs. A1 and A2, Table A1. 

Fig. A1. Questionnaire question to collect information on the structure of the individuals’ social network.  
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Henares, where he teaches Statistics and Econometrics. His background in Eco-
nomics and Econometrics allowed him to carry out studies in welfare measures 
associated to changes in toll policy. He has also conducted research on the predic-
tion of the diffusion of the electric vehicle considering Social Conformity. He 
currently works in Machine Learning methods associated to the diffusion of new 
technologies, and to the forecast of financial assets. He has participated and 
continue participating in several transportation projects in the State of Maryland 
(U.S). Prior his academic career, he worked in the consultancy industry for several 
years, developing international projects in Economics and Business. His specialty 
areas are in transport modeling, machine learning, advanced econometrics, and 
survey methods. 

J. Bas et al.                                                                                                                                                                                                                                      

http://refhub.elsevier.com/S0040-1625(21)00191-8/optpWBJiYrUwb
http://refhub.elsevier.com/S0040-1625(21)00191-8/optpWBJiYrUwb
http://refhub.elsevier.com/S0040-1625(21)00191-8/optpWBJiYrUwb
http://refhub.elsevier.com/S0040-1625(21)00191-8/optJyecFqEM9u
http://refhub.elsevier.com/S0040-1625(21)00191-8/optJyecFqEM9u
https://doi.org/10.1023/A:1010933404324
https://doi.org/10.1023/A:1010933404324
https://doi.org/10.18637/jss.v045.i03
https://doi.org/10.1016/j.tra.2017.04.009
http://refhub.elsevier.com/S0040-1625(21)00191-8/optvhXrP5GAbR
http://refhub.elsevier.com/S0040-1625(21)00191-8/optvhXrP5GAbR
https://doi.org/10.1161/CIRCULATIONAHA.115.001593
http://refhub.elsevier.com/S0040-1625(21)00191-8/optc5xOATab5t
http://refhub.elsevier.com/S0040-1625(21)00191-8/optc5xOATab5t
http://refhub.elsevier.com/S0040-1625(21)00191-8/optc5xOATab5t
https://doi.org/10.1016/j.tra.2017.09.012
https://doi.org/10.1049/iet-its.2018.5169
https://doi.org/10.1049/iet-its.2018.5169
https://doi.org/10.1007/s10994-006-6226-1
https://doi.org/10.1287/trsc.2013.0487
https://doi.org/10.1016/j.trd.2019.04.008
https://doi.org/10.1016/j.trd.2019.04.008
https://doi.org/10.1016/j.eswa.2009.02.037
https://doi.org/10.1016/j.eswa.2009.02.037
https://doi.org/10.1016/j.enpol.2020.112096
http://refhub.elsevier.com/S0040-1625(21)00191-8/sbref0014
http://refhub.elsevier.com/S0040-1625(21)00191-8/sbref0014
https://doi.org/10.1016/j.tra.2015.08.008
https://doi.org/10.1109/TTE.2015.2512237
https://doi.org/10.1109/TITS.2010.2093129
https://doi.org/10.1016/j.trc.2019.10.018
https://doi.org/10.1016/j.trc.2019.10.018
https://doi.org/10.1109/TITS.2015.2405759
http://refhub.elsevier.com/S0040-1625(21)00191-8/opt1y39bouWzC
http://refhub.elsevier.com/S0040-1625(21)00191-8/opt1y39bouWzC
http://refhub.elsevier.com/S0040-1625(21)00191-8/opt1y39bouWzC
http://refhub.elsevier.com/S0040-1625(21)00191-8/opt1y39bouWzC
https://doi.org/10.1007/s11116-014-9517-6
http://refhub.elsevier.com/S0040-1625(21)00191-8/opt9rlt8G8F0f
http://refhub.elsevier.com/S0040-1625(21)00191-8/opt9rlt8G8F0f
http://refhub.elsevier.com/S0040-1625(21)00191-8/opt9rlt8G8F0f
https://doi.org/10.1109/ACCESS.2019.2934780
http://refhub.elsevier.com/S0040-1625(21)00191-8/optXgQ1YSYfsS
http://refhub.elsevier.com/S0040-1625(21)00191-8/optXgQ1YSYfsS
http://refhub.elsevier.com/S0040-1625(21)00191-8/sbref0022
http://refhub.elsevier.com/S0040-1625(21)00191-8/sbref0022
https://doi.org/10.1177/0361198119857953
https://doi.org/10.1177/0361198119857953
http://refhub.elsevier.com/S0040-1625(21)00191-8/optNqOOZoJml7
http://refhub.elsevier.com/S0040-1625(21)00191-8/optNqOOZoJml7
http://refhub.elsevier.com/S0040-1625(21)00191-8/optNqOOZoJml7
https://doi.org/10.1016/j.techfore.2013.08.020
https://doi.org/10.1016/j.neucom.2016.12.038
https://doi.org/10.1016/j.neucom.2016.12.038
https://doi.org/10.1016/j.trc.2019.09.006
https://www.bts.gov/topics/national-transportation-statistics
https://www.bts.gov/topics/national-transportation-statistics
http://refhub.elsevier.com/S0040-1625(21)00191-8/sbref0027
http://refhub.elsevier.com/S0040-1625(21)00191-8/sbref0027
http://refhub.elsevier.com/S0040-1625(21)00191-8/sbref0027
http://refhub.elsevier.com/S0040-1625(21)00191-8/optfc4kILcKQu
http://refhub.elsevier.com/S0040-1625(21)00191-8/optfc4kILcKQu
http://refhub.elsevier.com/S0040-1625(21)00191-8/optfc4kILcKQu
https://doi.org/10.1109/34.868684
https://doi.org/10.1109/ICMLA.2007.27
https://doi.org/10.1109/ICMLA.2007.27
https://doi.org/10.7551/mitpress/4175.001.0001
https://doi.org/10.7551/mitpress/4175.001.0001
https://doi.org/10.1016/j.jpowsour.2015.01.145
http://refhub.elsevier.com/S0040-1625(21)00191-8/sbref0033
http://refhub.elsevier.com/S0040-1625(21)00191-8/sbref0033
http://refhub.elsevier.com/S0040-1625(21)00191-8/sbref0033
https://doi.org/10.1023/A:1008942012299
https://doi.org/10.1023/A:1008942012299
https://doi.org/10.1155/2019/4109148
http://refhub.elsevier.com/S0040-1625(21)00191-8/optZDHY34hnKs
http://refhub.elsevier.com/S0040-1625(21)00191-8/optZDHY34hnKs
http://refhub.elsevier.com/S0040-1625(21)00191-8/optZDHY34hnKs
https://doi.org/10.1016/j.enbuild.2018.04.008
https://doi.org/10.1016/j.enbuild.2018.04.008
https://doi.org/10.1016/j.trc.2019.08.010
https://doi.org/10.1016/j.trc.2019.08.010
https://doi.org/10.1016/j.energy.2019.02.032
https://doi.org/10.1016/j.trc.2019.05.042
https://doi.org/10.1016/j.energy.2018.08.071
https://doi.org/10.1016/j.energy.2019.01.114
https://doi.org/10.1016/j.tbs.2020.02.003


Technological Forecasting & Social Change 168 (2021) 120759

13

Cinzia Cirillo: Cinzia Cirillo is a Full Professor at the University of Maryland, Department 
of Civil and Environmental Engineering. Her specialty areas are in transport modeling 
techniques and survey instruments, application of advanced statistical and econometrics 
methods, and on the analysis of their results to predict consumer demand and behavior for 
various transportation options. She is conducting projects in the US, in Europe and in the 
Middle East, she has also taught advanced classes in China and Taiwan. Her current 
research is about dynamic discrete choice models, discrete-continuous models, and their 
application to the market penetration of new technology vehicles. Recently, one of her PhD 

students won the Eric Pas prize with a thesis on social interactions in activity and travel 
behavior models. 

Elisabetta Cherchi: Elisabetta Cherchi is Professor of Transport at the School of Engi-
neering, Newcastle University (UK) and Adjunct Professor, School of Economics & Man-
agement, Beijing Jiaotong University (China). She currently Chairs the International 
Association of Travel Behaviour Research (IATBR), is Co-Editor in Chief of Transportation 
Research Part A: Policy and Practice, and past Associate Editor of Transportation. 

J. Bas et al.                                                                                                                                                                                                                                      


	Classification of potential electric vehicle purchasers: A machine learning approach
	1 Introduction
	2 Literature review
	3 Supervised machine learning techniques for classification
	4 Data collection and methodology
	4.1 Stated choice experiment
	4.2 Imputation of NA values
	4.3 Feature selection

	5 Results
	5.1 Models’ performance
	5.2 Misclassified observations

	6 Conclusions
	CRediT authorship contribution statement
	Declaration of Competing Interest
	Appendix
	References


