
22 November 2024

POLITECNICO DI TORINO
Repository ISTITUZIONALE

Cumulative entropies and sums of moments of order statistics / Buono, F.; Kamps, U.; Kateri, M.. - In:
COMMUNICATIONS IN STATISTICS. THEORY AND METHODS. - ISSN 0361-0926. - (2024), pp. 1-8.
[10.1080/03610926.2024.2391435]

Original

Cumulative entropies and sums of moments of order statistics

Publisher:

Published
DOI:10.1080/03610926.2024.2391435

Terms of use:

Publisher copyright

(Article begins on next page)

This article is made available under terms and conditions as specified in the  corresponding bibliographic description in
the repository

Availability:
This version is available at: 11583/2994624 since: 2024-11-21T09:04:11Z

Taylor and Francis



Communications in Statistics - Theory and Methods

ISSN: (Print) (Online) Journal homepage: www.tandfonline.com/journals/lsta20

Cumulative entropies and sums of moments of
order statistics

Francesco Buono, Udo Kamps & Maria Kateri

To cite this article: Francesco Buono, Udo Kamps & Maria Kateri (28 Aug 2024): Cumulative
entropies and sums of moments of order statistics, Communications in Statistics - Theory and
Methods, DOI: 10.1080/03610926.2024.2391435

To link to this article:  https://doi.org/10.1080/03610926.2024.2391435

© 2024 The Author(s). Published with
license by Taylor & Francis Group, LLC

Published online: 28 Aug 2024.

Submit your article to this journal 

Article views: 180

View related articles 

View Crossmark data

Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=lsta20

https://www.tandfonline.com/journals/lsta20?src=pdf
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/03610926.2024.2391435
https://doi.org/10.1080/03610926.2024.2391435
https://www.tandfonline.com/action/authorSubmission?journalCode=lsta20&show=instructions&src=pdf
https://www.tandfonline.com/action/authorSubmission?journalCode=lsta20&show=instructions&src=pdf
https://www.tandfonline.com/doi/mlt/10.1080/03610926.2024.2391435?src=pdf
https://www.tandfonline.com/doi/mlt/10.1080/03610926.2024.2391435?src=pdf
http://crossmark.crossref.org/dialog/?doi=10.1080/03610926.2024.2391435&domain=pdf&date_stamp=28%20Aug%202024
http://crossmark.crossref.org/dialog/?doi=10.1080/03610926.2024.2391435&domain=pdf&date_stamp=28%20Aug%202024
https://www.tandfonline.com/action/journalInformation?journalCode=lsta20


COMMUNICATIONS IN STATISTICS—THEORY AND METHODS
https://doi.org/10.1080/03610926.2024.2391435

Cumulative entropies and sums of moments of order statistics
Francesco Buono, Udo Kamps, and Maria Kateri

Institute of Statistics, RWTH Aachen University, Aachen, Germany

ABSTRACT
Generalized weighted cumulative residual entropies and generalized
weighted cumulative entropies are represented by means of weighted
sums of moments of upper and lower order statistics, respectively. A
variety of examples is shown by specifying the weight function.
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1. Introduction

Several notions of entropy have been discussed in the literature. In reliability theory, the
Cumulative Residual Entropy (CRE) of a nonnegative random variable X with distribution
function (cdf) F given by

E(X) = −
∫ ∞

0
F̄(x) log F̄(x)dx (1)

with F̄ = 1 − F (see Rao et al. 2004) and the Cumulative Entropy (CE) of X given by

CE(X) = −
∫ ∞

0
F(x) log F(x)dx (2)

see Di Crescenzo and Longobardi (2009) are of special interest. Throughout, a term 0 log 0 is
defined to be 0. Weighted versions of these entropies of the form

−
∫ ∞

0
xF̄(x) log F̄(x)dx and −

∫ ∞

0
xF(x) log F(x)dx (3)

have been introduced by Misagh et al. (2011).
In Balakrishnan, Buono, and Longobardi (2022), the above entropies are represented by

sums of expectations of maxima and minima of random variables within a sequence of
independent and identically distributed (iid), nonnegative random variables with absolutely
continuous distribution function F.

We consider generalized weighted versions of (1) and (2) with an increasing nonnegative
function ϕ, ϕ(0) = 0, of the form
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Eϕ(X) = −
∫ ∞

0
F̄r(x) log F̄(x)dϕ(x) and (4)

CEϕ(X) = −
∫ ∞

0
Fr(x) log F(x)dϕ(x) (5)

for some r ∈ N, which are mentioned in Tahmasebi (2020) by applying a cumulative residual
entropy with a general weight function to a minimum distribution and in Tahmasebi et al.
(2020) by considering a generalized cumulative entropy of a maximum distribution. For the
definition of other generalizations of cumulative entropy and cumulative residual entropy,
we refer to, for example, Khorashadizadeh, Rezaei Roknabadi, and Mohtashami Borzadaran
(2013), Tahmasebi and Eskandarzadeh (2017), and Kattumannil, Sreedevi, and Balakrishnan
(2022). For ϕ(x) = x, x ≥ 0, (4) and (5) are obtained by (1) and (2) by plugging in the
distribution functions 1 − (1 − F)r and Fr of the minimum and the maximum of r iid random
variables with distribution function F, respectively, subject to the constant r (cf. Baratpour
2010; Mirali and Baratpour 2017). For r = 1 and ϕ(x) = x, x ≥ 0, the quantities (1) and (2),
and for r = 1 and ϕ(x) = 1

2 x2, the quantities (3) are obtained.
It turns out that the entropies (4) and (5) can be expressed by means of sums of moments

of upper r-th order statistics and lower r-th order statistics, based on the cdf F, respectively.
Several particular cases are shown in the sequel.

2. Representation of a generalized weighted cumulative residual entropy

The generalized weighted cumulative residual entropy (4) can be represented via a weighted
sum of moments of r-largest order statistics.

Theorem 2.1. Let F be an absolutely continuous distribution function with density function
f and F(0) = 0. Let further (Xi)i∈N be a sequence of iid random variables with distribution
function F and let Xj,n, 1 ≤ j ≤ n, n ∈ N, denote respective order statistics. Moreover, let ϕ be an
increasing, nonnegative function with ϕ(0) = 0, and let, for some r ∈ N, the series of the RHS of
(6) be finite. Then

Eϕ(X) = −
∫ ∞

0
F̄r(x) log F̄(x)dϕ(x)

=
∞∑

n=r

(
(n + 1)

(
n
r

))−1
Eϕ(Xn−r+2,n+1) − 1

r
Eϕ(X1,r). (6)

Proof. Let α = sup{x ≥ 0; F(x) = 0} and ω = inf{x ≥ 0; F(x) = 1}, inf ∅ = ∞, denote the
lower and the upper endpoint of the support of F, respectively. By using the theorems of Levi
and Fubini, we find

∞∑
n=r

(
(n + 1)

(
n
r

))−1
Eϕ(Xn−r+2,n+1)

=
∞∑

n=r

r!(n − r)!
(n + 1)!

∫ ω

α

ϕ(x)(n − r + 2)

(
n + 1

n − r + 2

)
Fn−r+1(x)F̄r−1(x)f (x)dx

= r
∫ ω

α

ϕ(x)

( ∞∑
n=r

Fn−r+1(x)

n − r + 1

)
F̄r−1(x)dF(x)
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= r
∫ α

0

∫ ω

α

F̄r−1(x)(− log F̄(x))dF(x)dϕ(y) + r
∫ ω

α

∫ ω

y
F̄r−1(x)(− log F̄(x))dF(x)dϕ(y)

= r
∫ α

0

∫ 1

0
xr−1(− log x)dxdϕ(y) + r

∫ ω

α

∫ F̄(y)

0
xr−1(− log x)dxdϕ(y)

= 1
r
ϕ(α) −

∫ ω

α

F̄r(y)
(

log F̄(y) − 1
r

)
dϕ(y)

=
∫ ω

α

F̄r(y) log F̄(y)dϕ(y) + 1
r

∫ ω

0
F̄r(y)dϕ(y)

which proves the assertion, since∫ ω

0
F̄r(y)dϕ(y) = Eϕ(X1,r).

Example 1. Specific choices of the function ϕ in Theorem 2.1, lead to various relations, as
shown in cases (i) to (ix) presented below.

(i) For ϕ(x) = x and r = 1, (6) reduces to

E(X) = −
∫ ∞

0
F̄(x) log F̄(x)dx =

∞∑
n=1

1
n(n + 1)

EXn+1,n+1 − EX1, (7)

which is relation (2) in Balakrishnan, Buono, and Longobardi (2022). In Sordo,
Castaño-Martinez, and Pigueiras (2016), the authors introduce the CRE premium
principle in insurance mathematics, which, for a risk X with distribution function F, is
given by EX + E(X).

(ii) Case (i) can be further generalized as follows. Let ϕ(x) = xα , x ≥ 0, for some α > 0.
Then Theorem 2.1 provides a relation involving moments of order statistics of order α.
In particular, (6) leads to

−α

∫ ∞

0
xα−1F̄r(x) log F̄(x)dx =

∞∑
n=r

(
(n + 1)

(
n
r

))−1
EXα

n−r+2,n+1 − 1
r
EXα

1,r. (8)

In Balakrishnan, Buono, and Longobardi (2022, p. 346), the weighted cumulative
residual entropy (3) of X ∼ F is considered, which coincides with (8) by choosing α = 2
and r = 1. Then, relation (8) in Balakrishnan, Buono, and Longobardi (2022), that is,

−2
∫ ∞

0
xF̄(x) log F̄(x)dx =

∞∑
n=1

1
n(n + 1)

EX2
n+1,n+1 − EX2

1

is obtained as a particular case of (6).
(iii) For ϕ(x) = x, x ≥ 0, the cdf F in Balakrishnan, Buono, and Longobardi (2022), (see

(i)), could be replaced by the distribution 1 − (1 − F)r of the minimum of r iid random
variables according to F. Then,EX1 in the RHS of (7) becomesEX1,r and the expression∫ ∞

0 F̄r(x) log F̄(x)dx appears in its LHS. Since the latter expression appears in (6) of
Theorem 2.1 as well, we derive the following relation for expectations of order statistics

1
r

∞∑
n=1

1
n(n + 1)

EYn+1,n+1 =
∞∑

n=r

(
(n + 1)

(
n
r

))−1
EXn−r+2,n+1 (9)
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where Xp,n+1, p ≤ n + 1, are order statistics from F and Yn+1,n+1, n ∈ N, are maxima
from 1 − (1 − F)r.

(iv) Let F(x) = x, x ∈ (0, 1), and ϕ(x) = x, x ≥ 0. Then, we find

−
∫ ∞

0
F̄r(x) log F̄(x)dx = −

∫ 1

0
xr log xdx = 1

(r + 1)2 .

For an order statistic Up,q from a standard uniform distribution it is well known that
EUp,q = p

q+1 , 1 ≤ p ≤ q. This yields the relation

Eϕ(X) = 1
(r + 1)2 =

∞∑
n=r

(
(n + 1)

(
n
r

))−1 n − r + 2
n + 2

− (r(r + 1))−1

and thus
∞∑

n=r

(
(n − r + 1)

(
n + 2

n − r + 2

))−1
=

∞∑
n=1

(
n
(

n + r + 1
r

))−1
= 1

r(r + 1)
+ 1

(r + 1)2 .

This can be seen directly by using expressions for infinite sums with a reciprocal of a
binomial coefficient (cf. Gould 1972).

(v) Let F(x) = 1 − e−x, x ≥ 0, and ϕ(x) = x, x ≥ 0. In this case, we obtain

−
∫ ∞

0
F̄r(x) log F̄(x)dx = 1

r2 .

Then, making use of the relation EXp,q = ∑q
i=q−p+1

1
i , (6) leads to

∞∑
n=r

(
(n + 1)

(
n
r

))−1 n+1∑
i=r

1
i

= 2
r2 1 ≤ r ≤ n.

Thus, Theorem 2.1 yields a summation formula with a binomial coefficient in the
denominator.

(vi) The setting ϕ ≡ F, where ϕ(Xp,q)
d= Up,q with Up,q as in (iv), leads to the same relation

as in (iv).
(vii) By setting in (6) ϕ(x) = 1[t,∞)(x), x ∈ R, t > 0, we immediately obtain a relation for

survival functions of order statistics based on F:
∞∑

n=r

(
(n + 1)

(
n
r

))−1
P(Xn−r+2,n+1 > t) = 1

r
P(X1,r > t) − F̄r(t) log F̄(t),

= F̄r(t)
(

1
r

− log F̄(t)
)

, t > 0.

(viii) By choosing ϕ as ϕ(x) = etx − 1, for t ∈ R, x ≥ 0, moment generating functions of
upper order statistics appear in the representation of Theorem 2.1.

(ix) If ϕ is chosen to be the odds ϕ(x) = F(x)/F̄(x), x ≥ 0, then ϕ′(x) = f (x)/F̄2(x) (≥ 0)
so that

Eϕ(X) = −
∫ ∞

0
F̄r−2(x) log F̄(x)f (x)dx = 1

(r − 1)2 , (10)

for r ≥ 2 and Eϕ(X) is infinite for r = 1. For r < n, it can be easily verified that
Eϕ(Xr:n) = E

(
F(Xr:n)

1−F(Xr:n)

)
= r

n−r , which for r ≥ 2 gives Eϕ(Xn−r+2:n+1) = n−r+2
r−1 and
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Eϕ(X1:r) = 1
r−1 . Thus, for r ≥ 2, the RHS of (6) reads

r
∞∑

n=r

(
(n + 1)(n + 1 − r)

(
n

r − 2

))−1
− 1

r(r − 1)
.

3. Representation of a generalized weighted cumulative entropy

By analogy with Theorem 2.1, we find a relation for
∫ ∞

0 Fr(x) log F(x)dϕ(x) by means of sums
of expectations of lower order statistics.

Theorem 3.1. Let the conditions of Theorem 2.1 be given, and let, for some r ∈ N, the series on
the RHS of (11) be finite. Then

CEϕ(X) = −
∫ ∞

0
Fr(x) log F(x)dϕ(x)

= −
∞∑

n=r

(
(n + 1)

(
n
r

))−1
Eϕ(Xr,n+1) + 1

r
Eϕ(Xr,r). (11)

Remark 1. If the random variable X has finite support (0, 2μ), mean E(X) = μ and is sym-
metrically distributed about it, then, under the assumptions of Theorem 2.1 and Theorem 3.1
and for an absolutely continuous function ϕ on (0, 2μ) with ϕ′ being symmetric about μ, the
equality Eϕ(X) = CEϕ(X) readily follows. This is a generalization of the well-known equality
between cumulative residual entropy and cumulative entropy for symmetric distributions (cf.
Balakrishnan, Buono, and Longobardi 2022). In this case,

Eϕ(X) = CEϕ(X) = −2
∫ μ

0
F̄r(x) log F̄(x)dϕ(x).

Some examples of Theorem 3.1 are stated as in Example 1 by specifying the function ϕ.

Example 2. By analogy with Example 1, specific choices of the function ϕ in Theorem 3.1
lead to various relations, as shown in cases (i) to (vii) presented below.

(i) For ϕ(x) = x and r = 1, (11) reduces to relation (6) in Balakrishnan, Buono, and
Longobardi (2022)

−
∫ ∞

0
F(x) log F(x)dx = −

∞∑
n=1

1
n(n + 1)

EX1,n+1 + EX1. (12)

(ii) For ϕ(x) = xα , x ≥ 0, with some α > 0, Theorem 3.1 yields a relation involving moments
of order statistics of order α. In particular, (11) becomes

−α

∫ ∞

0
xα−1Fr(x) log F(x)dx = −

∞∑
n=r

(
(n + 1)

(
n
r

))−1
EXα

r,n+1 + 1
r
EXα

r,r. (13)

In Balakrishnan, Buono, and Longobardi (2022, p. 346), the weighted cumulativel
entropy (3) of X ∼ F is seen to coincide with (13) by choosing α = 2 and r = 1. Then,
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relation (9) in Balakrishnan, Buono, and Longobardi (2022), that is,

−2
∫ ∞

0
xF(x) log F(x)dx = −

∞∑
n=1

1
n(n + 1)

EX2
1,n+1 + EX2

1

follows as a particular case of (11).
(iii) For ϕ(x) = x, x ≥ 0, the cdf F in Balakrishnan, Buono, and Longobardi (2022), (see (i)),

could be replaced by the distribution Fr of the maximum of r iid random variables
according to F. Then, EX1 in the RHS of (12) becomes EXr,r and the expression∫ ∞

0 Fr(x) log F(x)dx appears in its LHS. By analogy with Example 1(iii), relation (11)
in Theorem 3.1 yields

1
r

∞∑
n=1

1
n(n + 1)

EY1,n+1 =
∞∑

n=r

(
(n + 1)

(
n
r

))−1
EXr,n+1 (14)

where Xp,n+1, p ≤ n + 1, are order statistics from F and Y1,n+1, n ∈ N, are minima from
Fr.

(iv) Let F(x) = 1 − e−x, x ≥ 0, and ϕ(x) = x, x ≥ 0. Then, we have

−
∫ ∞

0
Fr(x) log F(x)dx = −� ′(r + 1) = π2

6
−

r∑
i=1

1
i2

where � is the Digamma function. Using the expression for the expectation of an order
statistic from a standard exponential random sample (see Example 1(iv)), (11) takes the
form

∞∑
n=r

(
(n + 1)−1

(
n
r

)−1 n+1∑
i=n−r+2

1
i

)
= π2

6
−

r∑
i=1

1
i2

+ 1
r

r∑
i=1

1
i

1 ≤ r ≤ n.

Thus, Theorem 3.1 yields a summation formula involving a reciprocal binomial
coefficient.

(v) Let ϕ ≡ F. In this case, as recalled in Example 1(iv), ϕ(Xp,q)
d= Up,q. Then∫ ∞

0
Fr(z) log F(z)dF(z) =

∫ 1

0
xr log xdx = − 1

(r + 1)2 and
1
r
EUr,r = 1

r + 1
.

Thus, from (11) we obtain the relation
∞∑

n=r

(
(n + 1)

(
n
r

))−1
EUr,n+1 = r

(r + 1)2

which, by observing that EUr,n+1 = r
n+2 , can be expressed by

∞∑
n=r

(n − r)!
(n + 2)! = 1

r!(r + 1)2 .

As in Example 1, the same relation results by choosing F to be the standard uniform
distribution function and ϕ(x) = x, x ≥ 0.
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(vi) By setting ϕ(x) = 1[t,∞)(x), x ∈ R, t > 0, in (11), we immediately obtain a relation for
cumulative distributions functions of order statistics based on F, as follows

∞∑
n=r

(
(n + 1)

(
n
r

))−1
P(Xr,n+1 > t) = 1

r
P(Xr,r > t) + Fr(t) log F(t)

= 1
r
(1 − Fr(t)) + Fr(t) log F(t)

= 1
r

− Fr(t)
(

1
r

− log F(t)
)

, t > 0.

(vii) By choosing ϕ as ϕ(x) = etx − 1, for t ∈ R, x ≥ 0, moment generating functions of lower
order statistics appear in the representation of Theorem 3.1.
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