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Efficient Mode Selection and Vehicle Pairing for
Underlay V2X Networks

Zana Limani Fazliu*, Jeta Dobruna*, Héna Maloku Berzati*, Carla Fabiana Chiasserini, Francesco Malandrino*

* University of Prishtina, Kosovo

Abstract—Device-to-device communications (D2D) have been
been a key driver in supporting vehicle-to-everything (V2X)
cellular communication for vehicular networks. Underlay D2D
communications in which devices reuse cellular spectrum in an
opportunistic manner, face several challenges such as efficient
mode selection and link stability in the presence of interference.
In this paper we address the problem of mode selection and ve-
hicle pairing for a V2X network underlaying a cellular multi-tier
network. To solve the problem dynamically and independently
from the network, while maximizing the spectral efficiency of the
radio resources, we apply a reinforcement learning approach. The
scheme we propose is fully decentralized and relies on a simplified
yet efficient state space. The performance of the solution is
evaluated through the simulation of a two-tier network operating
in an urban environment, with realistic modeling of vehicular
mobility. The performance of our approach is compared to two
other benchmark approaches in terms of spectral efficiency and
average user data rate. Our simulation results show that our
approach can improve the spectral efficiency and average data
rate for 90% of the vehicles in the network, while also ensuring
around 12% of improvement in terms of overall network spectral
efficiency.

Index Terms—V2X, D2D mode selection, vehicle paring, rein-
forcement learning, spectral efficiency

I. INTRODUCTION

With the continuous increase of connected devices to the
internet, data traffic has grown dramatically, imposing new
requirements in terms of expected levels of Quality of Service
(QoS) and delay tolerance. In response, operators have started
deploying low power base stations (BSs) on top of the existing
cells, to enhance coverage and capacity. The increasing densi-
fication of the network has been considered for some time now
as one of the main enablers for next generation technologies.

In parallel, vehicles are increasingly emerging as some of
the most data-hungry users of mobile networks. Facilitating
vehicular to everything (V2X) communications, therefore is
an important use case for 5G and beyond networks, especially
with the advent of autonomous vehicles. V2X communications
include all types of communications that can occur between
vehicles themselves, i.e., V2V communications, as well as
communications between the vehicles and infrastructure nodes
(V2I), such as cellular network base stations (BS) and road
side units (RSU).

In particular one of the main enablers for V2X communica-
tions in 5G networks is device-to-device (D2D) technology [1].
D2D communication refers to direct communication between
devices, located near each other, without the intermediation of
the network. These short-range communications have become
one of the key technologies for boosting the performance of
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the current communication networks, gaining high research
attention [2]. The use of D2D for V2X communications was
introduced in 3GPP Release 14 and included in all subsequent
standardization releases. D2D communications are also part
of the Release 16 standardization efforts for 5G or New
Radio (NR), in the specification for NR Sidelink, which is the
physical interface used for D2D [3]. In the context of vehicular
networks, D2D communications can be used to establish direct
links between vehicles, or V2V links.

When D2D communications are deployed in an underlay
fashion, the devices reuse the channel resources dedicated
to cellular user equipment (UEs), hence enhancing spectrum
efficiency. However, despite the obvious benefits, D2D users
may cause interference to regular UE communications, intro-
ducing new challenges for network designers, such as inter-
ference management, resource and power allocation. Thus, to
address these challenges and to take full advantage of D2D
communication in current communication networks, resource,
and power allocation algorithms must be carefully designed to
guarantee QoS for both cellular and D2D users [4].

D2D links by their very nature are short-lived, especially
between two moving devices, therefore it is important that
the users are able to fall back to the network in case of link
failure. Consequently, a device in D2D-supported networks
may choose between two possible communication modes: the
D2D mode, in which the device communicates with another
device directly, or the network mode, in which the device
is connected to a network BS. In the context of vehicular
networks we will often refer to these modes as V2V and
V2I, respectively. Furthermore, in case of D2D mode, another
consideration is how to choose the best communicating peer.
Both of these decisions can impact the level of QoS received
as well as link stability.

In this work we tackle underlay V2X networks, in which
reuse of cellular resources is allowed in an opportunistic
fashion and coordination with the network is not required. In
particular we address the problem of communication mode
selection and propose a joint mode selection and vehicle
pairing scheme using reinforcement learning. We consider the
vehicle pairing problem in addition since we aim to achieve
a fully network-independent solution, which would allow for
dynamic reselection of D2D peers.

The scheme we propose is fully decentralized and relies on a
simple model for the observation of the system state, without
additional overhead. The scenario we consider is a cellular
network composed of one macro cell and several pico cells,



with support for D2D communications. Specifically, we focus
on the use case of D2D for non-safety V2V communications,
in an urban environment.

The rest of the paper is organized as follows. In Sec. II
we present a review of relevant literature. In Sec. III we
present the system model and provide a formulation of the
mode selection and vehicle pairing problem. In Sec. IV, a
reinforcement approach to tackle the problem is proposed,
and finally in Sec. V we provide the results of the numerical
simulations that were used to evaluate the performance of the
proposed solution. Conclusions and future research directions
are presented in Sec. VL

II. RELATED WORK

The problem of communication mode selection and resource
allocation, especially in the context of V2X communications,
has been an active area of research. Several works have
addressed mode selection [5]-[7] and dynamic resource alloca-
tion strategies [8]—[10]. In [5], authors discuss mode switching
strategies based on load information and signal strength, and
analytically evaluate the impact of different strategies on per-
formance indicators such as delay. In [6], the authors propose
a deep reinforcement learning (DRL) algorithm to jointly
address the communication mode selection as well as resource
allocation. However both consider only a single cell cellular
network. Authors in [7] also consider both mode selection
and resource allocation for a vehicular network, however they
focus on multicast transmissions between a cluster of vehicles,
mainly for the purpose of sharing safety-critical information.
Special attention has been paid to resource allocation solutions
that do not rely on network aid. The authors in [8] show that
opportunistic use of resources through dynamic scheduling
performs significantly better for non-periodic types of traffic.
Opportunistic use of resources without network coordination is
addressed in [9] and [10], however like all of the above works,
they too consider that V2V pairs are predetermined. Therefore
none of the above mentioned works tackle the problem of
efficient vehicle pairing.

Machine learning (ML) has recently emerged as a promising
solution for 5G and 6G communication networks to optimize
network resources and enhance system performance.

In [11] a user association scheme based on multi-agent
reinforcement learning (RL) is proposed for maximizing the
sum rate of mmWave network. The scheme is simulated in a
two-tier network (composed of small and macro cells) con-
sidering all types of interference. On the other hand, authors
in [12] proposed a decentralized user association technique
based on multi-agent deep RL (DRL) to maximize the energy
efficiency of ultra dense networks. However, none of these
works consider D2D communication.

In [13] authors proposed an algorithm for the mode selection
of vehicular users, using the DRL technique. The proposed
algorithm aims to guarantee the high capacity of vehicle-to-
infrastructure (V2I) links and ultra-reliability of D2D links
under the QoS constraints. In this scenario only D2D users
are considered, while interference from cellular users is not

taken into account. In [14] and [15], authors adopted the RL
technique to optimize resource allocation in a scenario con-
sidering both UEs and D2D users. In [14] a user association
and resource allocation scheme is proposed to maximize the
overall data rate of both cellular users and D2D pairs, using
reinforcement learning. The scenario consists of only micro
cells. In [15] the RL technique is also employed to maximize
the network capacity in a D2D-enabled wireless network,
through resource allocation, under the QoS constraints. This
work too considers a scenario composed only of small cells.

Authors in [16] proposed an algorithm based on the DRL
technique for improving resource allocation and power control
for D2D users in a scenario composed of one-size cells.
This algorithm considers QoS requirements and reduces the
interference. In [17] the deep Q-network (DQN) is adopted
to address the channel selection and power allocation issue in
a D2D overlay communication network. This work aims to
reduce the interference caused by sharing channels between
D2D users.

Novelty. The literature review shows that ML techniques
for future networks can deliver better results than traditional
methods in terms of network performance. In this work, unlike
similar other works that address the mode selection problem
[13], [14], we model the mode selection and vehicle pairing
as an extension to the user association problem. In particular,
we do not consider the vehicle pairs that partake in D2D
communications to be predetermined by the network, but
rather as a variable that can be dynamically selected. We
propose a solution that aims to improve vehicular network
capacity while ensuring better overall spectral efficiency.

III. SYSTEM MODEL

In this work, we consider a two-tier network composed of
a single macro cell and L pico cells. The set of all cells
is denoted with S. User equipment (UEs) are distributed
randomly within the coverage of the macro cell. Pico base
stations are also randomly dropped within the coverage area
of the macro cell. We denote the set of UEs as C. Further,
we consider a vehicular network composed of vehicular users
(VUESs) placed randomly in two four-lane intersecting streets,
moving with an average speed of 30km/h, as presented in
Figure 1. The set of vehicular users is denoted with V. The
VUESs can operate as regular UEs or as VUEs but can use
only one mode of communication at a time, therefore V is
a subset of C. We assume that a pair of VUEs (v, v,) can
establish only one D2D link at a time. We assume that VUEs
use uplink cellular resources for establishing D2D links as
proposed by 3GPP [18]. We consider a frequency division
duplex (FDD) system that uses Ny resource blocks (RB)
for uplink communications, and a separate set of RBs, Nprg,
for downlink communications.

In the context of NR, standards also recognize two modes
for resource allocation procedure referred to as Mode 1 and
Mode 2. In Mode 1, communication mode selection and
resource allocation is completely coordinated by the network,
including the selection of vehicle pairs that will communicate
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Fig. 1: System model. Vehicles in our scenario can commu-
nicate with a BS (V2I mode), and with other vehicles (V2V
mode).

directly. Commonly, the network also allocates orthogonal
radio resources to such D2D links, in order to minimize
interference and degradation of its uplink communications. In
Mode 2, by contrast, the resources of the cellular network are
used opportunistically, and without explicit coordination with
the cellular network, usually via a sensing procedure [18].
While many works consider that link establishment between
predetermined vehicle pairs is supported by the network, we
make no such assumptions in this work.

The UEs and VUEs transmit with a maximum power of
Pj7e*, that is evenly spread out over the used RBs. The path
loss model between the UEs and base stations,is calculated
according to 3GPP models [19] for urban areas, depending
on the cell size. For the channel between two users, either
cellular or vehicular, we use the urban micro (UMi) model
with a correction offset to account for the lower transmitter
antenna height [20]. It should be noted that the expressions
provided below are also indexed in the time domain, however
to simplify the notation, the time index has been omitted. For
a selected UE, ¢, which can also be a VUE in network mode,
the instantaneous downlink data rate on downlink RB n; is
given by:
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where P} (s;,c) is the power transmitted by base station s;
(macro or pico) on RB n; to user ¢, G (s;,¢) is the channel
gain between base station s; and user ¢, ng is the noise power,
Wrp is the RB bandwidth and 0 (¢, s;) is a binary variable
indicating whether c is associated to s;.

For VUEs, when this variable is set to 1, it implicitly means
that they are using the network mode, and are associated to
base station s;. The second term in the denominator, I, is
the interference experienced from other base stations in the
network:
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where P, (s;, ') denotes the power transmitted by base staion
j, other than ¢, towards its allocated user ¢’ on RB n; and
G(sj,c) is the channel gain between s; and user c.

Since D2D communications use uplink resources, we expect
no interference on downlink RBs. In the uplink resources,
the picture is a bit more complicated. On the one hand, we
have the uplink cellular communications ongoing between UEs
and their associated base stations, and on the other hand we
have the concurrent D2D links between VUEs. Therefore, the
uplink data rate for the arbitrary UE, ¢, on uplink RB, n;, will
be:
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In Eq. (3), P, (c,s;) indicates the transmitted power by
¢ towards base station s;. The I.? term here stands for
the interference experienced at the macro base station from
ongoing D2D communications:
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We note here the double appearance of the § variables and
Py, parameters. As explained in detail below, a D2D link
between two vehicles will only be established if the vehicles
are mutually associated to each other. However, only one of
the vehicles will be transmitting at a time, and that is indicated
by correctly setting the P, values. The cellular network
resource allocation is orthogonal, therefore no interference will
be caused between cellular users.

Finally, assuming a successful establishment of a D2D link,
the instantaneous downlink data rate for a pair of VUEs,
(vs,v5), assuming v, is the receiving end, will be:

o) = Wrp
Pnj J )G iy Vg ) 75 1) iy Ui
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The interference at the receiving vehicle, v;, will be two-fold,
coming both from UEs transmitting in the uplink mode to the
network and other ongoing D2D links:

I} = Z Pl (c,s)G(c,v;)8(c, s)
ceC,[eS
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IV. RL-MSAVP: RL-BASED MODE SELECTION AND
VEHICLE PAIRING

In D2D-enabled cellular networks, the devices may establish
direct links between each other. In this context, vehicles in the
network, which are also cellular users, can choose between



the option to connect to the network (V2I) or directly to other
vehicles (V2V), depending on the environment, i.e., channel
conditions, as well as context.

This procedure, namely mode selection is applied for each
vehicle to determine whether it will use the D2D mode with
a nearby vehicle or connect to the network to exchange data
traffic. As we saw in the previous section, the selected mode
can have a significant impact both on the performance of the
vehicular network as well as the cellular uplink communica-
tions.

In this work we focus in underlay V2X networks, in which
vehicles opportunistically access the channel, without network
coordination. In order to achieve a fully decentralized and
network-independent solution to mode selection in underlay
V2X networks, we consider that in addition to the mode
selection, the vehicles must also be able to dynamically and
intelligently choose their respective communicating peer. We
assume that VUEs use Mode 2 resource allocation procedure
based on their own sensing observations, to identify and use
the cellular resources.

In this work, we propose the use of RL, specifically the use
of Q-learning algorithm, to dynamically achieve this goal. RL
is a popular machine learning technique that relies on feedback
from the environment to improve its decision-making process.
It presents low complexity, becoming very suitable to be used
in practice.

To model our problem as an RL problem we must define
four important components: the agents, the state and action
space, and the reward which are used as feedback to update the
decision-making metrics. The historical reward which is stored
as Q-values, are used to determine the policy of each agent,
i.e., the sequence of actions that each agent will undertake in
response to its local observation of the environment.

The agents in our scenario reside at the individual vehicles
that make independent decisions on whether to establish a
D2D link or connect to the network, based solely on their
own observations.

The state space is determined by the observations of the ve-
hicle regarding the wireless environment. In our scenario, we
consider two particular types of observations: the interference
level observed in the downlink resources, and the interference
level observed in the uplink resources. Therefore at each time
step ¢, the state observed at vehicle v is:

sz - [ZnieNDR II}M aneNUR ]Z}j] ™

Clearly, the state space in this scenario is continuous, and
therefore infinite. To address the dimensionality issue of the
state space, we apply a simple approach and quantize the
observed values to make the state space discrete and finite.
More complex approaches have used deep neural networks to
approximate the value of the Q-function for a state-action tuple
[13], which however introduces significant complexity to the
system.

The action space is the set of actions that are available
to the vehicle. We consider the mode selection and vehicle
pairing to be an extension of the user association procedure.

The action set of the vehicles is the set of user association
decisions that are available to the vehicle. This includes the
list of all potential serving points which can be either macro,
pico base stations for V2I communication or other vehicles
for V2V communications. Each vehicle has a different set of
actions, we can define as:

b 1
e 1
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where by,...,b; denote the infrastructure nodes which are
potential serving nodes, satisfying a received power threshold,
while vy, ...,v; are the vehicles that satisfy particular selec-
tion criteria and are potential communication peers for v. In
this work we assume a simple distance threshold criteria for
V2V eligibility. Therefore all vehicles within a certain distance
from vehicle v are admitted in the action set of v. However,
this criteria may be further specified to include only vehicles
that move in a certain direction, or vehicles with matching
advertised resources when using Mode 2 sensing and resource-
selection/reservation procedure [18].

The second column indicates the communication mode, 1
for V2I and 2 for V2V. Once an action a is selected by
vehicle v, this is translated into the problem formulation
correctly setting the association variable ¢(v,a[l]) to 1 for
the chosen endpoint, and to O for all other endpoints. At
each time step, a user can only be associated to a single
node, either in network or D2D mode. Therefore, the asso-
ciation variables must satisfy 3 __sd(c,s) < 1,Ve € C and
D oses 0(v,8) + 22, cpd(v,v) < 1, Vo € V.

It is clear however that a problematic situation arises when
a vehicle selects to associate to a vehicle that has chosen to
associate to a third vehicle or the network. In such cases, we
consider that the D2D link could not be established, therefore
the vehicle will get no service. This will ultimately be reflected
in the reward obtained for selecting a certain action a. If,
however, the selection of the vehicles is mutual, i.e, §(v;, v;) =
d(v;,v;) = 1, then we will consider that a D2D link has been
successfully established. Once a link has been successfully
established, we consider that the use of the link between the
two vehicles is tackled during the resource allocation process.

At each time step, only one of the endpoints may be
transmitting while the other is receiving and this is reflected
by setting the P, variables accordingly during the resource
allocation procedure.

The reward is defined in terms of spectral efficiency (SE),
which we have defined as the amount of data bits transmitted



per RBs used:
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where 7!, stands for the number of RB-s allocated to vehicle v
at time ¢. Note that this value is determined by the underlying
resource allocation procedure. For network communications
we assume that all base stations apply a proportional fair
algorithm, while for D2D communications we assume that
the vehicles apply Mode 2 sensing and resource-selection
procedure.

The first term in Eq. (9) stands for the downlink SE over
the downlink resources and may be greater than O only if the
vehicle chooses the network mode, and the second term stands
for the SE over the uplink resources, either during uplink
transmission or D2D communication. In case of D2D mode,
a term has been added to the second part, to ensure that the
entire amount of data transferred over the D2D link is counted
towards the reward value, regardless of whether the vehicle is
receiving or transmitting. For each (s,a) tuple, the vehicle
maintains a reward history, or Q-value, that is updated after
action a is selected while on state s, as follows:

Qu(s,a) = (1 — O‘t)Qv(Saa) + O‘t[pf;(st’ afn sf}+1)
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where p!, is the average reward for vehicle v at time ¢.
Parameters «,( and v are algorithm-specific parameters which
can be tuned [21]. The algorithm is executed in a decentralized
manner by each vehicle, in two phases, referred to as the
learning phase and frozen phase. During the learning phase,
at each time step ¢, vehicle v while at state sf,, chooses
either the action a that maximizes the @Q,(s!, a) value, with a
certain probability, or picks randomly one of the other possible
actions. This is done for exploratory purposes, however the
probability of exploration diminishes as time progresses. After
the selected action a is enacted and the system progresses to
state s’ the immediate reward is calculated and the Q-value
updated according to Eq. (10).

During the frozen phase, the vehicles simply choose the
action that maximizes the (), value, and the (), values are
not updated. Since the system is dynamic and the environment
changes due to vehicle mobility and channel conditions, the
two phases are conducted repeatedly during the simulation
period. Since the algorithm is fully decentralized, in general,
the vehicles do not need to synchronize their decision making
processes. Therefore the time step at which the decisions are
made, as well as the length of the learning and frozen phases
may be individually configured by the vehicles.

V. SIMULATION RESULTS

We evaluate the performance of our scheme through numer-
ical simulations on the MATLAB platform. The simulation
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Fig. 2: Spectral efficiency (SE): cumulative distribution func-
tion (CDF) of the average SE of individual vehicles (top) and
cellular users in the uplink (middle). The network SE of the
vehicular and the cellular network (bottom).
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TABLE I: Simulation Parameters

Parameter Value
Number of cellular users, C 100
Number of vehicle users, C 40
Number of RBs 50
Subcarrier spacing 15 kHz
Maximum user/vehicle transmit power P;"%* 24 dBm
Maximum macro/pico transmit power 43/30 dBm
Road segment length 800m
Road segment width 25m
V2V distance threshold 50m
Simulation period 4s (4000 timeslots)
Learning phase/frozen phase duration 0.5s (500 timeslots)
Noise level —174 dBm/Hz

parameters, based on ITU recommnendations [22] are shown
in Table 1.

We simulate a network consisting of a single macro base
station, 9 pico base stations and 100 cellular users distributed
uniformly within the coverage area. In two intersecting road
segments, we place 40 vehicles randomly. Their movement is
determined by their position on the road. We assume that the
network BSs allocate their uplink and downlink RBs using
the proportional fair algorithm. The UEs and VUEs choose
the network BS according to the standard user association
procedure, which relies on the strongest received pilot signal.
For VUEs, the network BS is added to the list of potential
association nodes, which also may include other VUEs. To
mitigate inter-tier interference we also apply cell range ex-
pansion (CRE) with 10 dB offset. The time slot is 1ms, which
corresponds to 1 subframe in the 5SG numerology with 15 kHz
subcarrier spacing.

When using the RL-based approach, the vehicles decide
which mode and node they will use for communication at

every time slot, and in the case when V2V mode is selected
which vehicle they will choose for establishing V2V link.
Once each user and vehicle determines its user association
scheme, we run the simulation and obtain the actual instan-
taneous data rates achieved by the cellular and vehicular
users as well as the number of RBs used. These are used
to calculate the immediate rewards and update the Q-values.
The state values are discretized in logarithmic scale using 1
dB quantization steps. The small-scale fading variations of the
channel are randomly generated every time slot.

We compare our RL-based mode selection and vehicle
pairing scheme (denoted as ‘RL-MSaVP’) with two other
scenarios:

1) The network does not support D2D communications,
therefore all vehicles are treated like regular cellular
users (denoted as ‘No D2D’). All vehicles associate
to the infrastructure node that maximizes the received
power level.

2) All vehicles use strictly D2D communications and the
communicating vehicle pairs are predetermined by the
network according to their best mutual received power
(denoted as ‘PVP - Predetermined Vehicle Pairing’).

First, we look at the spectral efficiency (SE) of the individ-
ual vehicles, which is the performance indicator each vehicle
aims to improve individually. The cumulative distribution
function of the average vehicle SE in the downlink direction
is shown in Fig. 2 (top). Note that we consider that D2D links
are used to offload non-safety downlink traffic, therefore all
data exchanged during D2D communications are categorized
as downlink, although they occur in the uplink resources. As
expected, RL-MSaVP outperforms the two approaches by a
significant margin. In the PVP scheme, in which vehicles
are using D2D mode only, they are a priori paired to their



best match in terms of received power, however this does not
guarantee the match is most efficient in terms of SE. We also
want to look at how the ongoing D2D connections affect the
uplink cellular communications. In Fig. 2 (middle) we have
shown the individual average SE of the UEs in the uplink
direction. We note that RL-MSaVP affects the SE of the uplink
communications only marginally, while indiscriminate use of
D2D links, has a notable degrading effect. This is reflected also
in the performance of SE at the network level which is shown
in Fig. 2 (bottom). Although the approach is decentralized, the
proposed approach still manages to outperform at the network
level as well, with RL-MSaVP guaranteeing a higher network
SE both for the vehicular network in the downlink, and the
cellular network in the uplink.

Next, we also look at the performance of the scheme for
another QoS indicator, which is the average data rate obtained
by the vehicular users in the downlink and the cellular users in
the uplink (Fig. 3). Although the RL-MSaVP algorithm does
not optimize this indicator explicitly, we note that RL-MSaVP
still manages to guarantee significantly higher average data
rates than both schemes, at least for 90% of the vehicular
users, as shown in Fig. 3 (left). In addition, it is able to
achieve that, while causing minimal degradation to cellular
uplink communications, as we see that the CDF curve of the
average uplink data rate almost matches the "No D2D’ scheme
(Fig. 3 (right)). The harmful effect of the V2V interference on
the uplink communications, even when vehicles are matched
by the network, can be seen in Fig. 3 (right) where we notice
a significant drop of average data rate for at least 90% of
cellular uplink users when applying the "PVP’ scheme.

Finally we look at algorithm behaviour in a real-time
simulation of the environment. Fig. 4 (left) presents the time
evolution of the average vehicular network SE during the
simulation run. We recall here that the algorithm is executed in
two phases repeatedly: the learning and frozen phases which
are applied in real-time. Hence we notice the sudden drops in
SE and then the ascend of the network SE as the algorithm
updates its policies. RL-MSaVP is better equipped to respond
to vehicle mobility compared to a fixed solution such as PVP,
as we can see in Fig. 4 (left) that SE under PVP drops
during the simulation execution time as vehicles move. We
note that ’No D2D’ scheme is less affected by the vehicular
mobility, which is expected. Fig. 4 (right) also presents the
evolution of the individual average rewards of the vehicles.
We note here, that although the individual average rewards,
p, experience lows and highs as the algorithm re-adapts to
a changing environment, the averaged average rewards over
the set of vehicles maintains a stable level, which supports
the earlier findings that the behavior of RL-MSaVP at the
network level is better than expected, despite the decentralized
implementation.

VI. CONCLUSION AND FUTURE WORK

In this work we have presented RL-MSaVP, a RL based
scheme for spectral efficient mode selection and vehicle
pairing for a V2X network underlaying a multi-tier cellular

network. The goal was to dynamically and independently
solve the problem of selecting a communication mode and
communicating peer in a manner which ultimately optimized
the spectral efficiency of the system.

The performance of the solution is evaluated in a two-
tier cellular network operating in an urban environment, with
realistic modeling of vehicular mobility, using numerical sim-
ulations, and compared to two other benchmark solutions. The
performance of our approach is evaluated in terms of spectral
efficiency and average user data rate. The results show that
the proposed technique can improve the performance of the
individual VUEs when selecting the communication mode, by
ensuring higher SE for 90% of the VUEs, and furthermore
it is able to do while causing minimal disruption to the
cellular uplink communications. In addition, we also record an
estimated 12 % improvement in terms of SE at the network
level, despite the decentralized implementation.

Future work will focus on further tuning the algorithm
design and parameters to optimize its performance, as well
as the individual adjustment of the decision time step and
learning phase duration. In addition, we plan to investigate
the application of the approach in more complex networks
which feature mobile base stations such as UAVs and mmWave
communications.
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