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Preface

The field of microelectronics has been growing at an exponential rate over the
past few decades. The development of smaller, faster, and more efficient electronic
devices has revolutionized the way we live, work, and communicate. From smart-
phones and laptops to medical devices and automotive systems, microelectronics has
become an integral part of our daily lives.

As an employee for STMicroelectronics, I was involved in an industrial PhD
program and, as a PhD student in collaboration with STMicroelectronics and CNR
(Consiglio Nazionale delle Ricerche), I have had the opportunity to work within one
of the leading companies in the microelectronics industry that produce their devices
with the most modern technologies.

STMicroelectronics is a global semiconductor company that designs, develops,
and manufactures a wide range of microelectronics products, including sensors,
power management solutions, and microcontrollers. The Institute for Microelectron-
ics and Microsystems of the National Research Council (CNR-IMM) is an public
research institution that works on microelectronics systems, starting from the ma-
terials and processes, up to devices, circuits and complex architectures. Through
my work with STMicroelectronics, I have been able to access valuable data from
the industry and use it to develop new technologies and improve existing ones. My
position has allowed me to work on cutting-edge research projects that have the
potential to make a significant impact on the microelectronics industry. One of the
main areas of focus for my research has been the development of new processes for
microelectronics testing, especially concerning the reliability of digital systems and
the testing of these devices.
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During the PhD experience and by working in STMicroelectronics, I have been
able to gain a deeper understanding of the challenges and opportunities in this field
and develop useful solutions to address them.



Abstract

In the field of integrated circuit (IC) testing, defects detection is one of the most
important aspects that require a detailed investigation, to ensure the reliability and
functionality of the final manufactured product. Defects can occur anytime in any
step of the manufacturing process, caused by several factors, such as manufacturing
issues, environmental conditions, and aging effects. Fault models aim at representing
specific defects inside a circuit. The study of fault models is essential in digital
testing since it helps in identifying and detecting defects. However, different fault
models have different strengths and weaknesses, and selecting the best fault model
for a particular circuit can be challenging. Sometimes, common fault models are not
sufficient to ensure a high defect coverage and for this reason it is important to use
a mixed approaches or multiple models to cover as much as possible every type of
defects that can occur in a digital circuit. Particularly, the main focus of this work has
been on how it is possible to increase the defect coverage of a digital circuit adopting
different approaches and obtaining a decreased part-per-million (PPM) escape rate.

The work that has been carried out and reported in this thesis is the result of an
industrial PhD activity, made in collaboration with the Institute for Microelectronics
and Microsystems of the National Research Council (CNR-IMM) and, as an em-
ployee of STMicroelectronics, focused on the development of solutions to improve
the quality and the reliability of electronic devices.

The thesis structure begins with chapter 1, that presents an introduction about
testing basics; in chapter 2, different fault models have been explored for testing
low-power Static Random Access Memories (SRAMs). A significant portion of this
chapter has been devoted to the study of the reliability of digital systems, especially
with respect to the use of fault models in digital testing. Within this context, novel
approaches that allow to test different types of defects (e.g., resistive defects) have
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been proposed. The detection of such a kind of faults (e.g., defects into memory
cells) requires the development of particular test methods. Furthermore, a particular
issue that may affect low-power SRAMs inside digital designs have been introduced,
more specifically inside the array of memory cells. The effects of specific resistive
defects inside the low-power 6T-SRAM (six transistors SRAM) cell with back-bias
circuitry has been evaluated, especially when the entire device works and switches
through particular modes (from low-power mode to normal mode). Then, specific
fault models have been created and the respective tests to detect them. Hence, the
evaluation of these particular defects inside the low-power SRAMs has been faced,
obtaining, as a result, the introduction of suitable fault models able to identify the
defects and which tests are most suitable. Among the variety of fault models that can
be used to target the many possible defects in a circuit, stuck-at and delay (transition
and path delay) fault models have been used for many years. Only in the last years,
Cell-Aware Testing (CAT) has been introduced as a different approach that aims
to improve the detection of internal defects within standard cells, previously seen
as black-boxes, only. In fact, the adoption of CAT has become an option for an
increasing number of semiconductor companies. Typically, CAT is adopted in the
context of scan chain tests, and patterns are generated with an Automatic Test Pattern
Generation (ATPG) tool. Past studies have extensively shown the capability of CAT
to identify the microchips’ physical defects that would otherwise remain undetected
using solely traditional fault models. However, due to the higher number of patterns
generated, an improper CAT-related ATPG flow can lead to a longer test application
time. CAT can obviously be used to improve the efficiency and effectiveness of
digital testing, which is essential in ensuring the reliability and safety of electronic
circuits. The approach can also be used in a mixed way with other solutions to reduce
the cost and time required for testing, which is critical in the semiconductor industry.

As known, ranges of defects can be modeled following an electrical analysis
of the device or its cells. Having performed this operation on memory devices,
I then applied the same mechanism to the cell-aware testing. This was done in
order to replicate the same operation with commercial tools within the cells. In
fact, in chapter 3, digital circuits (including benchmarks and actual designs) have
been used to compare coverage and test size using different fault models in a mixed
approach. In fact, in this work different ATPG flows have been compared. For
each flow the cell-aware approach has been used, mixed with more common fault



x Preface

models, to identify which flow is able to guarantee a more useful and efficient yield
in terms of fault coverage and number of patterns. To improve and guarantee the
validity of the method, different patterns coming from certain fault models have
been fault simulated using fault lists coming from different fault models. Basically,
different pattern sets coming from certain fault models have been extracted, then
fault simulations have been performed for each fault list with all the pattern sets
previously generated. As a result, the combination and the mixing of multiple fault
models may allow to achieve the best trade-off between pattern count and fault
coverage. To evaluate the proposed approach, several experiments were conducted
on benchmark circuits and case studies. The results showed that in some cases, the
proposed approaches outperform usual methods (using common fault models) in
terms of pattern count and fault coverage.
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Chapter 1

Introduction

Digital systems are increasingly becoming an integral part of our modern world,
being used in a wide range of applications, from consumer electronics to critical
infrastructures. As the complexity and functionalities of these systems increases, so
does the need for reliable digital circuits. Electronics employed in modern safety-
critical systems require severe qualification during the manufacturing process and
in the field, to prevent Fault effects from manifesting themselves as critical fail-
ures during mission operations [2]. Nowadays, the technology has reached a very
high-quality level, guaranteeing increasingly low defect rates in digital circuits, but
the further the technology goes toward more and more complicated nodes in the
nanometer range, the greater the chance of a defect occurring during the manufac-
turing process. For this reason, it is important to ensure a proper coverage of any
form of failure of the entire system or at most to guarantee the functionality of the
device without compromising the time it takes for the test to ensure its function.
The main challenge in this context is that traditional fault models are not sufficient
anymore to guarantee the required quality levels for chips utilized in mission-critical
applications. The research community and industry have been investigating new test
approaches such as device-aware test [3], Cell-aware test [4], path-delay test [5][6],
and even test methodologies based on the analysis of manufacturing data to move
the scope from 0 PPM (Parts Per Million) to 0 PPB (Parts Per Billion). The research
activity that described in this thesis report is the result of an industrial PhD activity,
made in collaboration with the Institute for Microelectronics and Microsystems of
the National Research Council (CNR-IMM) and, as an employee of the company,
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STMicroelectronics, focused on the development of solutions to improve quality and
reliability of electronic devices for industry.

In particular, the general area that I faced during the whole 3-years activity can
be split in two main topics, which are introduced in the next two chapters:

• to model physical defects and evaluate the effectiveness of different fault mod-
els for testing low-power Static random-access memories (SRAMs), especially
what concerns particular issues inside the memory cells cluster; in this case,
some specific physical defects were analyzed and after evaluating the effect
of these defects, faults have been modeled and implemented into the system
model.
After having evaluated all their behaviors, test programs have been provided
to detect the faults.

• to analyze Automatic Test Pattern Generation (ATPG) algorithms that use
the cell-aware testing (CAT) approach to target together both common and
cell-aware fault models and obtain the best trade-off between fault coverage
and testing time; in this case, several flows were provided and evaluated to
identify the best flow to detect faults belonging to common fault models and
the cell-aware fault model. Furthermore, to evaluate and understand which
flow may get more advantages in terms of fault coverage, test pattern sets
have been fault simulated with fault lists according to common fault models,
including CAT and delay fault models; then, they have been compared with
each other.

The final purpose of this work is to evaluate different test methodologies in order
to guarantee defect-oriented tests [7] in such a way to allow the detection of new
types of defects. In other words, to increase the quality of the test and eventually
improve of the chips manufacturing process.

1.1 Reliability of digital systems

To introduce the main topics presented in this thesis it is important to start from
the roots talking about digital circuits, which are the main subject of this work. As
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known, a digital system can be defined as an interconnection of logic gates made
of active and passive components that implement logic elements, such as AND,
OR, NOT, and memory operations with flip-flops and registers. All these elements
process only sets of discrete and finite-valued electrical signals. On the contrary, an
analog circuit which is made up of electrical components such as resistors, capacitors,
and transistors, processes electrical signals of continuous values either in the form of
currents or voltages. In this work, only digital circuits will be treated.

With the introduction of new Very-Large-Scale Integration (VLSI) technologies,
especially very low nanometer technologies, the semiconductor industry has in-
creased their ability to answer to the performance-capacity demands from consumers.
In fact, semiconductor test costs have been growing as well as the complexity of the
systems. Hence it is important that the reliability of digital circuits must grow to
ensure more and more the correct functioning of the system, and prevent costly and
potentially dangerous failures. This includes the ability of the circuits to function
correctly in the presence of various types of conditions, depending on the purposes
of the system to be tested.

1.1.1 Basics about testing

In general, the flow of engineering activities includes designing, manufacturing
and testing. In modern technologies, testing activities are also considered in the
design stage to avoid failures of the system. This means that the testing process
is integral to both design and manufacturing activities and cannot be seen as a
standalone activity. Obviously, the test activities are done as fast as possible and
in an cost-effective way, in order to save time and costs. Certainly, the modern
electronics industry tests chips before they are mounted on a board, testing the board
before system assembly and finally testing the system is a must for the business of

Fig. 1.1 Manufacturing process of a device.
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the companies. In fact, as an example, if a chip fault is not caught by chip testing
and then a failure analysis is needed due to the test escape, finding the fault may
costs about 10 times as much at the printed circuit board (PCB) level than the chip
level. Similarly, if a board fault is not caught by PCB testing, finding the fault costs
10 times both at the system level and at the board level. Overall, this means that a
fault that is not caught at the chip level may cost 100 times as much at the system
level and diagnosis is needed: it aims at identifying what does not work correctly
within a product narrowing down the possible locations of the defects.

In fig.1.1 a manufacturing process of a general device is showed. Briefly, after
the design specification and validation, the architectural writing of the design is
performed as well as the design verification. Commonly, a design verification process
is needed to be sure that the device is capable of operating properly and confirms
that a design meets its specified requirements and sticking to design guidelines that
commonly follow the testing steps. Then, the design and the test environment is set
in order to perform the manufacturing after the validation of the test itself: aiming at
executing a final verification of design correctness and compliance with specifications
defining the exact operating limits for the circuit (in terms of temperature, voltage,
etc.). At the end of the flow, after the final test where it is guaranteed the correct
behavior of produced devices, the final products are delivered to the customer. Hence,
what is testing? Testing is a set of activities designed to ensure that a circuit that
has been manufactured complies with the parametric (voltage, resistance, current,
capacitance, etc.), timing and functional specifications of the design. From the point
of view of the manufactured products, testing verifies that the device is defect-free.
Whereas, from the point of view of digital circuits, digital testing is performed on the
manufactured integrated circuit (IC) using test patterns that are generated to verify
that the product is fault-free. Testing obviously encompasses design verification and
diagnosis (fault location for the purpose of making repairs). There are two aspects
to test. One is testing the design, or carrying out design verification to make sure
the design is correct and conforms to requirements. Design verification also let us
know where we are in the development cycle and how stable the design is. The other
aspect of the test is the testing for physical failures, making sure nothing is broken
and there is no defect stemming from manufacturing. A significant portion of the
development cycle time is spent on testing the product design, and that is becoming
extremely expensive. It is important to notice that in this work, the design validation



1.1 Reliability of digital systems 5

Fig. 1.2 Common test flow.

phase will not be discussed. Testing of digital systems is crucial to ensure the correct
functionalities of the devices.

For this reason, Design-for-Testability (DfT), an IC design techniques used for
increasing and adding testability features to a product design, is used to solve the
testing problems and is now widely used. In other words, design for testability is
basically how to make each unit in the system testable.

Basically, the device testing flow is depicted in Fig.1.2. As shown, input patterns
are generated for the design under test. After the testing phase all the outputs
are collected and then imported into a comparator where the golden and observed
responses are compared. Through comparison we can discriminate good devices
from bad ones. This flow is the base of the testing when any device deviates from
its own usual functionality. Certainly, different test flows may be applied at any
abstraction level of the circuit, from the system level to the chip level, depending
on the scenario. In this way, DfT is crucial to make consistent each part of the
design to be tested, allowing the highest defect coverage possible on the device. For
this reason, the right test environment is crucial as well, because the appropriately
generated stimuli by software can be processed so that the Automatic Test Equipment

(ATE) can perform the actual test on the chip.

In this thesis not only the testing of designs will be treated but also the testing of
memories where a more in depth explanation will be shown in chapter 2.
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1.1.2 Fault models

A digital circuit whose functionalities deviate from its intended design is said to
be defective. If the circuit has an error and the output of the circuit is wrong because
of the defect it means that a failure is observed. When we talk about defects from a
higher level of abstraction in terms of circuit function, we refer to them as faults [8].
Several types of defects could appear anytime during the manufacturing process or
during the operational phase. There could be several reasons why defects may appear
during the manufacturing process, in the material or in the package. Furthermore,
testing may be very tricky. This is because it results hard to stimulate the system
in order to excite the defect and propagate this to the outputs. In order to do this,
it is important to find a model that behaves as the specific defect possibly present
in the system. For this reason, fault models are introduced that are a representation
of the effects of defects on the chip behavior. Fault models aim at supporting the
identification of specific defects inside a circuit and they could be used to simulate
the misbehavior of the circuit, hence helping the test engineer to develop stimuli able
to detect the fault.

More specifically, fault models permit to:

• have a list of elements that could otherwise be uncountable (defects could arise
anytime without being in any list)

• have the capability to evaluate the effectiveness of a test (which coverage of
the list of faults could be obtained)

• have the possibility to treat the testing problem in a smarter way (using au-
tomation, software etc.)

The study of fault models is essential in digital testing since it helps in identifying
and detecting faults. However, different fault models have different strengths and
weaknesses, and selecting the best fault model (or fault model mix) for a particular
circuit and a particular technology can be challenging. There are several fault
models, the most common are stuck-at faults, bridging faults, and delay faults.
The corresponding defects can occur due to various reasons, such as manufacturing
defects, aging, and environmental factors. Sometimes, these models are not sufficient
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to ensure a high defect coverage and for this reason it is important to use mixed
approach or multiple models to cover as much as possible every type of defect that
can occur in a digital circuit. Particularly, the main focus of this work has been
on how it is possible to increase the defect coverage of a digital circuit adopting
different approaches and obtaining a decreased part-per-million (PPM) defect rate in
order to reduce the escape rate of digital devices [9].

1.1.3 Fault simulation and Automatic Test Pattern Generation

To ensure the reliability of digital circuits, various fault models can be used to
test these circuits. These fault models are designed to simulate different types of
misbehaviour that can occur in digital circuits and to evaluate the ability of the test
stimuli to detect these faults. Common fault models used in digital systems include
the stuck-at fault model, the bridging fault model, and the delay fault models. Fault
detection is the process to determine if a system contains a fault. Fault detection is
performed by applying a sequence of test inputs (stimuli) and observing the outputs,
which are then compared to the expected (fault free, or golden) outputs. Testing can
be performed without knowledge about the structure, only by knowing the function of
the circuit. Fault simulation identifies all faults that are detected by a given test input.
In fault simulation, a list of faults is kept until a fault is detected, then it is marked as
detected. It consists of simulating a circuit in the presence of faults. Comparing the
fault simulation results with the data given by the fault-free simulation of the same
circuit simulated with the same applied test, the faults detected by the test can be
determined.

Specific software (Automatic Test Pattern Generator, or ATPG) generates the
proper input stimuli able to excite each fault and propagate its effects to some visible
location. There could be different types of ATPG tools, such as topological (where
they require the knowledge of the structure of the circuit) and functional (where they
require the knowledge of the function of the circuit).

The ATPG tool, at the end of the process provides the achieved percentage of
fault coverage. The resulting percentage will be compared by the test engineers
with the target specified by the technology, pushing them to find further solutions to
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possibly further increase it. The patterns used to stimulate the faults are collected
and used in the ATE to test the device.

1.2 Thesis contributions

This thesis is organized into four chapters to make the explanation more under-
standable and introduce each argument in a comprehensive way.

Chapter 1 has already been introduced presenting the fundamentals of the testing
and an overview of the topics of this work. In chapter 2 the fundamentals of static
random access memories (SRAMs) will be presented as well as the state-of-the-art
of SRAMs.

In particular, in chapter 2 different fault models will be explored for testing
low-power static random access memories (SRAMs). Moreover, a significant portion
of the second chapter will be devoted to the study of the reliability of these digital
systems, especially with respect to the use of fault models in digital testing. Then,
within this context, novel approaches that allow us to test different types of defects
(e.g., resistive defects) will be proposed. The detection of such kinds of faults (e.g.,
defects in memory cells) requires the development of particular test methods to detect
them. Furthermore, a particular issue that may affect low-power SRAMs inside
digital designs will be introduced, more specifically inside the array of memory cells.
The effects of specific resistive defects inside the low-power 6T-SRAM cell with
back-bias circuitry will be evaluated, especially when the entire device works and
switches through particular modes (from low-power mode to normal mode). Then,
specific fault models will be created, together with the respective tests to detect it.
Hence, the evaluation of these particular defects inside the low-power SRAMs has
been faced, obtaining, as a result, the introduction of suitable fault models able to
identify the defects and which tests are adaptable.

In chapter 3, digital circuits (including benchmarks and actual designs) will be
used to evaluate which pattern set has the best fault coverage when using different
fault models in a mixed approach. In other words, an investigation of the application
of test patterns generated with stuck-at and delay fault models will be compared with
others, in terms of fault coverage, pattern count and test generation time. In particular,
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it is well known that among the variety of fault models that can be used to target the
many possible defects in a circuit, common fault models such as stuck-at and delay
fault models are been usually used. In the last years, Cell-Aware Testing (CAT) has
been introduced as a different approach that aims to improve the detection of internal
defects within standard cells, previously seen as black-boxes, only. In fact, the
adoption of CAT has become an option for an increasing number of semiconductor
companies. CAT is usually adopted in the context of scan chain tests, and patterns
are generated with an Automatic Test Pattern Generation (ATPG) tool. Moreover,
past studies have extensively shown the capability of CAT to identify the microchips’
physical defects that would otherwise remain undetected using solely the traditional
fault models. However, due to the higher number of patterns generated, an improper
CAT-related ATPG flow can lead to a significantly longer test application time. The
CAT approach can be obviously used to improve the efficiency and effectiveness of
digital testing, which is essential in ensuring the reliability and safety of electronic
circuits. The approach can also be used in a mixed way with other models to reduce
the cost and time required for testing, which is critical in the semiconductor industry.
In fact, in this work different ATPG flows have been compared. For each flow the
cell-aware faults have been used, elaborated with other common fault models, to
identify which flow is able to guarantee the most efficient test solution in terms of
fault coverage, number of patterns, and ease of integration into the existing test flow.
To improve and guarantee the validity of the method, different patterns coming from
different fault models have been fault simulated using fault lists belonging to different
fault models. Basically, different pattern sets belonging to certain fault models have
been extracted, then fault simulations have been performed for each fault list with
all the pattern sets previously extracted. If a set of stimuli can detect more faults
not only for a specific model but also for other ones, we can reduce the number
of patterns that have a direct impact on the test time. It means that, if the defect
coverage could be increased and test time decreased, overall, the escape rate of tested
devices could be decreased as well. As a result, the combination and the mixing of
multiple fault models may allow to achieve the best trade-off between pattern count
and fault coverage. To evaluate the proposed approach, several experiments were
conducted on benchmark circuits and case studies. The results have showed that in
some of them, the proposed approaches outperformed usual methods (using common
fault models) in terms of pattern count and fault coverage.
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The main contribution in this thesis is basically the improvement of testing
techniques for digital circuits belonging to microelectronics companies (e.g., STMi-
croelectronics) in this work to guarantee a lower escape rate using the most modern
techniques and approaches that companies can usually use. In particular, using
and resorting to novel and modern fault models such as cell-aware and path-delay
fault models, a way has been found to increase the fault coverage of the system and
improve the defect rate of the manufactured devices, overall increasing the quality of
the company products.

The final part concludes this work drawing some conclusions about what has
been done.



Chapter 2

Testing low-power SRAMs

In this chapter of the thesis, an overview about low-power SRAMs testing will
be introduced as well as an introduction to industrial issues that could arise during
the manufacturing phases of these devices, with particular regard to defects into the
memory cell. In this work different types of defects will be discussed, in particular
what concerns possible resistive defects inside the SRAM cell and which kind of
effects they produce. Different fault models tailored to mimic the effect of the defect
will be discussed since the respective defect causes different effect on the device,
with particular emphasis when it goes from a stand-by low-power state to the normal
operating state. Hence, different types of resistive defects that may occur inside low-
power SRAM cells will be introduced, more precisely focusing on those that impact
the device operation. Notwithstanding the continuous evolution of SRAM device
integration, manufacturing processes continue to be very sensitive to production
faults, giving rise to defects that can be modeled as resistances, especially for devices
designed to work in low-power modes.

In the next subsections, among the different resistive defects that may occur
in a low-power SRAM, three main types of resistive defects will be introduced.
They may impair the device functionalities in subtle ways, depending on the defect
characteristics and values that may not be directly or easily detectable by traditional
test methods. Regarding the contribution of this work, we analyzed each defect in
terms of the possible effects inside the SRAM cell depending on their resistance
value and its impact in terms of power consumption, and provided guidelines for
selecting the best test methods.
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2.1 Introduction

Nowadays, semiconductor memories are widely used to store programs and huge
volumes of data. Commonly, memories are widely used for the testing inside many
test-vehicle chips. For this reason it is usually needed to know every time the causes
of random failures when they occur, that should be one of the crucial requirements
for the testing. The increasing demand for low-power technologies used for most
modern circuits requires more sophisticated systems than ever in terms of power
consumption and reliability. Transistors MOS-channels with smaller sizes in modern
node technologies involve circuits that are subject to more leakage currents than
ever, especially when several types of defects lead to certain malfunction of the
system. For this reason, these systems implement specific methods in order to
reduce power consumption in logic and memory systems [10]. Particular methods
for detecting defects are implemented as well. For example, in the context of the
Internet of Things, devices may be required to stand in idle mode until scheduled
events or environmental changes arise. Within these periods of time, it is crucial to
keep the leakage current to a minimum, especially concerning SRAM cells, which
may be part of large arrays and based on smaller technology nodes. Due to the
large area that is usually occupied by SRAMs and their high level of integration,
memories are critical from the quality point of view as well. For these reasons,
manufacturing tests need to be very accurate, to detect any kind of defects inside
the system, and these tests must be as fast as possible in order to contain costs. The
situation is worse when the system is affected by defects that become evident under
particular conditions only, e.g., when the memory changes its status or operation
mode as well as when the power supply is reduced to the minimum allowed by the
specification of the circuit. Usually, these types of defects occur inside the memory
cells during the manufacturing process. They could be associated with parasitic
capacitance or resistance between the routing nets and the contacts of the layout.
As an example, faulty via (layers interconnections) [11] [12] may be the cause of
misbehaviors inside the cell. Defects in the silicon die such as imperfections on
gate oxide that lead to time-dependent dielectric break-down [13] are another actual
problem. Depending on the manufacturing process node, circuits subjected to high
electrical stress can be prone to imperfections in the system such as other kinds of
manufacturing imperfections that could also cause unwanted resistive connections
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inside the SRAM cell. Nevertheless, particular attention should be given to power
consumption in such low-power SRAMs that need to be made through techniques
that allow them to have a lower and lower current consumption. Additionally, defects
on low-power structures involve misbehaviors, which can hardly be detected by usual
tests algorithms to worsen situation (e.g., March tests [14]). Depending on the type
of defect and its value, e.g., resistive defect resistance value, the system undergoes
different effects.

The work done for this chapter analyzes the impact of such resistive defects on
the behavior of low-power 6T-SRAM (SRAM made up of six transistors) cells and
evaluates the effectiveness of different test methods. This study specifically considers
the effects of such defects when the back-bias technique [15] is employed to reduce
leakage, also evaluating the impact of current consumption on the memory cell. In
brief, our theoretical and experimental analysis provides overall evidence that some
types of effects caused by resistive defects in the memory cell can produce different
types of misbehaviors inside the system under specific conditions and resistance
values. To analyze the impact of the different defects and the effectiveness of the
different test solutions, an accurate simulation model of a low-power SRAM cell
to evaluate and detail the effects of the different resistive defects possibly affecting
it has been used. Furthermore, we have evaluated the ability of the different test
methods proposed in the literature in detecting these defects. To summarize, this
study provides an overview of all these defects, analyzing their effects providing
the most accurate fault models to be used for testing and how they can be tested,
giving useful guidelines to the test engineer in selecting the best test solution(s).
More specifically, this study investigates resistive defects inside the whole low-power
SRAM cell as well, hence including defects in symmetric positions occurring inside
low-power SRAM cells [16] [17]. At the same time, the study investigates the
behaviour of the memory-cell in terms of power consumption and static noise margin
(SNM): the effect of each resistive defect injected in the cell is evaluated and then
the analysis of the power consumption and SNM is performed for the assessment of
non-functional faults inside the system.

This chapter of the thesis is organized as follows: in section 2.2, we introduce
some background about memory, testing algorithms, power consumption, and static
noise margin analysis; section 2.3 describes the impact of the analyzed resistive
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Fig. 2.1 Memories classification (from [1]).

defects on the cell functionalities, specifically referring to a 160 nm low-power
6T-SRAM, exploiting the back-bias technique and evaluating the behavior of each
defect when its size changes (we considered the full range of resistive values for
each considered defect inside the cell). In section 2.4, we introduce the possible
tests considered for our analysis; in section 2.5, we report the results obtained from
electrical simulations, not only in terms of testing and current consumption, but also
in terms of their impact on the SNM and a discussion is presented as well; at last, in
section 2.6, we draw some conclusions.

2.2 Background and motivations

2.2.1 Memories

Memories may be involved in several reliability and testing issues. It is known
that memories are designed to reach high storage density but at the same time to
guarantee high speed of processing when the system requires access. One of the
main problems that could occur in a memory is when a manufacturing defect arises
in the device. Obviously, most of them may be difficult to detect. For this reason, the
main challenge for SRAMs is to find fault models and test solutions that could have a
minimal impact on the system and at the same time are suitable for targeting defects
that might not be easily detected by common fault models. Anyway, the more the
continuous miniaturization of technology nodes goes on, the more traditional test
solutions could not be sufficient to spot all the possible defects in the system.
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Memories classifications are depicted in the Fig. 2.1. Read-only memories
(ROMs) are non-volatile memories. Read-write memories (RWMs) are volatile
memories allowing data to be stored and retrieved at very high speed. Among RWM
devices, SRAMs and Dynamic random-access memories (DRAMs) are the most
popular. An SRAM cell retains its data as long as the power supply of the whole
memory is turned on. If the power supply is temporarily or permanently turned off,
SRAM loses its data. Compared to an SRAM, a DRAM is smaller instead, since each
memory cell is commonly made with one transistor and one capacitance (while the
SRAM is made up of transistors only). In this case, it requires a refreshment process
to keep the data value. Obviously, this process makes the memory slower and more
power consuming with respect to an SRAM. In fact, an SRAM is used in systems
where a high access speed is required. On the other hand, a lower cost-per-byte
makes a DRAM more attractive whenever a large amount of storage is required. In
the Non-volatile Random-Access Memory (NVRAM), data can be read and written
as desired, like RWMs, but NVRAMs maintain their content even without power
supply, like ROMs. To sum up, SRAMs are low power and very fast, but more
expensive than DRAMs and harder to make in large sizes. DRAMs need more power
and are slower than SRAMs, but much smaller in terms of size. In this work we
consider just the volatile low-power SRAMs.

2.2.2 Memory testing

Memory testing plays an important role in modern technologies. The design of
memory often requires using the maximum storage density in the minimum area. So,
the more the technology evolves, the more the data storage and complexity increases,
thus making the appearance of manufacturing defects inside the system more likely.
Previous studies considered the different defects that may affect each cell in an
SRAM [1]. In particular for this study, a special attention is given to resistive defects
inside the cell that should be detected by properly setting the adopted test techniques.
SRAMs are commonly subject to defects or variations during the manufacturing
process. The testing of these devices is often subject to multiple challenges, using
common fault models and test processes. Previous studies explain and discuss the
taxonomy of static fault models and dedicated March test solutions [18]: a sequence
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of operations on the whole memory, each performing on each cell the same set of
read/write operations.

Nowadays, most test solutions may cover most of the faults in memories, but
they are not sufficient to cover certain type of faults that are protagonists for the
latest technologies (nanometer) that shrank the SRAM designs. New types of
faults (dynamic faults) [19] [20] [21] could arise when more than one read or write
operation is performed, hence an elaborate combination of operations is needed
to detect them. Typically, the faults we are referring to are modeled as electrical
malfunctions due to resistive defects (opens and bridges) or parameter mismatches
and may occur in the various blocks of an SRAM such as the core-cell array, the
address decoders, the pre-charge circuits, the sense amplifiers, and the write drivers.
A comprehensive SRAM test must guarantee the correct functionality of each cell of
the memory (ability to store and maintain a data) and the corresponding addressing,
write, and read operations in the worst conditions with regard to temperature interval,
voltage constraints, and timing requirements. It must also ensure pattern and voltage
sensitivity immunity, where the voltage sensitivity is a undesired behavior caused by
relevant variations in the voltage supply.

2.2.3 Low-power 6T-SRAM structure

The 6T-SRAM cell considered in this chapter is depicted in Figure 2.2. It could
be considered addressable by the line or in blocks. It is made up of two inverters
(composed of transistors M1–M2 and M3–M4, respectively) and two pass-transistors,
M5 and M6, that enable the functionalities of the cell. When writing/reading opera-
tions are performed, the WL signal is high, allowing the BL and BLB signals to be
connected through M5 and M6 to the S and SB nodes, respectively.

If a “0” writing operation is performed in the cell, the bit lines (BL and BLB)
must be connected to ground (GND) and the power supply (V DD), respectively.
Then, the WL signal activates the pass-transistors M5 and M6 allowing one to move S

and SB node to GND and V DD, respectively; moreover, if a “1” writing operation is
performed in the cell (see Figure 2.3), BL and BLB are charged to the V DD and GND

value, respectively, thus writing a “1” and a “0” in the S and SB node (they move
to V DD/2 value), respectively using the positive feedback. If no defects occurred
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Fig. 2.2 6T-SRAM cell (from [1]).

Fig. 2.3 Writing operation of a SRAM cell for BL (a) and BLB (b) lines (from [1]).

inside the cell, it should stay in the same state as long as a new operation occurs on
it.

If a reading operation is performed in the cell (see Figure 2.4), the BL and BLB

lines must firstly be pre-charged at a V DD value, using the respective pre-charge
circuitry. Then, the WL signal activates M5 and M6, allowing one to connect the S
and SB nodes at the BL and BLB lines, thus creating a voltage difference detected by a
sense amplifier. Usually, just a few hundred millivolts differential voltage is sufficient
to operate a correct read operation. Certainly, the data of the cell must remain stable
and keep its logic state during readout. Typically, the inverters are designed in a
way that PMOS and NMOS transistors match with the inverter threshold at V DD/2.
The access transistors are usually designed two or three times wider than the NMOS
transistors of the inverters.
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Fig. 2.4 Reading operation of a SRAM cell for BL (a) and BLB (b) lines (from [1]).

The organization of the storage cells is commonly done in a matrix. Figure 2.5
explains such an organization. The cell matrix has 2M rows and 2N columns, for a
total storage capacity of 2Mx2N bits, where M and N are the number of bits used to
specify the row address and the column address, respectively. Each cell in the array
is connected to one of the 2M row lines, universally called word lines, and to one of
the 2N column lines, commonly called bit lines, or also digit lines. A particular cell
can be accessed for a read or write operation by selecting its word line and its bit
line.

For the purpose of this chapter, we considered a low-power SRAM memory cell
only, using the back-bias technique [22] [23], a widely used solution that allows the
system to reduce the leakage current during the idle periods (see figure 2.6). This
system reduces the rail-to-rail voltage by increasing the voltage of the (virtual) ground
node V GND. When the control signal PDM (Power Down Mode) is activated, the
cell switches from Normal Mode (NM) to Low-Power Mode (LPM), thus activating
the back-bias circuit, during which neither writing nor reading operations can be
performed in the cell due to the fact that the threshold of the MOS transistors
changes, hence the inverters do not work. The back-bias circuitry is usually inserted
in clusters of cells to decrease the current consumption of each cell and thus of the
whole arrays. The time that the system requires to switch these operational modes
could be measured in milliseconds, that is, the time used to allow the system to
switch from normal mode to low-power mode, which is orders of magnitude larger
than read/write operations.
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Fig. 2.5 SRAM architecture (from [1]).

2.2.4 Resistive defects and fault models

Depending on to the number of operations (m) that are needed in the sequence of
testing, the fault may be classified as Static if m ≤ 1, or Dynamic if m > 1. Hence,
faults affecting memories can be classified in the following two categories:

• static faults: when at most one operation (read/write) is required (m ≤ 1) such
as Stuck-At Faults (SAFs, m = 0).
In particular, if the faulty cell is stuck-at zero, whatever is the operation
performed on the cell, its content remains at logic ‘0’. To sensitize this fault, it
is needed to set at logic ‘1’ its state. At the end of this operation, the cell will
not swap its state from ‘0’ to ‘1’ as expected.
It may be considered the same type of fault using transition fault model, or
rather, when a memory core-cell fails to undergo a transition (0→1) when it
is written (m = 1). Other static faults are, for example, the various types of
Coupling Faults (CFs) [18].
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Fig. 2.6 SRAM cell with back-bias circuit.

• dynamic faults: when more than one operation (read/write) in sequence is
required (m > 1).
As will be shown further in this chapter, all parts of the memory may be subject
to these faulty behaviors.
For example, the Address Decoder Open Faults (ADOFs) are related to dy-
namic faults in the address decoder, dynamic Read Destructive Faults (dRDFs)
are dynamic faults linked to failures in the core-cell [24], Un-Restored De-
structive Write Faults (URDWFs) are dynamic faults due to failures either in
the pre-charge circuit or in the write driver [25] [26] [27]. The Dynamic Fault
Set (DFS) is infinite as the number of possible operations is not limited.

In the latest SRAM technologies, dynamic faults appear as the predominant
root cause of errors requiring new test solutions. The memory cell can be affected
by several defects. On a circuit model, some of them can be modeled as resistive-
bridging [28] and resistive-opens defects [29][30][31]:

• resistive-bridging defects create an unwanted current path between two nodes
in the cell, which are not intended to be connected.

• resistive-open defects increase the resistance of existing paths inside the cell.

Both resistive-bridging and resistive-open defects may force the cell to misbehave
when the corresponding resistance holds specific ranges of values. The functional
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model of a defect is referred to as a fault. A wide body of literature describes the
different types of faults that may occur in a SRAM cell [18]. Among them, the
following are the most used:

• stuck-at Fault (SAF), in which the logic value of a cell is always either “0” or
“1”.

• transition delay Fault (TDF), when a cell is unable to change its state (0→1 or
1→0) when a write operation is made.

• incorrect Read Fault (IRF), that is when a read operation performed on the
core-cell returns an incorrect logic value, and the correct value is still stored in
the core-cell.

• dynamic Incorrect Read Fault (dIRF): A core-cell is said to have an IRF if a
read operation performed on the core-cell returns an incorrect logic value, and
the correct value is still stored in the core-cell.

• data Retention Fault (DRF) [32] when a memory cell loses its previously
stored logic value after a certain period of time during which it has not been
accessed.

• dynamic Data Retention Fault (dDRF) [24], a DRF that occurs when a memory
cell loses its previously stored logic value after at least two read or write
operations are performed on other cells.

• Read Destructive Fault (RDF) [33], that occurs when a write operation imme-
diately followed by a read operation performed on the cell changes the logic
state of this cell and returns an incorrect value on the output.

• dynamic Read Destructive Fault (dRDF), that occurs when a read operation
performed on the cell changes the data in the cell itself and returns an incorrect
value on the output.

• dynamic Deceptive Read Disturb Fault (dDRDF) [34] when a write operation
immediately followed by a read operation changes the logical value stored in
the memory cell, but returns the expected output.
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• dynamic Incorrect Read Disturb Fault (dIRDF) when a write operation imme-
diately followed by a read operation does not change the logical value stored
in the memory cell, but returns an incorrect output.

2.2.5 Test algorithms

Test algorithms are particular flows used for memory testing. To detect faults in
memory, specific sequences of write and read operations known as March tests are
commonly used [35]. Often, the application of such tests exploits embedded built-in
self-test (BIST) logic to increase test quality (e.g., with higher frequency operation
and taking into account array scrambling) and lower costs. A March test is a test
algorithm composed of a sequence of March Elements . Each March Element (ME)
is a sequence of memory operations applied sequentially on a memory cell before
proceeding to the next one. Usually, each value is compared with the respective
expected one. The order to move from a certain address to another one is called
Address Order (AO). The AO targets the ME direction order (it can be done in either
one of two address orders): an increasing (⇑) address order or a decreasing (⇓)
address order which is the opposite of the ⇑ address order. March tests are nowadays
the dominant type of memory tests used in the industry and with several approaches
and algorithms. Despite the high fault coverage achieved by March tests with respect
to the set of static faults, non-classical faults that are based on a more physical
view of the memory are not covered by March tests. Independently of the specific
tests approaches, it is important to validate the system through fault simulations to
compute the Fault Coverage of a test sequence every time a new defect is discovered,
and the corresponding fault model is defined.

In Fig.2.7 the architecture of a typical memory fault simulator is shown. It
requires three main inputs: the fault list, the applied March test, and the memory
model. The results of the fault simulation are the coverage report and the fault
dictionary that contains the set of test symptoms associated with each modeled fault.



2.2 Background and motivations 23

Fig. 2.7 Memory fault simulator chart (from [1]).

2.2.6 Power consumption

Regarding low-power SRAMs, it is crucial to consider the power consumption
of the system. We focused on the pattern of the current of the SRAM cell when
the device functionality deviates from the standard operation, especially when the
system alternates between different operational modes in the presence of defects
inside the cell.

In this current chapter, we will also discuss the impact of specific resistive defects
in terms of power consumption under particular conditions and analyze the range in
which we have an effect of the defect. In order to guarantee a lower power condition
and current consumption of the system, the back-bias technique is implemented
in the cell. For example, in the case of a defect if it occurs, e.g., when a resistive
defect creates a new unwanted path (resistive-bridge), the system undergoes a larger
current consumption that may exceed the device specifications. In addition, a value
difference with respect to the nominal current can also be used to detect the fault by
means of quiescent current tests. An actual situation is when a resistive path close
to the power supply (resistive-open) increases the current on that, thus becoming
detectable by tests.
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2.2.7 Static Noise Margin

The Static noise margin (SNM) [36][37][38][39] measures the stability of the cell
and it is defined as the minimum noise voltage present at each of the cell storage
nodes (S and SB) necessary to flip the state of the cell. It could be split into three
types: hold noise margin, write noise margin, and read noise margin. For this study,
we considered only the hold noise margin, in order to check the reliability of the
cell. We analyzed and measured it during each steady-state data simulation. We will
consider the impact on SNM not only when the cell does not work because of the
defects, but also when the defective cell is working, as well. Indeed, when a defective
cell continues working despite the presence of the defect, further analysis could be
necessary to better understand if the reliability of the system could be compromised.

In Figure 2.8, we report the typical and symmetrical behavior of the SNM for
a fault-free cell. The SNM can be obtained by varying the V1 and V2 voltages
that represent the S and SB node voltage values, respectively. The two signals
are represented at the same step along the two axes, until the two curves are adja-
cent. The following flow is implemented to achieve a butterfly-line graph, which is
representative of the status of the static noise in the circuit:

• considering INV-M3,4 we perform a direct current (DC) analysis on the S node,
and we look at the output of the inverter.

• then, we draw the butterfly graph representing the S node (V1) axe in SB (V2)
node axis and vice versa for the SB node, to achieve the correct symmetric
picture.

2.3 Effects of resistive defects
in the Low-Power SRAM Cell

This first part of the study focuses on the effect of some resistive defects that
may occur in a low-power SRAM cell. These defects may not only influence the
functional behavior of the memory, but impact power consumption as well. In this
chapter, we will focus not only on functional effects, but we will analyze the impact
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Fig. 2.8 Typical behavior of SNM for a symmetric SRAM cell.

of the main defect we considered inside the cell, evaluating the effect on power and
SNM, as well. When one of such defects occurs, the cell may perform differently
from the desired behavior, depending on the defect characteristics.

In this section, we analyze the impact of each defect. Previous works discussed
about resistive defects [29]. Figure 2.9 shows some of the possible resistive defects
that may arise in the cell; first, we are going to analyze three different main resistive
defects (R1, R2, and R3) inside a single inverter of the low-power 6T-SRAM cell
and then we will discuss the other ones, which can be related to the former ones
considering the symmetry of the design. Different colors are used in Figure 2.9 to
identify defects playing corresponding roles in the different inverters composing
the cell. Other resistive defects could occur in other parts of the SRAM cell whose
effect is translated in fault models introduced in the previous sections but they are
not presented in this study.

2.3.1 Resistive path on the cell transistor gate (R1)

The first resistance we consider in this study corresponds to a resistive-bridge

defect inside the cell. Concerning the R1 resistance, it creates a resistive path
connection between V DD and the gate of M3. This link could produce, under
particular conditions, a failure in the reading and writing operations performed in the
cell. Depending on the R1 value, the typical function of the inverter INV-M3,4 may
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Fig. 2.9 The resistive defects considered in this study.

be compromised when the cell is written with a “0”. We identified three different
ranges in which we have different behaviors of the cell with this defect. In the first
range of resistance values (0 ÷ R′

X ), it does not allow the cell to be written since
the defect is considered as a short circuit that does not allow any operation. On the
other hand, the third range (above R′′

X ) has no functional effect on the cell, no matter
whether we are in the NM or in the LPM. In the middle range (between R′

X and
R′′

X ), the resistive-bridging defect will have no effect on NM, but when the memory
switches to LPM, R1 could cause a change in the data stored in the cell when the cell
switches again to NM, thus allowing the reading of the stored data. Indeed, during
LPM, the V GND node voltage value increases as well as the S and SB node voltage
value changing the threshold of the inverters, so when the cell returns to NM, the
stored data flip. We define this type of fault as a Low-Power Retention fault (LPRF),
as it behaves as a DRF, but it becomes active only when passing through LPM. To
summarize, assuming the cell is written with a “0”, the behavior of the system with
a resistance of an increasing value is the following:

• when the resistance value is very low (in the 0 ÷ R′
X range) the cell cannot be

written and is isolated from the system so it does not work at all, because the
S and SB nodes cannot keep their value. In this case, we have a stuck-at fault.

• when the resistance value is in the R′
X ÷ R′′

X range, the cell keeps working on
until it switches to LPM and then switches again to NM. In this case, the cell



2.3 Effects of resistive defects
in the Low-Power SRAM Cell 27

cannot preserve its state and flips its value, preserving the faulty value in the
achieved NM state. In this case, we have an LPRF.

• when the resistance value is above R′′
X , the cell works correctly in any case

because we have a situation very similar to a fault-free SRAM cell.

This resistive-bridge defect has a certain impact on power consumption. In fact,
the presence of a resistive path between the two focused S and SB nodes leads to quite
a large current as an effect of the defect in the gate of M3 keeping the functionality
of the transitor out of the correct usage. In particular, the unwanted path causes an
increase in the absorbed current in the cell that maintains its higher value until either
the bit-flip (after switching from LPM to NM) or the changing of the data stored
involves a decrease in the non-expected value within the specification of the system.
Indeed, this current, starting from V DD and passing through the gate of M3 and
then through the S node and the M2 channel as far as the GND node, modifies the
expected working behavior of the entire system. In terms of SNM, considering only
the middle range, we observe an impact on the noise margin that is very small with
respect to the correct graph depicted in fig.2.8.

2.3.2 Resistive open on the cell transistor source terminals (R2)

The other resistance we consider in this study corresponds to a resistive-open
defect like R2, inside the cell.

In this case, the behavior of the system is not compromised as long as the
resistance value is not high enough to produce a failure, where the resistance may be
considered almost an open circuit, thus not allowing the cell to handle read and write
operations. Considering all the ranges of values that R2 may have, causing a fault in
the cell, this defect can cause misbehavior in two cases:

• when the cell is written and then we quickly perform a read operation.

• when the cell is written, then we switch the system to LPM and after switching
again to NM we perform a read operation.

The effects of the fault can be analyzed by referring to three ranges of values
for the size of the resistive defect R2. Assuming the cell is written with a “0” and
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considering R2 as resistive-open defect injected inside the cell, there are the following
cases:

• when the resistance is within the range 0 ÷ R′
Y the system works correctly,

even if we perform a read operation either in NM or after a transition between
LPM and NM.

• when the resistance is within the range R′
Y ÷ R′′

Y the cell undergoes a failure
when a read after write (RAW) operation is performed [24] [40]. This effect
can be modeled as a dRDF.

• when the resistance is above R′′
Y , a failure is visible if we perform a quick

RAW (the cell is read right after a write action is performed), even if we keep
the cell either in NM or passing through LPM (the associated model is dRDF).

We observe no effect on current consumption for this defect, but we do see an
impact on SNM, if we consider the symmetry of the cell. This effect may compromise
the quality of the cell, thus increasing the defectivity of the entire system.

2.3.3 Resistive open between the inverters (R3)

The last resistance we consider in this study corresponds to a resistive-open defect
modeled by R3 that may occur inside the low-power SRAM cell. It creates a resistive
path between M6 and the SB node, thus involving a degradation of the voltage value
at the SB node when the cell is written with a “1”. The failure of the cell has only
two different ranges of values compared with the previous defects. Indeed, assuming
in this case a “1” is written in the cell, the following behaviors can be observed:

• when the resistance is within the range 0 ÷ R′
Z the system works correctly,

even if we perform a read operation either in only the NM or after switching
from LPM to NM.

• when the resistance is above R′
Z the cell undergoes a failure when a read

operation is performed right after a write operation (RAW) either when the
cell is kept in NM or when it passes through LPM (the associated model is
dRDF).
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There is no impact on power consumption in this case and a minimal impact on
the SNM that may not compromise the reliability of the cell.

2.3.4 Discussion: symmetry of the cell

The study has focused so far on the three main resistive defects that we considered
in our analysis, but we have already pointed out the symmetry of the low-power
SRAM cell used for our purposes. These other resistive defects may have an impact
on the system in similar ways to what we focused on before. Considering the effect
of the resistive defects considered so far (R1, R2, and R3), we have the same effects
with the other resistive defects (from R4 to R10). In particular, when a “0” is written
in the cell, based on the symmetry of the cell, we can state that:

• we have the same effect of R1 considering the INV-M1,2 with the R8 resistance.

• we have the same effect of R2 considering the INV-M1,2 with the R9 resistance.

• the R3 resistance corresponds to R6 when considering the INV-M1,2.

Considering the effect of the other three resistances (R4, R5, and R6), we have the
same effect with the other symmetric resistive defects as explained in the following.
When a “1” is written in the cell, based on the symmetry of the cell, we can state
that:

• we have the same effect of R1 considering the INV-M1,2 with R4 or R7.

• we have the same effect of R2 considering the INV-M1,2 either with R5 or R10.

• the R6 resistance corresponds to R3 when considering the INV-M3,4.

Moreover, regarding SNM, we notice that the behavior of the cell is symmetric in
all cases except for the resistive defects on the pull-down of the case of the inverter.
The reason we obtain this difference lies in the reduction of the rail-to-rail value of
the supply voltage from the ground, thus increasing the threshold voltage that, in
this case, may compromise the correct functionalities of the inverter inside the cell.
Table 2.1 summarizes the correspondence of each resistive defect with each other
when a “0” or a “1” is written in the cell.
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Table 2.1 Defect correspondences due to the symmetry of the cell.

Resistance Write "0" Write "1"

R1 R8 N.A.
R2 R9 N.A.
R3 N.A. R6
R4 N.A. R7
R5 N.A. R10
R6 R3 N.A.

2.4 Tests for resistive defects in the low-power SRAM
cell

In this section, we summarize our analysis of the capability of different test
solutions to detect the considered faults caused by resistive defects, considering the
different values of each one and the related fault model associated with these defects.
To better explain our analysis, it is necessary to list the tests we considered for our
purposes:

• March test; A test algorithm that is used for RAM and consists of a sequence
of so-called March elements (a write and read action with increasing and
decreasing addresses for each cell) that are performed on the device under test
(DUT) [41].

• Low-power retention test (LPR); It corresponds to a few steps that are
performed in the cell. First, a “0” or a “1” is written into the cell, then it is
switched into LPM, then it is turned back to NM, and finally the cell value
stored is read.
To decrease the test time for our analysis, we considered only a read action right
after switching to NM in the measure of nanoseconds instead of milliseconds.
This is because we avoid the time for the entire device to switch in LPM. This
test does not cover a read action enacted after a long time.

• IDDQ test; It corresponds to the measurement of the current during SRAM
operations. It works on measuring the supply current in the quiescent state
(when the circuit is not switching and inputs are held at static values).
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Usually, there is no static current path between the power supply and ground,
except for a small amount of leakage. Even if it could be a simple way to
identify defects in a circuit, it is anyway time consuming and an expensive test
to be done compared to the most common test techniques.

• Read Equivalent Stress test (RES) [42][43][44][45]. It is an alternative
methodology that can be employed, which does not require current measure-
ments or passages to LPM.
This test methodology is based on the Read Equivalent Stress method. The
RES test involves repeated reading operations, which cause stress on the faulty
cell. These operations are performed not on the faulty cell but on the other
cells in the same row.
To implement this test solution, we consider a row of cells in the same word
line. Firstly, an operation is performed inside the faulty cell, then the other
cells are selected. The WL signal continues acting on the other cells but has
an impact on the faulty cell because of the stress created by the indirect read
action on the same word line.
Obviously, the most stressed cell will be anyway the first cells of the rows,
starting from each way the test is performed (see Figure 2.10). Furthermore,
when the system does not select the cell, the pre-charge circuit stays in the
active status and continues charging the bit lines at the V DD value.
On the other side, when the cell is selected, the pre-charge circuit switches off
and an operation can be performed on the cell. It is possible to use a built-in
self-test (BIST) to perform this type of test.
Providing that the BIST engine can apply these stimuli, i.e., execute a long
enough uninterrupted sequence of selective read operations on the cells of the
same row, this method allows an easier and faster way to apply and test than
the tests based on Low-power retention or IDDQ.
To extend the effectiveness of the technique for our purposes, this test must be
performed at the minimum V DD value admissible by the specifications of the
system and the technology.
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Fig. 2.10 Most stressed cells in a Row using the RES test.

2.4.1 R1 case

In this paragraph, we analyze the two main resistive-bridging defects R1 and R8

that are involved in the test when the cell is written as a “0”, but (as anticipated
before) we would find the same results with R4 and R7 when the cell is written as a
“1” due to the symmetry of the cell. The faults caused by the R1 and R8 defects can
be tested through different types of techniques. We analyze the test options in each
range case, starting from the minimum to the maximum resistance values. Due to
the misbehavior caused by R1 (and R8 for symmetry) in the range 0 ÷ R′

X , any test
writing and reading a “0” for R1 and R8 can detect it. Therefore, a basic March test
is sufficient. For the defects within the R′

X ÷ R′′
X range, a March test is not suitable.

However, it is possible to resort to other kinds of tests, such as:

• Low-power retention (LPR) test.

• IDDQ test; If a defect in this range occurs inside the cell, a higher current
consumption by the whole system is detectable in NM; indeed, we have a
higher power consumption when we have already written the cell. Then, after
switching to LPM and returning to NM, the current consumption decreases,
remaining within the specification limits.

• Read Equivalent Stress (RES) test in a particular sub-range.

Above R′′
X (i.e., when the defect approximates an open circuit) no fault is present.
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2.4.2 R2 case

In this sub-section, we will analyze the two resistive-open defects, R2 and R9

(for simmetry), that are involved in the test when the cell is written with a “0”. We
would find the same results with R5 and R10 when the cell is written with a “1”.
When considering the fault corresponding to R2 and R9 in the range 0 ÷ R′

Y (where
R′

Y is a relatively small value, depending on the specific cell), there is no functional
effect and so no fault to detect. For R2 and R9 within the R′

Y ÷ R′′
Y range, a March

RAW (read after write) test is sufficient to detect a bit-flip in the cell without passing
through LPM. For R2 and R9 above the R′′

Y value, it is possible to resort to the
following types of tests:

• LPR test: write the cell with “0”, then isolate the cell through WL signal by
acting on M5 and M6, enter LPM, then return to NM, and at last read the cell
value.

• A March RAW (read after write) test without passing through LPM.

2.4.3 R3 case

In this paragraph, we analyze the last two resistive-open defects R3 and R6 that
are involved in the test when the cell is written with a “1” or a “0”, respectively. The
failure of the cell has two different ranges of values with respect to the previous
defect. Indeed, the following behaviors can be observed:

• when the resistance is within the range 0 ÷ R′
Z , the system works correctly,

even if we perform a read operation either in the NM or after coming back
from the LPM.

• when the resistance is above R′
Z , the cell undergoes failure in the case of a read

operation protocol after a write operation. This failure can occur either if the
cell is in NM or passes through LPM, so a March RAW is sufficient to detect
the fault.
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2.5 Experimental results

This section presents the experimental results based on the main simulation of
a 6T SRAM cell in 160nm STMicroelectronics technology, addressing the defects
discussed in the previous sections. For our purpose, we used Cadence Virtuoso™
for the schematics and the ELDO™ SPICE simulator for simulations and analysis.
Figure 2.11 shows a complete low-power SRAM sub-system featuring all the com-
ponents of a single cell that we used for our simulations. This system is made up of
three main components:

• a 6T-SRAM cell with INV-M3,4, INV-M1,2 and two pass-transistors, M5 and
M6, through which bit-lines can access the cell when the WL signal is high.

• a back-bias circuit, increasing the V GND value to reduce leakage currents
when the cell switches from Normal-Mode (NM) to Low-Power-Mode (LPM).

• a pre-charge circuit (M7, M8, M9), which charges the bit-lines to V DD when
the cell is not selected for any operation. It is driven by the PCON signal that
works either before an operation when the cell is selected or when the word
line is activated, and other cells are selected for any operation.

To implement our analysis, we properly drive the WL signal to write the cell,
the PDM signal in order to enable/disable the LPM in the cell, the PCON signal
to enable/disable the pre-charge circuit, the BLCON signal to enable/disable the
bit-lines, and thus the column of the cells (we consider them with high-impedance
end). The experimental results of our analysis for the three main resistive defects (R1,
R2, and R3) are illustrated in the following sub-sections for each of the considered
defects.

2.5.1 R1 case

Figure 2.12(a) shows the results of the simulation of an LPR test in the R′
X ÷ R′′

X

range, which detects a bit-flip after switching the mode of the cell and reading the
data stored with R1 injected in the cell. For the sake of comparison, Figure 2.12(b)
depicts the behavior of an LPR test of a fault-free SRAM cell. Looking at the figure,
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Fig. 2.11 6T-SRAM with pre-charge circuit.

Fig. 2.12 (a) Simulation of an LPR test with a bit-flip due to R1; (b) simulation of an LPR
test without defects.

we can see that after exiting LPM, the SB voltage node sharply decreases causing a
failure in the cell behavior and allowing defect detection when the reading action is
performed in the cell. The LPM is usually in the millisecond range at least, but it has
been shortened for clarity.

In Figure 2.13, we considered a resistive value in the sub-range of R′
X ÷ R′′

X , in
which we simulated the effect of the RES test during which we have a bit-flip after
several indirect read operations. To summarize, among all the tests we performed in
this range, the considered defect is detected by the RES technique, as well.
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Fig. 2.13 Simulation of a RES test with a bit-flip due to R1 (allowing the fault detection)
after several indirect read operations.

This type of simulation was performed using the lowest power supply voltage
that allows the system to keep working. The reason behind this choice is that when
we consider the sub-range and perform reading operations in the cell, this continues
working without any effect. For this reason, and in agreement with the capability
of the tester to work with lower power supply voltage, we consider this solution
more affordable than the previous one, not only in terms of time but also in terms
of costs. The only drawback is the perfect knowledge of the layout of the row of
the cell required because we need to know it in order to perform writing/reading
actions in the other cell of the same row of the defective one. However, if this test
was to be performed with the lowest power supply value that the system allows, the
effect could be visible in very few reading operations. This mechanism is useful
because, as we explained in the previous chapters, the device that embeds the SRAM
requires milliseconds of time to pass from NM to LPM. With this type of test, we
may detect that particular defect in a shorter time. This particular range could also
have an impact on the IDDQ test and the SNM as well. In particular, the IDDQ
technique may detect a higher current consumption before any kind of operation
may be performed inside the cell. Looking at Figure 2.14, we can see the trend of
the current during the LPR test simulation with a decreasing R1 defect inserted in
the cell. In particular, the green line depicts the current consumption of an LPR test
with a fault-free cell. We can see that the quiescent current maintains its low value
during the operation inside the cell. The red line depicts the current consumption of
an LPR test in the sub-range of R′

X ÷ R′′
X . In this case, we can see that the quiescent
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Fig. 2.14 Effect of the R1 defect on the absorbed supply current.

current is higher than the previous one, that is up to 20% more than the previous one.
As the arrow indicates on the figure, the more R1 is increased, the lower the effect
on the power consumption we have inside the cell until we have no impact when the
R1 value is below R′

X (as the arrow indicates in the figure when we have the bit-flip).

Regarding SNM, Figure 16 shows a simulation that represents the characteristics
of SNM when R1 is injected in the cell. Considering R1 in the R′

X ÷ R′′
X value range

inserted in the cell, the red line depicts the IN/OUT characteristic of the INV-M3,4

in node SB depending on the S node as a source. Vice-versa, the green line depicts
the IN/OUT characteristic of the INV-M1,2 in node S depending on the SB node. By
inverting the axes, the butterfly-line graph is produced. As we can see, the defect
inside the cell impacts the SNM, reducing the stability of the cell that is up to 30%
more affected than the typical one.

According to our simulations, for the considered cells, the values for R′
X and R′′

X

are 20kΩ and 35kΩ, respectively. Table 2.2 summarizes the defect effects and the
fault detection capabilities of each test in each range of values. The RES test detects
the fault only in a limited sub-range of R′

X ÷ R′′
X (around 30kΩ).
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Fig. 2.15 Effect of the R1 defect on SNM.

Table 2.2 Effectiveness of the different test methods with respect to the R1 defect.

< R′
X R′

X ÷ R′′
X > R′′

X

LPR TEST Detected Detected No Effect
March TEST Detected Undetected No Effect
IDDQ TEST N.A. Detected No Effect
RES TEST N.A. Detected No Effect

2.5.2 R2 case

Figure 2.16 shows the results of the simulation of an LPR test considering the R2

defect above the R′′
Y value. The simulation detects a bit-flip after reading the stored

data when the cell switches from LPM to NM.

In this case, it is useless to use the IDDQ technique due to the impossibility to
detect any effect on the power consumption of the cell. For this reason, we did not
consider the IDDQ test for this resistive defect. In this case, we have no effect on
SNM for R2, but when considering the R10 resistance in the R′

Y ÷ R′′
Y range and

looking at Figure 2.17, we can see a large impact on the SNM that may affect the
stability of the cell by 40% more than the typical one. This situation is caused by the
MOS resistance (M13) in the VGND node that interferes with the threshold of the
inverter and compromises the static noise margin of the cell.
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Fig. 2.16 Simulation of an LPR test with bit-flip because of R2 effect.

Fig. 2.17 Effect of the R10 defect on SNM.

According to our simulations, for the considered cells, the values for R′
Y and

R′′
Y are 3MΩ and 15MΩ, respectively. The effect of every test when the defect size

belongs to each range is summarized in the following Table 2.3.

2.5.3 R3 case

Figure 2.18 shows the results of the simulation of an LPR test considering the R3

defect. The simulation shows that the LPR test detects a bit-flip after reading the
stored data when the cell switches from LPM to NM. Even in this case, the IDDQ
technique is useless due to the impossibility to detect any kind of effect in the power
consumption of the entire cell with the considered R3 resistance.



40 Testing low-power SRAMs

Table 2.3 Effectiveness of the different test methods with respect to the R2 defect.

< R′
Y R′

Y ÷ R′′
Y > R′′

Y

LPR TEST No Effect Undetected Detected
March TEST No Effect Detected Detected

Fig. 2.18 Simulation of an LPR test with a bit-flip due to R3.

Figure 2.19 shows an SNM margin analysis considering an R3 value above R′
Z

implemented in the cell where we can see a not-so-explicit impact on the stability of
the cell, except for being 15% more affected than the typical SNM of the faulty-free
cell.

According to our simulations, for the considered cell, the value for R′
Z is 30kΩ.

The effect of every test when the defect size belongs to each range is summarized in
Table 2.4.

2.5.4 Discussion

We have seen in the previous sections that, for each case, the defects that may
occur in the circuit may produce different effects and may be detected by different
tests. The best test strategy must be evaluated case by case considering the technology
used (hence, the likelihood of the different defects, and the range of their values), the
product quality objectives, and the maximum costs one can afford. To summarize
the conclusions of our analysis, we can state that traditional retention tests generally
require more time than a March test applied via BIST. Similarly, any test based on
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Fig. 2.19 Effect of the R3 defect on SNM.

Table 2.4 Effectiveness of the different test methods with respect to R3 defect.

< R′
Z > R′

Z

LPR TEST No Effect Detected
March TEST No Effect Detected

moving the memory to LPM and back or on the IDDQ current measure may be
relatively long and expensive. Other solutions able to detect the addressed effects
more quickly are thus highly welcome. The performed analysis allows one to
evaluate the pros and cons of each case and choose the best test solution.

To conclude, in Tables 2.5,2.6,2.7 we can see all the possible cases we discussed
in this chapter considering the real values analyzed through the SRAM model,
allowing one to identify the test able to spot a defect in the cell.

2.6 Conclusion

This chapter provides a comprehensive overview, supported by experimental
results, on the possible effects of some resistive defects affecting a 160 nm low-
power SRAM cell, which uses the back-bias technique to reduce the leakage currents
when entering the low-power mode. The analysis focuses on several resistive de-
fects provoking a bit-flip of the cell when moving to LPM, taking into account the
symmetry of the entire SRAM cell. Furthermore, the chapter reports an evaluation
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Table 2.5 Summary of the effectiveness of the different test methods with respect to R1.

<25kΩ 25kΩ÷35kΩ >35kΩ

LPR TEST Detected Detected Detected
March TEST Detected Undetected Detected
IDDQ TEST N.A. Detected No Effect
RES TEST N.A. Detected No Effect

Table 2.6 Summary of the effectiveness of the different test methods with respect to R2.

<3MΩ 3MΩ÷15MΩ >15MΩ

LPR TEST No Effect Undetected Detected
March TEST No Effect Detected Detected
IDDQ TEST N.A. N.A. N.A.
RES TEST N.A. N.A. N.A.

of the effects of each defect and the associated fault models in order to assess the
effectiveness and advantages/limitations of different test methods. The analysis can
be used by test engineers to select the test solution(s) more effectively to be used for
each product. The analysis methodology considering the low-power architecture can
also be extended to more advanced technology nodes.

Future works will include:

• the evaluation of the most likely values for such defects through low-level
failure analysis of the specific technology.

• the exploration of possible BIST solutions to implement the considered tests.
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Table 2.7 Summary of the effectiveness of the different test methods with respect to R3.

<3MΩ >3MΩ

LPR TEST No Effect Detected
March TEST No Effect Detected
IDDQ TEST N.A. N.A.
RES TEST N.A. N.A.



Chapter 3

Cell-Aware Testing

This chapter introduces the last main topic of the thesis presented in the introduc-
tion in chapter 1. It will be introduced:

• the adoption of Cell-Aware Testing (CAT) [2] for the purposes of the work that
it has been done, to target together both common and cell-aware fault models
and obtain the best trade off between fault coverage and testing time; several
flows will be considered and evaluated to identify the best flow to detect faults
coming from common fault models and cell-aware fault model [46];

• the evaluation of which flow may be more effective in terms of Fault coverage
using the obtained test patterns and other sets targeting other fault models that
will be compared and fault simulated with fault lists belonging to common,
CAT and delay fault models [47].

In the field of integrated circuit (IC) testing, the detection of defects is crucial
to ensure the reliability of the final product. CAT has become an option for an
increasing number of semiconductor companies. CAT has been introduced as a
different approach that aims to improve the detection of internal defects within
standard cells: it involves using specific patterns to detect intra-cells faults. Typically,
CAT is adopted in the context of scan chain tests, and patterns are generated with
an Automatic Test Pattern Generation (ATPG) tool. Moreover, past studies have
extensively shown the capability of CAT to identify some physical defects of mi-
crochips that would otherwise remain undetected using traditional fault models, only.
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However, due to the higher number of patterns generated, an improper CAT-related
ATPG flow can lead to a longer test application time. This means higher costs for
semiconductor companies, thus reducing the advantages of CAT. Nevertheless the
CAT effectiveness, it may be not capable to detect defects that arise under certain
conditions where System-Level Test (SLT) may be more effective [48] [49]. Among
the variety of fault models that can be used to target the many possible defects in a
circuit, delay faults (transition and path delay) have been used for many years. Both
delay and cell-aware faults can be caused by several factors, such as manufacturing
defects, environmental conditions, and aging effects. It appears evident that a range
of defects can be modeled following an electrical analysis of the device or its cells.
Therefore, to understand the functioning of certain defects and to detect them, a
low-level, thus electrical, analysis is required. Having performed this operation on
memory devices, I then applied the same mechanism to the CAT. This was done in
order to replicate the same operation with commercial tools within the cells. The
aim of the work that will be introduced in this chapter can be split in two main
contributions:

• the first contribution consists in a overview of different ATPG flows supporting
CAT, showing advantages and disadvantages of each approach. Each flow will
be evaluated together with traditional and cell-aware fault models in terms of
achievable fault coverage and pattern count.

• the second contribution consists in processing the generated test patterns to
evaluate the impact that each considered fault model has with other fault
lists. In particular, an investigation about the application of the generated test
patterns with the transition and path delay fault models in comparison with
others developed with the cell-aware approach will be presented, in terms of
fault coverage, pattern count and test generation time.
The study shows that the combination of the path delay fault model and
cell-aware testing can lead to improved fault coverage and lower costs. The
experimental results will be presented over a wide range of open-source
benchmarks and on a RISC-V design using a proprietary industrial technology
library.



46 Cell-Aware Testing

3.1 Introduction

The continuous miniaturization of technology nodes, combined with the ever-
increasing complexity of Systems-On-Chips (SoCs), especially for Application-

Specific Integrated Circuits (ASICs), can contribute to an increase in defectiveness
of silicon products. Furthermore, nowadays SoCs products are made more than
ever difficult to test, turning harder to achieve low Defective Parts Per Million

(DPMM) levels, having gained prominence due to their customized functionality
and high-performance capabilities. However, the escalating complexity of ASIC
designs poses significant challenges in ensuring their dependable and error-free
operation. Consequently, thorough testing of ASICs becomes indispensable to
identify potential faults that could undermine their functionality. Customers, on
their side, ask for higher quality levels, especially in safety-critical and mission-
critical applications.As a consequence, semiconductor companies constantly improve
manufacturing processes to systematically increase yield. At the same time, they
try to reduce the defect level for integrated circuit (IC) designs, regardless of the
technology node used. To this purpose, new testing techniques are needed to achieve
the least defect rate. It is quite well known that physical defects can occur at any
time during the manufacturing process of semiconductor devices. For this reason,
Very-Large-Scale Integration (VLSI) IC testing plays a key role in detecting possible
defects. Basically, Automatic Test Pattern Generation (ATPG) tools use fault models
to represent faults into a circuit and create patterns to be used by product engineers
on automatic test equipment (ATE). Although common fault models such as stuck-at
faults (SAFs), bridging faults (BFs) and transition delay faults (TDFs) can detect a
high percentage of defects within a circuit, they view each standard-cell as a black
box by considering only the inputs and outputs of each cell. As a result, these fault
models might not consider some type of physical defects that could possibly occur
in the ICs production. ICs require higher quality tests to be applied at the end/during
the manufacturing process, evaluating not only defect-oriented tests [7] but also
physical-aware tests [50].

Cell-aware testing (CAT) [4] [51] [52], unlike other fault modeling approaches,
can model a considerable number of intra-cell defects. These cell-aware faults can
be then tested with suitable test patterns generated by an ATPG tool, increasing
the overall quality of the manufacturing process by reducing the number of test



3.1 Introduction 47

escapes. As shown in [53][54], the adoption of CAT (supported by proper ATPG
tools) produces a higher number of patterns compared with the other fault models.
This in turn causes an increase in testing time on the ATE. To reduce this negative
side effect, it is important to find ways to reduce the number of generated patterns
and obtain the best trade-off between coverage of all faults, including traditional fault
models (stuck-at and transition delay faults) and application time. For this reason, a
good strategy for test engineers is to find the most appropriate test development flow
implementing CAT without compromising fault coverage of traditional fault models
while maximizing at the same time the coverage of cell-aware (CA) faults addressed
by CAT. Moreover, another aspects of ASIC testing is the accurate recognition
and detection of path delay faults [55], as it directly impacts the overall system
performance. Path delay faults [56] [57] are particularly relevant in digital circuits, as
they can lead to timing violations, signal integrity issues, and, ultimately, functional
failures. Delay fault models [58] can allow the detection of potential delay defects
into designs when a transition signal (slow-to-rise and rise-to-fall) is run into a
specific gate and exceeds the clock period. The path delay fault model focuses on
testing, identifying, and analyzing the delays encountered by signals as they traverse
various paths within a circuit. By considering the individual delays at each stage
and the cumulative effect, the path delay fault model provides valuable insights into
potential timing issues.

3.1.1 First contribution - CAT flows comparison

Considering the above-mentioned limitations of CAT, the first goal of the work
done in this chapter is to propose a comparative overview of different ATPG flows
that include CAT and the evaluation of these approaches in terms of fault coverage
and pattern count. Previous works [59][54] have demonstrated the use of certain
ATPG flows supporting CAT. The purpose for the next sections is not to prove the
effectiveness of CAT or to propose new algorithms. These were addressed in previous
research works that have presented results comparing different failure models [53],
devising different methodologies [60][61][62] or improving the characterization of
libraries [63]. Differently, in these sections a comparison between different flows
(all supported by commercial tools) is performed, to allow test engineers to fully
assess their advantages and disadvantages. These flows are evaluated in terms of
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the coverage obtained and the number of patterns (that ultimately contribute to the
testing time).

The experimental results were obtained using commercial tools, a proprietary
technology that lends itself well to the use of CAT and using open-source benchmarks,
all of them with the same scan chain architecture, to make the experiments as design-
independent as possible. Then, we evaluate the approach of cell-aware testing on
path delay faults, to enhance the effectiveness of path delay fault detection.

3.1.2 Second contribution - comparison of different fault models

The second purpose of the work presented in this chapter aims to give a compara-
tive evaluation of the effectiveness of test stimuli generated targeting one fault model
out of those discussed before when they are evaluated with respect to a different
fault model. In this way we pave the way towards a more effective test pattern
generation in terms of achieved defect coverage and pattern count. Through an
in-depth examination of the path delay fault model and the potential of cell-aware
testing the methodology of the test may be optimized for obtaining efficient defect
coverage in ICs. In fact, CAT, if properly used, can improve fault coverage and
pinpoint specific faults associated with path delays. By directly targeting the cells
that contribute significantly to path delays, cell-aware testing offers a more refined
and efficient testing methodology. Linking the cell-aware testing pattern set with
the path delay fault model pattern set we ensure a comprehensive test coverage for
critical timing issues. This integration allows designers and test engineers to focus
their efforts on specific areas of concern, optimizing test resources and reducing
overall test time.

By addressing path delays, researchers and industry professionals can strive to-
wards the production of ASICs with improved quality and performance. In particular,
among the fault models that can detect physical defects in a circuit, cell-aware testing
(CAT) can model several intra-cell defects. The cell-aware faults, if detected, can
increase the overall quality of the manufacturing process by reducing the number of
test escapes.
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3.2 Background and motivations

In this section the state-of-the-art of cell-aware testing and delay fault models
will be presented to introduce the main body of the work done. At the same time the
case studies used for the experiments will be introduced together with each design
detail.

3.2.1 Cell-aware testing (CAT)

Physical defects may occur during the fabrication process of semiconductor
devices. To detect such defects, common fault models have been proposed [64] and
used for the generation of test patterns such as stuck-at (SA) [65], bridge [66][67][68],
transition (TR) [69][70], as well as timing-aware [71], layout-aware [72], N-Detect
[73] and gate-exhaustive [74]. More and more frequently, customers ask companies
to increase the efficiency of such fault models to reduce tests escape and hence, too
many defective parts from their suppliers. In fact, it can happen that cell-internal
defects may remain undetected when using traditional ATPG tools with traditional
fault models. For this reason other types of fault models based on SPICE netlists
with parasitic have been done [4].

Cell-aware testing is a methodology increasingly adopted for modelling and
testing intra-cell defects such as short circuits, open circuits and transistor defects
that may be neglected by traditional inter-cell fault models. It is based on a post-
layout transistor-level netlist including parasitic objects, resulting in a defect-based
ATPG approach, which can be applied to large, state-of-the-art designs.

The CAT methodology consists of a preliminary phase aiming at the cell-aware
fault models generation. This is a one-time task performed for each cell of the
technology library. This step requires the SPICE netlist, the technology library, and
the timing information data (liberty file). This step starts with the layout extraction
phase, then an analog fault simulation is performed, followed by a synthesis phase to
create the Cell-Aware library models to be used during the IC-level ATPG [75] [76]
[77]. During the layout extraction, the tool extracts from the cell structure (i.e., a
transistor-level netlist with layout information) a list of possible defects. The tool
reads the layout data of the selected library cell and creates a SPICE transistor netlist
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Fig. 3.1 Cell-aware characterization flow.

in detailed standard parasitic format (DSPF) including the parasitic elements (such
as resistors and capacitors) which is stored in a file. Then, for each of the previously
extracted defects, an analog simulation is performed to determine the complete set
of cell-input combinations that detect the intra-cell defect and the list of Cell Aware
(CA) faults. It starts with the extraction of the target defects from the DSPF SPICE
netlist. The resulting considered defects are stored in the cell-dependent defects file.
The analog fault simulation exhaustively (i.e., considering all possible input stimuli)
compares the outputs of the defect-free transistor-level netlist against the outputs of
each defective netlist (i.e., the netlist with the defect).

The CAT methodology differentiates the following different defect types:

• open: any cell-internal open defect, such as an open in poly, metal, diffusion,
or vias. In the SPICE netlist, these defects are represented as resistors with
very high resistance values.

• bridge: any cell-internal bridge defect such as bridges between adjacent objects
in the same layer or different layers in a standard-cell layout. In the SPICE
netlist, these defects are represented as capacitors with resistors in parallel
with them.

• transistor open: any cell-internal transistor defect that will switch a transistor
partially on with a certain resistive value.
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• transistor short: any cell-internal defect that will switch a transistor partially
off with a certain resistive value.

• port bridge: a bridge between a port and any other port of the cell.

• port open: a disconnected port with the rest of the system.

The performed simulations correspond to analog transient analysis simulations,
which determine the voltage on the cell output at a calculated strobe time. Both
a static (one time frame) and a dynamic (two time frame) analog simulation is
performed. A defect is labelled as detected when the defective cell output voltage
deviates from the defect-free voltage by more than a specified percentage of the
supply voltage for at least one input combination. A defect is labelled as static-CA

fault (CAT-STAT) when there is an output difference for at least one vector in a
specified time instant. Defects requiring a pair of vectors to be detected are labeled
as dynamic-CA faults (CAT-DYN). This analysis requires comparing at regular
intervals the output voltages of the defect-free and defective cell. When the defective
cell output voltage deviates from the defect-free only for a given number of strobe
instants, the defect is labelled as dynamic. All analog simulations, including the
creation of the stimuli, are fully automated by the CAT library view generation tool.
For the static analysis, exhaustive one-time frame stimuli are analyzed. For the delay
analysis, robust two-time frame stimuli are analyzed by default, but also exhaustive
two time frame stimuli can be analyzed on user request. The result of this process is
a defect matrix for the library cell. Each matrix contains the input values detecting a
particular defect and the classification of the defect as static or dynamic. The third
step is the cell-aware fault model synthesis. During this step, the defect matrix is
optimized in order to reduce the number of test conditions required for detecting the
cell defects. In fact, the purpose of the step is to identify and store the cell input
conditions that are useful in detecting the defects inside each cell. At the end, an
exhaustive defect matrix in order to generate the corresponding CAT library view that
is created and stored in the CAT model file. For each detected cell-internal defect,
the CAT model file contains one or more alternative test conditions for detecting
the corresponding defect. This ensures that the subsequent CAT-ATPG still has
the freedom to choose between all alternative test conditions for detecting a certain
cell-internal defect, while maintaining a very compact test pattern set for a complete
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design. The outcome of the process described previously is then integrated in the
standard test flow where the ATPG tool uses all the traditional and CAT fault models
to cover all the defects inside an IC [7], generating the scan vectors able to detect all
the considered faults. Figure 3.1 summarizes the flow used for the characterization
of an industrial library.

3.2.2 Delay fault models

A delay defect in a circuit causes the cumulative delay of a path to exceed some
specified duration. The combinational logic path begins at a primary input or a
clocked flip-flop output, contains a connected chain of gates, and ends at a primary
output or a clocked flip-flop input. The propagation delay is the time that a signal
event takes to traverse the path. Both switching delays of devices and transport
delays of interconnects on the path contribute to the propagation delay. Common
fault models, such as stuck-at, assume a permanent change in the data over time, so
they can be defined as infinite delay faults. On the contrary, fault models based on
the timing delay can be defined. In particular, the most common delay fault models
include the Transition delay faults (TDFs), if we refer to each gate of the circuit,
and the path delay faults (PDFs), if we refer to each path of the circuit. It means
that each gate in a path can meet its timing specification, but the propagation delay
through a path (a given sequence of gates) might exceed a specified value.

The disadvantage of the path delay model is the high number of possible paths in
a circuit. To summarize, timing faults are detected with the delay fault model. Minor
timing problems in the system, for instance if a signal is slightly delayed, may not
affect the system at all. However, longer delays through gates can make the system
fail to meet its timing specification. Therefore, delay testing is required. Considering
the most common fault models, the transition delay fault model may be considered
as a special case of the Stuck-at fault (SAF) model, in which when a gate of a cell is
considered, it fails when a transition is performed in the cell delaying the transition
on its output. To test a TDF, a stimulus (slow-to-rise and rise-to-fall vector) must be
applied to a circuit input (input port or scan flip-flop), propagated through the target
cell and then to an observable output. The corresponding faults can be caused by
numerous factors such as manufacturing defects, aging, and environmental factors.
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The fault detected in the cell in a circuit can cause a different behavior than expected,
leading to incorrect results or circuit malfunction.

While the transition delay fault model focuses on the delay of a specific gate, the
path delay fault model captures small extra delays that have cumulative effect along
a path that may result in faulty behavior of the circuit. A path delay fault is activated
when the delay along a single path exceeds the clock period of the circuit and hence
may produce a failure. A delay fault is considered detected by applying two vectors,
one initialization vector to set the fault location, and in the consecutive clock cycle
one transition vector or propagation vector is applied to activate the fault at a primary
output. The initialization vector sets the condition in order to test a slow-to-rise or a
slow-to-fall signal and the propagation vector propagates the fault effect to an output.
The delay faults can be classified into sequential/combinational robust, when there
is a test that guarantees to detect a target delay fault of a sequential/combinational
circuit in the presence of arbitrary delays in the circuit, and non-robust, when there
is a test that guarantees to detect a path-delay fault, when no other path-delay fault is
present [78].

3.2.3 Case studies

This subsection presents the designs used for the purpose of this part of the work.

The open-source benchmarks presented in [79] were synthesized with STMicro-
electronics’ proprietary 130nm HCMOS technology for power applications. We also
considered the PULPino 32-bit RISC-V by ETH Zurich [80] used for the comparison
of each fault model in terms of path delay faults including the other models as
well. About five hundred standard cells were characterized for CAT models. For
sake of simplicity and conciseness, only fifteen out of twenty-two benchmarks were
considered for the ATPG flows of the first contribution. For the second contribution
the RISC-V and the rest of the open-source benchmarks have been used as well
for the comparative evaluation of test stimuli of one fault model with respect to a
different fault model. All the experiments were performed resorting to a commercial
CAT-ATPG tool. All the standard-cell characterizations were performed by a com-
mercial cell-aware tool. Whereas, for the extraction of the paths, a STA commercial
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tool was used. It is important to consider that for the experiments a single scan chain
was used for each design.

Considering other works that used open-source design to analyze path delay faults
[81][82], this choice stems from the purpose of this work, i.e., comparing different
ATPG flows and the efficiency of a fault model with respect to the other ones or
rather targeting different defect-oriented fault models, to observe the testing behavior
through simple open architectures. Starting from these designs and approaches it
is possible to observe the benefits and drawbacks of each flow in terms of coverage
and testing time. In table 3.1 the main figures related to the adopted benchmark
circuit designs are collected. For each column, the number of sequential (flip-flops)
and combinational cells (logic-gates), the number of inputs and outputs (PIs and
POs), and the number of faults collected for each fault model are defined: path-
delay faults (PDFs), stuck-at faults (SAFs), transition-delay faults (TDFs), static-CA
faults (CAT-STATs), and dynamic-CA faults (CAT-DYNs). It is worth noting that
for some designs the cell-aware characterization tool generated more dynamic-CA
(CAT-DYN) faults than static-CA (CAT-STA) faults. For instance, in the B14 design
the synthesis tool inferred a considerable number of XOR-cells. For this kind of cell,
the produced defect matrix has more CAT-DYNs than CAT-STAs. Therefore, the
overall number of CAT-DYNs is higher than CAT-STAs.

The number of extracted PDFs is a result of all detected paths by the ATPG
tool, excluding invalid and untestable paths. In the next sections the results obtained
from the methodology used is presented. They are even included in the larger
designs, RISC-V included as the fault models comparison has been done resorting
to a larger designs set. It is important to notice that for the first contribution about
the comparison between the different ATPG flow supporting CAT, only from B01
to B15 are intended to be analyzed; while the rest of the designs has been used
for the obtained results of the second contribution about the comparison between
different pattern sets fault simulated with different fault lists belonging to different
fault models.
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Table 3.1 Benchmarks details.

Designs Flip-
Flops

Logic
Gates

PIs POs PDFs SAFs TDFs STAT-
CATs

DYN-
CATs

B01 5 29 4 2 37 270 230 492 397
B02 4 14 3 1 27 158 124 282 216
B03 30 62 6 4 682 868 678 1,842 1,721
B04 66 146 13 8 932 2,062 1,656 5,029 4,448
B05 34 265 3 36 1,342 2,408 2,194 5,050 4,986
B06 9 26 4 6 104 318 254 544 392
B07 45 151 3 8 1,752 1,760 1,480 4,001 4,158
B08 21 78 11 4 345 852 716 1,717 1,528
B09 28 74 3 1 749 898 720 1,881 1,838
B10 17 83 13 6 468 846 734 1,632 1,350
B11 30 164 9 6 1,218 1,734 1,544 4,191 4,653
B12 121 469 7 6 2,954 5,018 4,282 11,033 9,844
B13 51 141 12 10 618 1,708 1,392 3,398 2,854
B14 215 2,977 34 54 10,064 27,408 26,004 78,237 87,402
B15 417 2,560 38 70 20,551 27,510 24,802 73,014 72,757
B17 1,316 9,208 42 98 7,895 - 81,656 - 222,566
B18 3,062 30,805 41 24 18,363 - 237,320 - 735,970
B19 6,126 62,007 50 31 30,000 - 477,616 - 1,486,346
B20 430 7,060 37 23 2,571 - 55,556 - 216,062
B21 430 7,159 37 23 2,571 - 55,772 - 214,248
B22 645 10,694 37 23 3,857 - 83,696 - 324,465

RISC-V 2,329 29,036 222 268 5,054 - 195,812 - 376,720

3.3 Methodology used for the comparison between
different fault models

This section presents the methodology used for the analysis for each fault model
considered in this work.

The chart in figure 3.2 represents the summary of the considered flow. The flow is
composed of three parts, depending on which fault model is considered (path-delay,
transition delay and cell-aware fault model). Starting from the left-top side of the
figure, the static-time analysis (STA) tool extracts the path delay faults of the design
(the critical and less critical ones in terms of the length of each path and minimum
timing slack between the starting and ending point, considering fixed the period of
the clock), hence they are included in a path delay fault list and used in the ATPG
tool.

The path delay faults are extracted considering all the slack ranges in which the
design works, where the clock period is previously defined. Once the list is generated
and imported into the ATPG tool, the pattern set is created to detect all possible path
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Fig. 3.2 Methodology flow.

delay faults. At the end of this flow, the final reports are provided containing fault
coverage and pattern count information. The same design netlist place in top-center
side of the figure is used to run an ATPG to generate stimuli detecting as many as
possible transition delay faults in the design where the reports and the pattern set
containing all the generated patterns are collected to be used in the second phase of
the flow. In the right-top side of the figure, the CAT flow is depicted. The flow starts
with the characterization of each cell in the library, using the layout SPICE netlist of
each standard-cell and their own electrical-level models. Then, the cell-aware fault
list containing all the static and dynamic CAT faults of the circuit is collected by
the ATPG tool through which the final reports and the pattern set file are collected.
The three final reports reporting the data regarded the ATPG flow are showed in the
middle side of the figure 3.2. Considering the middle and bottom side of the figure,
fault simulator tool is used for fault simulation. This process is used to analyze the
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coverage obtained using the patterns generated targeting the different fault models
when considering the fault lists of the other fault models.

In particular, following the flow depicted in the figure, using the path delay fault
list, two fault simulations are performed resorting to the transition delay pattern set
processed by the ATPG for the first one, and dynamic CAT pattern set previously
processed by the ATPG tool for the second one. At the end of the flow the reports
are reported to the bottom side of the methodology flow figure. The same process
is depicted for the other fault models: this means that, first for the transition delay
patterns and then for the dynamic CAT ones, two additional fault simulations are
performed in each case using the different fault lists depicted in the figure. In
particular, for the transition delay fault list two fault simulations are performed: the
path-delay pattern set for the first one; the dynamic CAT pattern set for the second
one. About the dynamic CAT fault list, other two fault simulations are performed
resorting to the path-delay pattern set for the first one, and the transition delay pattern
set for the second one. All the six final reports are depicted in the bottom side of the
figure. The purpose of using these mixed approaches is to evaluate the fault coverage
obtained by the pattern set generated targeting different fault models. In this way we
will show that in some cases the patterns generated for a different fault model may
achieve relevant fault coverage figures also for the other ones.

3.4 Possible ATPG flows using the CAT approach

In this section the different ATPG flows considered for the comparative analysis of
the first contribution introduced in this chapter are presented. The considered flows
were divided into two sets of four flows each, considering SAFs and static-CA faults
for the first set (ATPG-FLW1 to ATPG-FLW4) and TDFs and dynamic-CA faults for
the second set (ATPG-FLW5 to ATPG-FLW8). Since the ATPG tool differentiates
the two types of cell-aware faults (static and dynamic), the SAFs flow is matched
with the corresponding static-CA faults and the TDFs flow is matched with the
corresponding dynamic-CA faults. Furthermore, each flow for a given fault model
(e.g., SAFs) has its corresponding identical flow for the different one (e.g., TDFs). It
is worth noting that the fault coverage for traditional fault models is ensured by the
ATPG tool. In other words, the fault coverage for SAF/TDF is always kept at the
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Fig. 3.3 ATPG-FLW1 (ATPG-FLW5) and ATPG-FLW2 (ATPG-FLW6).

maximum. The following subsections detail the eight flows presented above. For
every flow once the CA models for the library cells have been defined, the design
gate-level netlist (already including the scan-related logic) and libraries are imported
into the ATPG tool.

3.4.1 SAFs/TDFs ATPG flows incremental with CA faults

Two sets of flows are presented in this subsection for the SAF and static-CA
fault models for ATPG-FLW1 and ATPG-FLW2 and for the TDF and dynamic-CA
fault models for ATPG-FLW5 and ATPG-FLW6. The ATPG-FLW1 (and ATPG-
FLW5, respectively) flow implements a typical ATPG run with a SAF (TDF) model
fault list that incrementally add a CAT-type flow. The ATPG-FLW2 (ATPG-FLW6)
flow exploits the opposite approach, i.e., it implements a cell-aware ATPG run and
incrementally adds an ATPG flow with a fault list of the SAF (TDF) fault model.
These flows exploit the ATPG tool to work in an incremental way.

The ATPG-FLW1 (ATPG-FLW5) procedure is as follows:

• the ATPG step is run on the SAFs (TDFs) and suitable patterns are generated
to detect them;

• the patterns generated for the SAFs (TDFs) are then fault simulated with the
static (dynamic) CAT faults;
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• a new ATPG step is then executed to generate further patterns to detect the
still undetected CAT faults;

• finally, fault coverage (FC) and pattern count (PC) figures are collected

The ATPG-FLW2 (ATPG-FLW6) is reversed with respect to traditional and CA
faults. In other words, the ATPG run starts with the CA faults, then the generated
patterns are obtained. A fault simulation of the generated patterns with the SAF
(TDF) faults is performed. Finally, the incremental ATPG run is performed to
cover all the undetected SAF (TDF) faults. The pattern count and the coverage
percentage are therefore collected. Figure 3.3 summarizes the representation of the
above-explained flows.

3.4.2 ATPG flow with both SAF/TDF and CAT lists

The other two sets of flows are presented in this subsection for the SAF and
static-CA fault models for ATPG-FLW3 and ATPG-FLW4 and for the TDF and
dynamic-CA fault models for ATPG-FLW7 and ATPG-FLW8, respectively. These
flows exploit the use of the ATPG run for creating patterns to find the fault coverage
of the considered design. Unlike the previously introduced flows, in ATPG-FLW3

(ATPG-FLW7) the fault list of SAF (TDF) model and the fault list of static (dynamic)
CA fault model are merged before the ATPG is executed. In the ATPG-FLW4

(ATPG-FLW8) flow, on the other hand, the ATPG flow is split by fault models: one
traditional ATPG flow is performed on a fault list with SAF (TDF) and another
separate for static (dynamic) CA faults. The obtained fault lists are then merged
(preserving fault detection status) within a single flow, resulting in the summary
results of the two flows considered. The collected results consider the total patterns
and coverage obtained from the two separate flow.

The ATPG-FLW3 (ATPG-FLW7) is as follows:

• once the fault model is defined, all SAFs (TDFs) and static (dynamic) CA
faults of the current design are added.
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ATPG 
SAF+CAT/TDF+CAT

FC(SAF+CAT) = FC-3

PC(SAF+CAT) = PC-3

ATPG SAF + ATPG CAT / 
ATPG TDF + ATPG CAT

FC(TDF+CAT) = FC-7

PC(TDF+CAT) = PC-7

FC(SAF+CAT) = FC-4

PC(SAF+CAT) = PC-4

FC(TDF+CAT) = FC-8

PC(TDF+CAT) = PC-8

ATPG-FLW3/ATPG-FLW7 ATPG-FLW4/ATPG-FLW8

Fig. 3.4 ATPG-FLW3 (ATPG-FLW7) and ATPG-FLW4 (ATPG-FLW8).

• the ATPG is executed and all patterns created are saved, including considering
the coverage obtained for all faults of both the traditional and cell-aware fault
model.

The ATPG-FLW4 (ATPG-FLW8) consists of two different ATPG runs separately.
In practice, the ATPG for SAF (TDF) fault lists and the ATPG for static (dynamic)
CA fault lists are run in parallel. Then, the two runs are implemented in a single
flow in the ATPG tool to collect the overall fault coverage and pattern counts derived
from the separate usage of the two procedures. Figure 3.4 summarizes the explained
flows.

3.5 Experimental results about CAT flows compari-
son

To summarize the specification of the first contribution, different ATPG flows
has been considered for the comparative analysis discussed in the previous sections;
the aim of the study is to overview different ATPG flows supporting CAT, showing
advantages and disadvantages of each approach. Each flow is evaluated together
with traditional and cell-aware fault models in terms of achievable fault coverage and
pattern count. In particular, this section discusses the results of the first contribution
of the chapter about the comparison of these flows for the considered designs, as
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shown in table 3.2, where the fault coverage (FC) and the number of patterns (PC)
obtained for each design are presented for each considered flow.
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3.5.1 Results

By comparing all the methodologies presented and dividing them by type (SAF/static-
CAT and TDF/dynamic-CAT) from the results obtained it can be seen that:

• ATPG-FLW1 and ATPG-FLW5 produce on average up to 50% less patterns
than the other approaches and thus resulting in a reduced test application time;
they would be the best choice for CAT implementation in the test development
flow.

• ATPG-FLW4 and ATPG-FLW8 yield the worst results, due to the higher num-
ber of patterns and a lower coverage value regarding the ATPG TDF/dynamic-
CAT (ATPG-FLW8).

In particular, from ATPG-FLW1 to ATPG-FLW4 similar fault coverage values
were obtained. Especially for B14 and B15, by comparing the number of patterns
among the various flows, there is a considerable reduction in pattern count compared
to the other flows. For ATPG-FLW4 to ATPG-FLW8, only the first flow gives a higher
fault coverage than the others, with a lower number of patterns as well. Overall, it
can be observed that ATPG-FLW1 and ATPG-FLW5 produce the best results. At
the same time, they have up to 50% more pattern generation run-time than the other
flows and up to 30% more patterns to detecting CA faults, unlike the other flows
where they have up to 50% more patterns to detect CA faults. Experiments were
done using the tools CMGen (for cell-aware fault model generation) and TestMAX™
ATPG (for pattern generation and fault simulation) by Synopsys.

3.5.2 Conclusions of the first contribution

About the ATPG flow presented in the previous subsections, a comparative
overview of different test flows for CAT implementation was conducted resort-
ing to a set of open-source benchmarks. The advantages and disadvantages related to
the use of CAT methodology considering different test flows were shown. The results
obtained showed that the flows ATPG-FLW1 and ATPG-FLW5 (i.e., incremental
CA-ATPG starting from a set of patterns for traditional fault models) are the most
suitable in terms of achievable fault coverage and number of total patterns.
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Future work will involve the adoption of such approaches within more complex
designs. It is important to notice that these flows using CAT approach can be used
for other types of fault model as they has been introduced in the previous sections.

3.6 Experimental results about the comparison of dif-
ferent fault models

The purpose of the work includes a more effective test pattern generation in terms
of achieved defect coverage and pattern count. In this section the results of the
second contribution about the comparison of each fault model with different fault
lists in terms of fault coverage and pattern count are reported and discussed. In
particular, the details about the effectiveness of each fault model to target faults
coming from different fault lists will be showed. Simulation and test generation time
are considered negligible due to the fact that each flow requires no more than 10
minutes to be processed on a server with 16 CPU cores Intel® Xeon e-2000 series
and 40Gb of RAM.

3.6.1 Results

In Table 3.3 the data regarding the patterns generated targeting the path delay
fault model when simulated with respect to the different fault lists are shown both
for the ITC’99 benchmark and the RISC-V designs. We denoted with FCi

j the fault
coverage figure obtained with the test patterns generated by targeting the fault model
"i" with respect to the fault list for fault model " j". For example, FCT

P
D
D

F
F is the fault

coverage obtained by fault simulating the patterns generated targeting the TDFs with
respect to the fault list of PDFs.

Starting from the left side of the table, in the first column all the considered
designs are listed; the number of path delay faults are included in the second column.
The other three columns represent the fault coverage figures achieved by the patterns
targeting the 3 fault models: the first one relates to the patterns generated by the
ATPG targeting the path delay fault model (FCP

P
D
D

F
F ); the second one is obtained by

the fault simulation of the path delay fault list with the pattern set obtained by an
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Table 3.3 Effects of patterns targeting path delay faults on different fault models.

Designs Faults Fault Coverage [%] Pattern Count

PDFs FCP
P

D
D

F
F FCC

P
A
D

T
F FCT

P
D
D

F
F PCPDF

B01 37 54.05 54.05 59.46 12
B02 27 51.85 40.74 51.85 7
B03 682 53.08 28.01 29.77 57
B04 932 43.45 27.04 22.42 60
B05 1,342 18.85 12.37 11.70 73
B06 104 33.65 33.65 33.65 9
B07 1,752 15.47 14.50 13.81 48
B08 345 27.54 18.26 23.48 27
B09 749 12.42 18.42 16.69 23
B10 468 21.58 20.94 21.79 20
B11 1,218 7.06 5.67 4.68 25
B12 2,954 33.07 20.07 22.51 292
B13 618 39.48 31.07 33.82 45
B14 10,064 7.24 3.34 3.44 232
B15 20,551 3.15 2.40 1.89 217
B17 7,895 34.05 17.18 16.81 405
B18 18,363 26.60 13.17 13.17 424
B19 30,000 31.90 15.01 13.94 536
B20 2,571 9.37 1.71 1.52 111
B21 2,571 7.90 1.94 2.14 86
B22 3,857 8.06 2.46 2.00 145

RISC-V 5,054 12.96 0 0 129

ATPG flow targeting the dynamic CAT faults (FCC
P

A
D

T
F ); the third one is obtained by

the fault simulation of the path delay fault list with the transition delay pattern set
(FCT

P
D
D

F
F ). The last column shows the pattern count (PC) for the considered fault

model which, for the sake of showing all the data listed, is included in each table of
this work and in order: PCPDF is the number of patterns that refer to FCP

P
D
D

F
F ; PCCAT

refers to FCC
C

A
A

T
T ; PCT DF refers to FCT

T
D
D

F
F .

It can be noted that FCP
P

D
D

F
F has the overall best results in terms of coverage and

pattern count, except for B01, B09 and B10 design, due to the fact that the ATPG
tool, after the pattern generation, classified many faults as undetectable and ATPG
untestable, hence decreasing the fault coverage of the design; whereas FCC

P
A
D

T
F has

the best results in B09 but using more patterns with respect to the pattern sets for
the other fault models (analogous situation for B06 but with the same coverage for
all the fault models but with more patterns used). FCT

P
D
D

F
F has the best results in B01

and B10 where the reason may be inferred from the number of patterns Involved in
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the fault simulation. The data regarding RISC-V require particular attention. In this
case only the ATPG flow FCP

P
D
D

F
F has the best performances, able to detect a very

low set of the considered path delay faults in the design. With the other considered
fault models used for the comparison with the path delay fault list, even though the
pattern count is much higher than the PCPDF , the results are 0% for both considered
fault coverages, not allowing any path delay fault detection. From the analysis done
for this work, only the specific path delay ATPG flow can detect some paths, which
still are very few because most of them are classified either undetectable or ATPG
untestable by the ATPG tool.

Table 3.4 shows the results obtained by using the dynamic CAT fault list. As
shown in the previous table, the designs and the number of faults are included in the
first and second column from the left. The fault coverages (the other three columns)
show the data collected by the ATPG and the fault simulator tool, according with
the methodology explained in the previous section. In the last column, the number
of patterns for the respective fault model is shown. It can be noticed that FCP

C
D
A

F
T

has the worst overall fault coverage excluding B01, B03 and B04 that do not have
a large number of gates and they may be considered negligible with respect to the
other circuits.

In those cases, the PDFs pattern set has been capable of detecting most of the
dynamic CAT faults of the design with a comparable number of patterns implemented
in the fault simulator. FCT

C
D
A

F
T has the best performance in B02, B08, B11, B13 and

B17, but also in these cases the increased number of patterns used (especially for
the bigger designs) affects the test time. The data regarding RISC-V show a slightly
different situation: FCP

C
D
A

F
T has a very low fault coverage because of the number of

patterns (PCPDF ) that are capable to cover most of the faults in the design. The
other fault models have comparable performances. Table 3.5 shows the data gathered
from the transition delay fault model. The design list and the transition delay faults
(TDFs) are included in the first and second column. FCT

T
D
D

F
F is the fault coverage

obtained by the TDF-oriented ATPG flow; FCP
T

D
D

F
F and FCC

T
A
D

T
F are the fault coverage

values obtained by the respective fault simulations and the pattern count is shown in
the last column of the table. Also in this case, FCP

T
D
D

F
F has the worst performance

in terms of fault coverage, considering the difference between the pattern count of
each considered fault model, excluding B01 where the number of patterns used is
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Table 3.4 Effects of patterns targeting dynamic CAT faults on different fault models.

Designs Faults Fault Coverage [%] Pattern Count

Dyn-CATs FCC
C

A
A

T
T FCP

C
D
A

F
T FCT

C
D
A

F
T PCCAT

B01 397 79.85 90.68 76.32 20
B02 216 92.13 87.04 93.06 13
B03 1,721 94.13 94.60 94.36 46
B04 4,448 80.64 89.95 77.90 56
B05 4,986 69.53 57.10 68.75 109
B06 392 81.38 79.34 76.02 15
B07 4,158 94.13 83.31 91.75 105
B08 1,528 90.31 72.05 90.90 62
B09 1,838 93.96 90.86 92.38 58
B10 1,350 79.41 75.04 75.19 49
B11 4,653 91.51 71.33 91.66 116
B12 9,844 90.61 86.64 90.09 347
B13 2,854 80.87 76.94 83.50 60
B14 87,402 96.39 54.91 94.17 853
B15 72,757 94.64 50.24 94.14 747
B17 222,566 91.88 60.85 92.45 1,108
B18 735,970 83.34 55.71 83.15 1,371
B19 1,486,346 82.31 55.80 82.15 1,530
B20 216,062 97.51 28.70 94.31 1,565
B21 214,248 97.54 19.94 94.18 1,569
B22 324,465 97.64 39.74 94.87 1,677

RISC-V 376,720 96.11 17.28 94.99 2,282

higher than the transition delay fault model. FCT
T

D
D

F
F has the best performance of all

the designs.

The data regarding RISC-V shows that: FCP
T

D
D

F
F has low fault coverage because

of the low number in PCPDF as already shown and it is not capable to cover most of
the faults in the design. Similar conditions hold true for FCC

T
A
D

T
F , where most of the

faults of the design were classified as “not detected” by the fault simulator. Overall,
considering the benchmark designs and the data from the previous tables, it can be
noticed that:

• The patterns generated targeting the path delay fault model, compared with
the other ones, have the best performances when fault simulated on their own
fault lists, excluding some cases for the small designs.

• The patterns generated targeting the dynamic CAT fault model have the best
performance when a CAT-ATPG is performed, and a fault simulation is run
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Table 3.5 Effects of patterns targeting transition delay faults on different fault models.

Designs Faults Fault Coverage [%] Pattern Count

TDFs FCT
T

D
D

F
F FCP

T
D
D

F
F FCC

T
A
D

T
F PCT DF

B01 230 79.85 80.00 70.43 16
B02 124 92.13 77.42 77.42 11
B03 678 94.13 87.61 86.73 32
B04 1,656 80.64 68.06 60.00 30
B05 2,194 69.53 47.93 58.85 78
B06 254 81.38 67.32 64.17 12
B07 1,480 94.13 65.99 81.23 62
B08 716 90.31 57.40 74.44 54
B09 720 93.96 82.92 82.50 33
B10 734 79.41 62.94 66.89 32
B11 1,544 91.51 53.70 76.43 96
B12 4,282 90.61 76.09 82.44 263
B13 1,392 80.87 63.51 66.16 61
B14 26,004 96.39 44.17 88.68 722
B15 24,802 94.64 34.26 80.56 589
B17 81,656 86.05 41.08 80.55 979
B18 237,320 79.20 38.47 76.03 1,121
B19 477,616 78.89 39.67 75.44 1,164
B20 55,556 93.33 21.40 91.93 986
B21 55,772 93.99 12.42 92.62 1,022
B22 83,696 93.61 30.17 92.51 1,080

RISC-V 195,812 95.70 13.93 14.36 2,205

(FCT
C

D
A

F
T ); the path delay pattern set has the worst performance in terms of fault

coverage.

• The patterns generated targeting the transition delay fault model used with the
TDF ATPG tool has the best performances in terms of coverage, followed by
the fault simulation for the other ones.

Considering the overall data for RISC-V design, from the previous tables, it can
be observed that:

• The patterns generated targeting the path delay fault model have the best
performance when a PDF ATPG run is performed (FCP

P
D
D

F
F ); the same patterns

cannot detect any fault considering the other models.

• Considering the patterns generated targeting the dynamic CAT fault model,
they have the best performance when the respective fault list is used in ATPG
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(FCC
C

A
A

T
T ); whereas, from the comparison with the other fault models, FCP

C
D
A

F
T

has the worst performance, while FCT
C

D
A

F
T have similar results.

• The patterns generated targeting the transition delay fault model have the best
performance only resorting to an TDF ATPG run (FCT

T
D
D

F
F ), while for the other

fault models the achieved fault coverages figures are not comparable with the
first one.

3.6.2 Conclusions of the second contribution

To sum up the work we have just presented, different fault models and designs
have been used to generate different sets of defect-oriented test patterns. We then
evaluated the fault coverages (FCs) obtained by running the fault simulation of the
generated patterns with different fault lists stemming from different fault models.
The obtained results showed that the behavior of the different circuits are rather
different. Clearly, the FC obtained using the ATPG tool targeting a specific fault
model is generally higher than the one obtained by using patterns generated for other
fault models. However, there are cases where the patterns generated for a given fault
model achieve very good fault coverage figures even when simulated with different
fault lists. In some cases, as shown for CAT faults in table 3.4, it can be observed that
pattern sets generated targeting one fault model (TDF) may be useful to detect other
faults as well, possibly increasing the achieved fault coverage. This observation
may pave the way to develop optimized test generation strategies, able to reduce the
test generation time and (most importantly) to reduce the number of required test
patterns while still achieving the same fault coverage.

3.7 Conclusions of the work

To sum up the work discussed in this chapter, different ATPG flows approaching
cell-aware testing have been developed to evaluate the effectiveness of targeting
different types of faults using mixed fault models. As a result, it has been shown that
certain flows are more performing than the other ones in terms of pattern count and
fault coverage. In the second introduced contribution, the above mentioned pattern
sets, enriched with the added delay fault models (i.e., path-delay fault model), have
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been used in a smart way to be fault simulated with other fault lists coming from
different fault models. As a result, a mixed approach has been used to make the
methodology suitable to target more faults than commonly detectable with common
fault models.



Chapter 4

Conclusions

To conclude the PhD work that it has been carried out, it can be said that the
main contribution in this thesis was the improvement of testing techniques for digital
circuits manufactured by microelectronics companies to guarantee a lower escape
rate using the most modern techniques and approaches that companies usually use.

In particular, this PhD thesis has presented three two topics and studies:

• the first one includes a comprehensive study on SRAM cells with particular
emphasis on resistive defects that can arise anytime during the manufacturing
process.
More specifically, different types of defects have been discussed, in particular
focusing on the effects produced by the resistive defects inside the SRAM
cell; each defect has been analyzed in terms of the possible effects inside the
SRAM cell depending on its resistance value and its impact in terms of power
consumption, and provided guidelines for selecting the best test method.

• due to the fact that ranges of defects can be modeled through electrical analysis
on the device and its cells, to understand the functioning of certain defects
and to detect them, a low-level electrical analysis is required. Having per-
formed this operation on the first topic of this work on memory devices, the
same mechanism has been applied on other devices with the CAT. therefore,
the second topic includes an evaluation of cell-aware testing, followed by an
evaluation of ATPG flows to target together both common and cell-aware fault
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models and obtain the best trade-off between fault coverage and testing time;
more in detail, several flows have been considered and evaluated to identify
the best flow to detect faults according to the most common fault models and
the cell-aware fault model.
Furthermore, we included the usage of the obtained pattern sets from the
previous study including those derived from delay fault models in order to
compare and fault simulate the effectiveness in terms of fault coverage with
fault lists belonging to different fault models.
In particular, an investigation about the application of the generated test pat-
terns with the transition and path delay fault models in comparison with others
developed with the cell-aware approach has been performed in terms of fault
coverage, pattern count and test generation time.

In chapter 2 of this thesis, the research has focused on the effect of particular
resistive defects that may produce a fault in the device, especially when the SRAM
switches stand-by low-power state to the normal operating state and vice-versa. The
contribution of this main research topic is the evaluation of the effect of each resistive
defect in the low-power SRAM cell with back-bias circuitry. Three main resistive
defects have been evaluated, including a discussion subsection where the symmetry
of the cell has been used to identify symmetric resistive defects that present the
same effects of the other ones. The most suitable fault model has been identified
for each of the analyzed defects (depending of the resistance value) and then, the
corresponding test aiming at identifying and detecting the fault has been evaluated.
The research study has identified the key issues about what kind of effect is caused
by changing the resistance value of the analyzed defects until the cut-off values
produce a different behavior and then implementing the right test flow. This has been
useful to ensure a more reliable and efficient testing of low-power SRAMs.

In chapter 3 of this thesis two main contributions have been shown. More
specifically, the first contribution has included a testing methodology and ATPG
flows have been presented to combine different fault models and increase the fault
detection figures coming from different fault lists. As a result, the CAT approach
has been shown to be highly effective in detecting as much as possible faults of the
given fault list from a certain fault model. The research has also highlighted the
importance of cell-aware testing in identifying defects that are not easily detectable
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using traditional testing methods. By resorting to the research study, it may be
possibly demonstrated that cell-aware testing can significantly improve the accuracy
and reliability of digital testing.

In the last contribution of chapter 3 different fault models and designs have been
used to generate different sets of defect-oriented test patterns. The obtained fault
coverages derived from the fault simulation process of the generated patterns with
different fault lists belonging to different fault models have been evaluated. The
results have shown the different behavior of the analyzed circuits and the obtained
FC using the ATPG tool targeting a specific fault model is generally higher than
the one obtained by using patterns generated for other fault models. The study has
also demonstrated that there are cases where the patterns generated for a given fault
model achieve very good fault coverage when fault simulated with different fault lists.
As a result, the presented observations may pave the way to develop optimized test
generation strategies, able to reduce the test generation time and (most importantly)
to reduce the number of required test patterns while still achieving the same fault
coverage.

Overall, the results of this research have important implications for the design
and testing. The introduced approaches can be used to develop more effective testing
strategies that can help to improve the reliability and performance of digital circuits
in a wide range of applications. In particular, defining the right fault model associated
to the effect of a SRAM defect it can be found the right test to detect the associated
defect. At the same time, not only common fault models may cover all the possible
defects in a circuit, hence as a result of the remaining works, defining the right ATPG
flow and mixing together in the same time the detection of more fault models with the
same process, advantages can be found. For this reason, to increase the quality of the
sold devices it is important to enhance the quality of the test to defect-oriented testing
to spot defects that may be undetectable by common test solutions. To implement
better test approaches and achieve better performances from the testing process,
avoiding high value of defect rate hence decreasing test escapes.

Future works may include the implementation and validation of the introduced
techniques on actual devices in order to augment the testing processes and the
reliability of the microelectronics circuits manufactured by the company.
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Glossary

Automatic Test Pattern Generation

It is a method within test automation that focuses on generating input se-
quences, or test patterns. These patterns are essential for enabling automatic
test equipment to differentiate between proper and defective behavior in digital
circuits.

Cell-aware test

An advanced test methodology that targets potential manufacturing defects
within the cells of an integrated circuit, enhancing the detection of cell-internal
faults that traditional testing methods might miss, thereby improving the
overall quality and reliability of semiconductor devices.

Delay fault model

It is a conceptual framework used in testing and verifying digital circuits, which
assumes that faults within the circuit cause deviations in signal propagation
times, potentially leading to incorrect outputs when the circuit does not meet
its timing specifications.

Dynamic random-access memories

A common type of volatile memory that stores each bit of data in a separate
capacitor within an integrated circuit, requiring periodic refreshing of the
stored data to maintain integrity, and is widely used in computing devices due
to its simplicity and cost-effectiveness compared to other types of random-
access memory.
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Fault

A Fault is a defect affecting a circuit or system.

Fault coverage

It is a metric that quantifies the percentage of detectable faults out of the total
possible faults in a circuit, providing an indication of the effectiveness of the
test procedures in identifying potential defects.

Path delay fault

Refers to a specific type of defect in digital circuits where a signal takes longer
than expected to propagate through a combinational path, potentially leading
to timing errors and to the failure of the circuit to operate correctly within its
specified timing constraints.

Read-only memories

A type of non-volatile memory that is pre-programmed with data and cannot be
modified, used to store firmware or software in computers and other electronic
devices, ensuring that essential instructions or data are preserved even when
the device is powered off.

Read-write memories

A type of computer memory that allows data to be written and read multiple
times, enabling both the storage and retrieval of information as needed by the
system, which is essential for tasks such as running applications and processing
data in real-time.

Static noise margin

A metric used to quantify the stability of a memory cell, specifically in SRAM,
representing the maximum amount of noise voltage that a cell can withstand
without causing a change in its stored value, thereby serving as an indicator of
the robustness of the cell against noise and disturbances.
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Static random-access memories

A type of volatile memories that uses bistable latching circuitry to store each
bit, providing faster access than dynamic RAMs (DRAMs) and retaining data
as long as power is supplied.

Stuck-at fault

It is a common type of digital circuit fault where a gate-level signal line is
erroneously fixed at a logical high (1) or low (0) value, regardless of the input
to the circuit, potentially leading to incorrect circuit behavior or failure.

System-Level Test

In the context of VLSI it refers to the process of testing an integrated circuit
at the final stage of production, ensuring that all components and subsys-
tems function correctly together within the complete system under real-world
operating conditions.

Transition delay fault

It occurs when a change in the logical state of a digital signal (transition)
is slower than specified, causing the signal to arrive at its destination later
than intended, which can lead to incorrect circuit operation if the timing
requirements are strict.
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