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Abstract: The increasing electrification and integration of advanced controls in modern aircraft
designs have significantly raised the number and complexity of installed printed circuit boards
(PCBs), posing new challenges for efficient maintenance and rapid failure detection. Despite self-
diagnostic features in current avionics systems, circuit damage and multiple simultaneous failures
may arise, compromising safety and diagnostic accuracy. To address these challenges, this paper
aims to develop a fast, accurate, and non-destructive, multi-failure diagnosis algorithm for PCBs.
The proposed method combines a self-attention mechanism with an adaptive graph convolutional
neural network to enhance diagnostic precision. A convolutional neural network with residual
connections extracts features from scalar magnetic field data, ensuring robust input diversity. The
model was tested on a typical dual-phase amplitude boosting circuit with up to four different
simultaneous failures, achieving the experimental results of 99.08%, 98.50%, 98.78%, 98.01%, 98.93%,
98.25%, 97.03%, and 99.77% across metrics including overall precision, per-class precision, overall
recall, per-class recall, overall F1 measure, and per-class F1 measure. The results demonstrated
its effectiveness and feasibility in diagnosing complex PCBs with multiple failures, indicating the
algorithm’s potential to improve failure diagnosis performance and offer a promising PCB diagnosis
solution in aerospace applications.

Keywords: multi-failure; self-attention; neural network; PCB diagnosis

1. Introduction

With the rapid development of aerospace and electronic information technology, there
are increasingly more applications for integrating the two technologies in practical engi-
neering [1–3]. As shown in Figure 1, modern avionic systems contain complex and diverse
electronic functional modules responsible for electrical functions such as engine control and
optimization, information transmission in communication systems, and coordination and
control of servo control systems. In the design theory of the More Electric Aircraft (MEA),
replacing traditional hydraulic and pneumatic systems with electrical systems can reduce
energy conversion losses and engine complexity, effectively improve the overall efficiency
of the engine system, simplify the structure of the engine, and enhance the reliability of the
power system [4–7]. At the same time, the Aerospace Communication System (ACS) and
Servo Controller System (SCS), as critical electronic systems in the aerospace field, under-
take the communication and control work of numerous facilities such as aircraft, satellites,
space probes, and space stations. These functions directly affect the safety, reliability, and
mission execution capability of aircraft [8–11]. Thus, it can be seen that electronic systems
are a critical component of all aerospace domains, and PCBs are their core.
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Figure 1. Schematic diagram of avionic system. 

PCBs are the basic units for electronic systems to achieve electrical functions, widely 
distributed in various essential aircraft parts to finish complex and diverse functions, such 
as power supply, amplification, servomechanism, and radio frequency (RF) communica-
tion [12–19]. It is crucial to study how to identify the health status of PCBs, which directly 
decides the healthy operation of aerospace systems. In particular, RF PCBs are the most 
difficult to diagnose among various functional PCBs and has significant interference due 
to its susceptibility to distributed parameters and complex electromagnetic radiation char-
acteristics [20]. PCB diagnosis methods can be divided into contact and non-contact de-
tection, among which the contact method developed earlier and is more mature. Xie D. et 
al. proposed a simple failure-tolerant solution to the problem of single-phase cascaded H-
bridge multi-level (CHBMC) with more failure power cells [21]. Jlassi I. et al. proposed a 
low-computational cost permanent magnet synchronous motor (PMSM) failure detection 
algorithm, which uses an adaptive threshold to judge the health state of the object and is 
effectively applied to diagnose multiple IGBTs and sensor failures [22]. Gou B. et al. used 
the fast Fourier transform (FFT) algorithm to extract the failure spectrum characteristics 
of the three-phase current and combined it with the Random Vector Functional Link net-
work to realize failure detection of the PWM drive circuit [23]. From the above research, 
it can be seen that contact diagnostic methods perform excellently. However, they inevi-
tably risk damaging the object when collecting data, and contact measurement will intro-
duce parasitic parameters, which will cause it to change the matching state of the circuit 
when dealing with RF PCB diagnostic problems. This situation makes the method rely 
heavily on the object properties and the inspector’s experience during RF PCB diagnosis. 

Advanced non-contact PCB failure diagnosis methods have received widespread at-
tention to reduce human factors and damage caused by contact measurement when de-
tecting and maintaining complex PCBs containing low and high frequencies [24]. There 
has been much research on traditional non-contact PCB failure diagnosis methods based 
on visual and temperature data [25,26]. Huang W.B. realized that the classification of PCB 
containing six defects was based on combining the comparison method and the convolu-
tional neural network [27]. Lei L. et al. used a convolutional neural network (CNN) to 
detect bare board PCB defects. They utilized multi-scale convolution to analyze the intra-
class variability of PCB visual data, achieving the process of integrating large-scale model 
features at a small scale to guide the establishment of PCB failure models [28]. Although 
PCB diagnostic models based on visual data have achieved significant results, visual blind 
spots still lead to many unreliable judgments in such methods. In addition, Stoynova A. 
et al. accurately evaluated the reliability of PCB components using thermal imaging [29]. 
He W. et al. also accurately identified PCB failures using a temperature field combined 
with the wavelet and the generative adversarial networks (GAN) [30]. It is not difficult to 
find that the physical characteristics of temperature data can effectively solve the problem 
of “blind spots” in vision. However, the PCB needs sufficient heating power to ensure 
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PCBs are the basic units for electronic systems to achieve electrical functions, widely
distributed in various essential aircraft parts to finish complex and diverse functions, such
as power supply, amplification, servomechanism, and radio frequency (RF) communi-
cation [12–19]. It is crucial to study how to identify the health status of PCBs, which
directly decides the healthy operation of aerospace systems. In particular, RF PCBs are the
most difficult to diagnose among various functional PCBs and has significant interference
due to its susceptibility to distributed parameters and complex electromagnetic radiation
characteristics [20]. PCB diagnosis methods can be divided into contact and non-contact
detection, among which the contact method developed earlier and is more mature. Xie D.
et al. proposed a simple failure-tolerant solution to the problem of single-phase cascaded
H-bridge multi-level (CHBMC) with more failure power cells [21]. Jlassi I. et al. proposed a
low-computational cost permanent magnet synchronous motor (PMSM) failure detection
algorithm, which uses an adaptive threshold to judge the health state of the object and is
effectively applied to diagnose multiple IGBTs and sensor failures [22]. Gou B. et al. used
the fast Fourier transform (FFT) algorithm to extract the failure spectrum characteristics of
the three-phase current and combined it with the Random Vector Functional Link network
to realize failure detection of the PWM drive circuit [23]. From the above research, it can
be seen that contact diagnostic methods perform excellently. However, they inevitably
risk damaging the object when collecting data, and contact measurement will introduce
parasitic parameters, which will cause it to change the matching state of the circuit when
dealing with RF PCB diagnostic problems. This situation makes the method rely heavily
on the object properties and the inspector’s experience during RF PCB diagnosis.

Advanced non-contact PCB failure diagnosis methods have received widespread
attention to reduce human factors and damage caused by contact measurement when
detecting and maintaining complex PCBs containing low and high frequencies [24]. There
has been much research on traditional non-contact PCB failure diagnosis methods based
on visual and temperature data [25,26]. Huang W.B. realized that the classification of
PCB containing six defects was based on combining the comparison method and the
convolutional neural network [27]. Lei L. et al. used a convolutional neural network (CNN)
to detect bare board PCB defects. They utilized multi-scale convolution to analyze the
intra-class variability of PCB visual data, achieving the process of integrating large-scale
model features at a small scale to guide the establishment of PCB failure models [28].
Although PCB diagnostic models based on visual data have achieved significant results,
visual blind spots still lead to many unreliable judgments in such methods. In addition,
Stoynova A. et al. accurately evaluated the reliability of PCB components using thermal
imaging [29]. He W. et al. also accurately identified PCB failures using a temperature
field combined with the wavelet and the generative adversarial networks (GAN) [30]. It
is not difficult to find that the physical characteristics of temperature data can effectively
solve the problem of “blind spots” in vision. However, the PCB needs sufficient heating
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power to ensure cumulative thermal radiation reaches a measurable threshold. In the
signal processing circuit of aerospace systems, there are high requirements for the space
utilization and operational efficiency of PCB layout, which also leads to many limitations
in diagnostic methods based on visual and temperature data [31,32].

Compared with traditional methods, non-contact methods based on electromagnetic
data have a broader applicability. Because the electromagnetic field is a distributed rep-
resentation of voltage and current, it continuously radiates along with the operation of
the PCB. It has rich physical field characteristics and an adequate measurement scale,
making it very suitable as an analytical tool to reveal the electrical operation status of
the PCB [33,34]. Wright R.G. accurately located the failure areas of the PCB using near-
field electromagnetic fields without removing the component coating [35]. In addition, he
pointed out in the research conclusion that electromagnetic fields can effectively detect
edge performance components that fail prematurely or immediately in PCBs, indicating
the advantages of electromagnetic fields in solving visual “blind spots” and electromag-
netic characteristic problems. As an important manifestation of electromagnetic fields,
the space spectrum is also essential to the distribution and changes in two-dimensional
electromagnetic waves [36]. Spence H.F. provides a 2-dimensional Fourier transform (FFT)
to achieve spatial-spectral conversion of 2-dimensional near-field electromagnetic field data
and combines this feature with artificial neural networks to rapidly analyze PCB working
status [37]. Yao Z. et al. used multi-level wavelet decomposition to extract features from the
plane spectrum of electromagnetic fields and employed an adaptive rate neural network
for failure diagnosis of PCBs [38]. Compared to other datasets, electromagnetic fields
have rich spatial characteristics and are frequency-sensitive data, which often reflects the
working characteristics of PCBs at different frequency points in the frequency band [39]. Jia
H.C. et al. proposed a PCB electromagnetic near-field scanning probe for electromagnetic
compatibility (EMC) testing and used this probe to detect the frequency variation of PCB
radiation S parameters, which expresses rich feature information, which study also verifies
that the rich frequency information of PCB can characterize many vital characteristics of
PCB [40]. Alaoui N.E.B. et al. proposed a method for diagnosing PCB failure components
using non-contact electromagnetic signatures [41]. This study only fully utilized the elec-
tromagnetic field characteristics at different frequencies to form electromagnetic signatures
and accurately achieved PCB failure diagnosis by comparing different state signatures.
All of the above research shows that non-contact detection is usually faster because it can
simultaneously obtain data from multiple locations without needing point-by-point contact,
thereby improving detection efficiency. At the same time, non-contact methods reduce the
risk of external electrical signal introduction, lower the possibility of false alarms or missed
alarms caused by contact resistance or poor contact, and are exceptionally reliable when
testing high-frequency or low-noise circuits. Non-contact methods also demonstrate higher
applicability for components that cannot be directly contacted or in extreme environments.
There is relatively little research on PCB failure diagnosis algorithms based on non-contact
electromagnetic data, but it can be seen that existing studies have shown promising results
and widely involve analysis methods at multiple scales, such as space and frequency.
The current PCB failure diagnosis algorithms mainly have problems such as insufficient
utilization of features, relatively simple research objects, simple algorithm structures, and
lack of research on multi-failure diagnosis.

This article proposes a multi-failure diagnosis algorithm for complex PCBs in the
aerospace field. Specifically, it involves three main research contents: PCB feature extraction,
feature enhancement, and model training. The PCB feature extraction adopts a spatial
dimension reduction method to reduce the two-dimensional space to one dimension and
form a new 2-dimensional (2D) space and frequency coordinate system together with the
frequency. Further, it uses convolution-based ResNet to extract features from 2D reduction
data. In order to enhance the ability to analyze the primary information of features and
avoid overfitting as much as possible, this paper adopts a data self-attention mechanism
module (SAM) combined with an adaptive convolutional graph neural network (AGCN)



Aerospace 2024, 11, 864 4 of 18

data analysis network to achieve the mapping of features to failure types. Here, a binary
marking method is used to store multiple failure labels. Each binary bit corresponds to a
failure, and 1 and 0 indicate whether or not the current binary bit’s failure occurs. The entire
article will analyze and verify the performance and feasibility of our algorithm through
theoretical discussions and practical experiments, further providing a practical engineering
solution for failure diagnosis problems, including RF PCBs.

2. Scalar Magnetic Field Feature Extraction Method

To solve the problem of PCB failure detection in electronic devices based on scalar
magnetic field data, this paper needs to establish appropriate features and detection models
according to the collected data form. Due to practical measurement limitations, most
electromagnetic measuring instruments on the market only have scalar measurement
capability and frequency scanning capability. Therefore, to apply the algorithm to practice,
the PCB failure algorithm designed in this paper first needs to extract key information
features from the collected 3D scalar field data consisting of 2D space and frequency.

As one of the feature extraction methods for abstract computer features, convolu-
tion operation has the advantages of parameter sharing, local connection, movement
invariance, translation invariance, sparse interaction, hierarchical feature learning, and
scalability, significantly reducing computational costs and improving information stabil-
ity. This method is outstanding in processing 2D complex planar data. Considering the
superior performance of convolution, to introduce it into the feature extraction of scalar
magnetic field information, this paper reconstructs the 3D data space composed of 2D
space and frequency coordinate axis. In Figure 2b, the spatial restructure method reduces
dimensionality on the measured scalar magnetic field shown in Figure 2a at the spatial
scale, in which it numbered the spatial data from top to bottom and from left to right to
rearrange them in the 1-dimensional space by order. This reconstruction method fully
retains the relative relationship of the spatial coordinate system. It effectively constructs
a new spatial-frequency coordinate system using the one-dimensional spatial coordinate
axis and the one-dimensional frequency coordinate axis, which allows the algorithm to
consider the spatial and frequency scales equally when using the convolution kernel to
extract magnetic field information. In Figure 2d, based on the spatial coordinate data
obtained in Figure 2b and the frequency spectrum data described in Figure 2c, this paper
synthesizes the one-dimensional spatial and frequency coordinate axes to obtain the 2D
spatial/frequency spectrum (2SFS) in the 2D spatial/frequency coordinate system.

In Figure 3, convolutional kernels are effectively utilized to extract the primary infor-
mation of 2SFS and efficiently achieve modeling and analysis of PCB features. This article
adopts a parallel training scheme combining convolution and neural networks to simulate
and establish the nonlinear mapping relationship between 2SFS and PCB failure types.

Here, the paper adopts n × n convolutional kernels (n should be selected according
to the actual situation, this paper n = 3) and project different 2SFS onto a residual neural
network (ResNet) structure with N batches to further optimize the traditional convolutional
neural network (CNN). The specific connection method between levels is as follows:{

SFR = SFS + Rn(SFS, WR)
Rn(SFS, WR) = WR·ReLU(WR−1·SFS)

(1)

where SFS and SRF are the inputs and outputs of the network, WR is the weight of the
R-th generation network. The main advantage of using ResNet in this article is that it
makes it easier for each additional neural network layer to include the original function
as one of its features. Parallelization allows multiple convolution kernels or multiple
network layers to be trained simultaneously, avoiding the layer-by-layer dependent training
mode in traditional CNN, making the application of training resources more adequate,
thereby improving the overall optimization efficiency of the algorithm. At the same time,
ResNet, as a deep neural network using a residual connection mode, allows the network
to simultaneously learn the combined effects of the input and output ends of the layer,
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allowing the network to connect across layers, making the transfer of network “knowledge”
more flexible and diverse. This improvement effectively solves the problem of gradient
vanishing in the CNN layer-by-layer connection mode, making the training network
more stable and converging faster, thereby enhancing the network’s learning efficiency
for features.
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3. Multi-Failure Diagnosis Network Structure

After obtaining the more profound PCB failure state feature through ResNet (SRF) on
the features of 2SFS, this paper uses the SAM to analyze and enhance the critical information
of SRF. It combines AGCN to construct a mapping model between PCB failure features and
PCB failure types.

In Figure 4, SRF obtains a Convolutional Transformation Feature (CTF) through
convolutional transformation layers and obtains an Attention Weight Matrix (AWM) of the
same size as CTF through fully connected layers (FC) and Sigmoid activation functions.
Finally, based on the spatial position relationship, the weights in AWM are assigned to the
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corresponding elements in CTF through matrix multiplication, thus creating an Attention
Convolutional Feature (ACF). The formula for generating ACF is as follows:

ACF = AWM·CTF = [aci,k] =
C

∑
j=1

awi,j · ctj,k (2)

where aci,k, awj,i, cti,k is the element at the corresponding position in ACF, AWM, and CTF,
i = 1, 2, · · · , A, j = 1, 2, · · · , C, k = 1, 2, · · · , K. The processing of the attention module can
enhance the attention to essential feature positions during network training, giving the
network stronger robustness and less overfitting risk, making the network more suitable
for handling complex problems.
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The ACF processed by the attention module has more prominent and clear primary
information, which is further used to establish a PCB failure diagnosis model by combining
association graph and convolution operation with AGCN. Then, AGCN adaptively captures
the correlation between data nodes by learning the data relationships of the current input
features and forms an adaptive adjacency matrix (AAM) that can be further analyzed using
convolution operations to characterize the intrinsic relationships of the data. In Figure 5,
this article combines ACF with the global vector of ACF to form a global ACF (AG), where
AG is a feature matrix that contains both local and global features of the current data
in AG by adding the global pooling can reflect the overall macro behavior of ACF. This
splicing process can make ACF consider the impact of macro trends on the current feature
state while retaining feature local characteristics, thereby making the model features more
comprehensive and further improving the model’s generalization ability. Furthermore, the
algorithm can perform convolution on each input of different AGs and normalize the data
using the Sigmoid function to obtain AAM that describes data relationships and can follow
data changes. The specific construction process of ADM is shown in the following equation:

AAM = Sigmoid(WC · AG) = Sigmoid{WC · Concat[ACF, GAP(ACF)]} (3)

where WC is the process matrix of the convolution operation. In Figure 5, AAM is an
adaptive description that can continuously abstract relationships with new data through
network training. It describes the correlation between data nodes and structures in a
correlation graph (CG). This article takes CG as the description object of AGCN, providing
more flexibility and diversity for the model. The specific calculation formula for the output
data OAF of AGCN based on AAM is as follows:

OAF = ReLU(ACF·AAM·WA) (4)

where WA is the weight matrix, ReLU(x) = max(0, x).
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In order to quantify the judgment of PCB failure types by the training model, this
paper adopts binary sequences as labels to store various failures of PCB. As shown in
Figure 6, the output label takes the total number of PCB failures that need to be considered
as the total number of bits in the binary label so that multiple PCB failures can be stored in
different label bits. In order to further determine the failure type of PCB, this paper uses
the Logit function combined with the Sigmoid function to perform probability operations
on the tensor output by the model at each binary bit. The formulas for the Logit function
and Sigmoid function here are as follows:{

pol = Logit(GOUT) = WO · GOUT + bo
prl = sigmoid(pol) =

1
1+e−pol

(5)

where WO and bo are the weight matrix and bias vector of the Logit function, and prl is the
probability value containing feature information, l = 1, · · · , L. It is not difficult to find that
the output of all binary bits is between 0 and 1.
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In Figure 6, this article creates a set of actual labels pra corresponding to the predicted
labels by setting the number on the failure binary bit to 1 and vice versa; 0 on another set
of binaries. Since the indices for different failure types on the two labels are the same, the
cross-entropy function can be directly used to calculate the Loss value as the feedback error
parameter for training the network. The specific cross-entropy function is as follows:

Loss = − 1
L
·

L

∑
l=1

[pra·log(prl) + (1 − pra)·log(1 − prl)] (6)
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The cross-entropy loss function is chosen in this paper based on its applicability and
wide application in multi-label classification tasks. First, the cross-entropy loss function
can effectively handle binary multi-label classification problems, ensuring the model can
optimize each label independently. Secondly, the model output layer uses a sigmoid activa-
tion function to convert the predicted value of each label into a probability distribution.
The cross-entropy loss function can match this probability form well, providing an accurate
gradient signal and optimizing the model’s log-likelihood. In addition, the cross-entropy
loss function has good numerical stability when dealing with multi-label tasks, which can
accelerate the convergence of the training process. Therefore, choosing the cross-entropy
loss function can ensure the performance and training efficiency of the model.

In Figure 7, the entire PCB failure diagnosis algorithm will complete feature extraction,
reinforcement, and training through three main modules: ResNet, SAM, and AGCN.
ResNet dramatically enhances the depth of the network through residual blocks, thereby
achieving refinement and compression of input data. SAM will supervise and extract more
effective feature information through the self-attention mechanism. AGCN will establish a
mapping relationship between features and failure types based on the adaptive correlation
between features. The overall algorithm architecture is interconnected, aiming to achieve
the extraction and mapping of deeper data information.
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4. Actual Experimental Verification

In order to verify the feasibility and practical diagnostic performance of the PCB
failure diagnosis algorithm (SRA) established by combining SRF features with the SAM
and AGCN model, this paper designs and debugs a dual-phase amplitude boosting circuit
(DPAB) that can manually set failures. DPAB, as an RF circuit that can generate biphasic
signals, can subtract two RF signals with opposite phases to cancel out common mode
noise and improve signal transmission capability. Therefore, this circuit can be widely
applied in the aerospace field’s wireless communication and radar remote sensing systems.

4.1. Experimental Design

Figure 8a is a schematic diagram of the cross-sectional distribution of an aircraft
electronic system, which illustrates that the communication module where the DPAB is
located can be installed in the cockpit, cabin network module, and antenna. In Figure 8b,
DPAB is an RF circuit with various typical PCB failures such as phase reversal, phase
holding, power amplification, power state, circuit matching, and load state, making it
an ideal experimental object. In Figure 8c, in order to obtain a pair of inverted voltage
signals from the single-phase RF input terminal RF_in, this paper uses CD74HC4049 and
CD74HC4050 to form a pair of two-phase drive circuit groups (DPC). The input and output
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terminals of the circuit are equipped with load resistors to ensure stable signal voltage,
and the DC paths of both chips are designed with bypass capacitor groups Cb1 and Cb2
to ensure the purity of the DC path. In Figure 8d, this article adds two power amplifier
circuits (PA) with AFT05MS003N N-type field-effect transistors as power cores to the DPC
backend to boost the signal power and further filter out AC stray signals to increase signal
availability. This article adds four isolation capacitors, C23, C41, and C20, C39 to the
connection ports of DPC and PA to provide path filtering while ensuring that DC signals
will not be injected into measuring instruments and other circuits during debugging and
setting of mismatch failures. PA adopts a multi-level LC matching mode to design the end
matching circuit and uses bypass capacitor groups Cb3, Cb4, and Cb5, Cb6 to ensure the
purity of the DC port of the power amplification circuit.
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4.2. Test Platform Construction

In actual circuit systems, changes in each functional module of DPAB may cause
inconsistencies in the overall circuit performance, so PCB failure diagnosis algorithms need
to identify various abnormal states when detecting and repairing DPAB accurately. For a
low-frequency circuit, failures are usually caused by the on–off of the AC/DC path and
abnormal load, while for a high-frequency circuit, abnormal matching of circuit ports may
also lead to some functional failures. Based on careful consideration of typical failures in RF
circuits, this article sets up jumper blocks on DPAB that can simulate various failures in the
circuit and set up mismatch paths and multiple load paths to provide a diversity of failures
for the circuit. The opening and closing of the jumper block can easily simulate the common
on–off state changes in the circuit. However, to further simulate the load performance
degradation that may occur in some ordinary PCBs and the matching problems that
may occur in RF PCBs, it is necessary to set up additional abnormal paths to simulate
such problems. This paper uses multiple jumper blocks to control different load paths
and mismatch paths to achieve this process, that is, selectively connect and disconnect
the jumper blocks when simulating normal and abnormal paths. These performance
abnormalities will not cause apparent failure of the PCB functional modules, but the
performance does not usually meet expectations when the PCB is working. In particular,
matching problems will not cause direct changes in the primary frequency but may cause
changes in the impedance of different frequencies, thereby affecting the change in the pass
rate of the required frequency signal. Therefore, such performance degradation problems
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should be seriously considered, especially in precision systems such as aerospace electronic
systems, where any potential functional degradation may be amplified in the operation of
related functional modules. It is worth noting that this article does not limit the circuit to
having only a single type of failure but allows the circuit to have multiple types of failures
simultaneously, which is also in line with the actual situation of failure circuits in practice.
This paper effectively simulates typical problems such as fundamental on–off, matching,
and load anomalies in PCB and their combination problems. Table 1 describes all types
of failures in this article and their corresponding setting methods. All multiple failures
involved in the experiment are composed of single failure combinations from the table.
The failure settings are not unique, but the settings in this article cover various typical
situations and can verify the algorithm’s feasibility enough.

Table 1. The DPAB single failure state setting method.

State Numbers The Considered DPAB Statuses The Involved Jumper Blocks

1 RF input failure Cut P5 and Cut P17
2 DC power failure Cut P1 or P3 or P7 or P16 or P19
3 Input matching failure of PA1 Cut P8 and Connect (Con) P15
4 Output matching failure of PA1 Cut P12 and Con P14
5 Input matching failure of PA2 Cut P20 and Con P25
6 Output matching failure of PA2 Cut P23 and Con P24
7 Load failure of PA1 Cut P10 and (Con P4 or Con P11)
8 Load failure of PA2 Cut P22 and (Con P18 or Con P21)

In Figure 9, this article adjusts the measurement distance between the DPAB and
the EMSCAN EMxpert EHX [42] electromagnetic scanner by attaching silicone patches
with different diameters and heights of 5 mm and 2 mm at the four corners of the DPAB
front surface. This standard-sized silicone gasket can effectively control the measurement
spacing when collecting signals to flexibly obtain more magnetic field data under different
standard distance measurements according to experimental requirements. The overall test
adopts a digital adjustable DC power supply, signal analyzer N9010B [43], and personal
computer to achieve circuit power supply and measurement data acquisition.
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4.3. Experimental Environment Assessment

As a non-contact PCB failure diagnosis algorithm based on electromagnetic measure-
ment methods, the measuring instrument can effectively collect radiation magnetic field
data from the PCB. However, other devices and instruments in the environment usually
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have some noise and are collected by measuring instruments. In order to ensure the effec-
tiveness and reliability of the magnetic field data used by the algorithm, the experiment
considered the influence of environmental noise on the measurement data. As shown in
Figure 10, based on the measurement platform shown in Figure 9, this article conducted
30 environmental magnetic field scanning tests with the PCB removed and plotted the
mean, minimum, and maximum values of interference noise on spatial measurement points
at each measurement frequency. It is not difficult to find that the distribution of the three
typical values of interference noise is relatively stable, which means that environmental
interference is relatively stable and there is no noticeable distortion. At the same time, the
maximum value of environmental noise that affects practical magnetic field data does not
exceed 14.5 dBuV, which means that all magnetic field data above this noise can reflect the
working state of the PCB.
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In order to ensure the accuracy and effectiveness of the measurement, this article
adopts a threshold εth denoising method to ensure that the data have high PCB features.
This method preserves magnetic field data H that is bigger than the maximum value of
environmental noise. Otherwise, the value is set to −∞. The specific filtering method is
as follows:

H =

{
H , H ≥ εth
−∞ , H < εth

(7)

All experimental data in the article will be preprocessed using this filtering scheme
before input into the algorithm, which greatly ensures the validity of the original data and
the reliability of the algorithm validation process.

4.4. Algorithm Setting and Experimental Data Analysis

The magnetic field data in this paper is derived from near-field scanning, which
is mainly used to ensure the integrity of the radiation characteristics of the PCB fully.
According to the magnetic flux source radiation formula provided in the literature [44]
as follows:

→
H& =

Imzlcos(θ)e−jk0r

j2πωµr3 (1 + jk0r) ·→r +
Imzlsin(θ)e−jk0r

j4πωµr3

(
1 + jk0r − k2

0r2
)
·
→
θ (8)
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where Imzl is the magnetic current source, ε is the dielectric constant of the medium,
k0 = ω

√
εµ is the wave number, ω is the angular frequency of the magnetic field, µ is the

medium’s permeability, r the distance between the magnetic field and the source of the
magnetic current. It can be found that when the original factory measurement is performed,
kr ≫ 1, then the radiation formula only retains the main items shown below:

→
H& ≈

jk0εImzlsin(θ)e−jk0r

4πr
(9)

where ε is the wave impedance. The signal processing module of the PCB usually radiates
weakly, while the power module usually radiates strongly. In the far-field case, many weak
signals will be lost, thereby weakening the characterization ability of the characteristics. In
addition, the signal in the far-field case is weaker than that in the near-field case, which
will increase the interference of external radiation and is not conducive to generating
practical characteristics.

In order to establish a comprehensive PCB failure diagnosis verification experiment
in the near-field, this paper combines all single failures in Table 1 with a maximum of
4 failures co-occurring. Moreover, at two measurement heights of 6 mm and 8 mm, 86 PCB
magnetic field states were collected, and 10–20 random measurements were taken for three
spatial dimensions in each state (the total of 2866 samples). The experimental scanning
frequency range is determined to be 15–500 MHz, with resolution bandwidth (RBW) of
1 MHz (scanning interval 1 MHz). The validation experiment has sufficient randomness
and typicality, covering typical issues such as DPAB on–off and performance degradation
under single and multiple failure conditions.

In order to establish a specific SSA algorithm in conjunction with experiments, this
paper uses eight batches to divide the samples into a ratio of 8:2 to establish a random data
training set and validation set. Channel × Width × Height = 8 × 224 × 224 is used as a
data-parallel training input to normalize the Z-score normalization module with a mean
and standard deviation of 0.5. The optimizer uses second-order momentum Adam [45],
with a learning rate of lr = 2× 10−5, decay parameter of [β1, β2] = [0.9, 0.999], and stability
constant ε = 10−8.

Based on the above PCB failure set collection and actual model parameter setting
scheme, this paper uses five levels of feature networks (FN) in SRA, namely ResNet18,
ResNet34, ResNet50, ResNet101, and ResNet152, to extract the magnetic field features
of PCBs, and compare the performance differences that may occur when different levels
of FN are combined with AGCN. ResNet18 and ResNet34 use a basic block containing
two 3 × 3 convolutional layers, while ResNet50, ResNet101, and ResNet152 use a bottle-
neck residual block containing three convolutional layers, namely 1 × 1, 3 × 3, and 1 × 1.
This article uses multiple quantitative indicators to measure the comprehensive perfor-
mance of the model, including Overall Precision (OP), Per Class Precision (CP), Overall
Recall (OR), Per Class Recall (CR), Overall F1 Measure (OF1), Per Class F1 Measure (CF1),
Accuracy (ACC), Mean Average Precision (MAP) [46]. The specific calculation formulas for
each evaluation indicator are as follows:

OP =
∑N

i=1 Nc
i

∑N
i=1 Np

i
CP =

1
C

N
∑

i=1

Nc
i

Np
i

OR =
∑N

i=1 Nc
i

∑N
i=1 Ng

i
CR =

1
C

N
∑

i=1

Nc
i

Ng
i

OF1 =
2 × OP × OR

OP + OR
CF1 =

2 × CP × CR
CP + CR

ACC =
∑N

i=1 Nc
i

N
MAP =

∑N
i=1 APi

N

(10)

where Nc
i is the number of correctly predicted i-th failures, Np

i is the number of predicted
j-th failures, Ng

i is the actual number of j-th failures, APi is the average accuracy of i-th
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failures, C is the number of failures to be predicted, and N is the total number of samples.
From the experimental results, it can be seen that different combinations of ResNet and
AGCN can accurately diagnose multiple failures in PCB.

Figure 11 uses a line chart to describe the indicators in Table 2. It can be seen that the
values of each indicator are relatively high when the model is equipped with different FN,
but there is no precise quantitative evaluation in different models.
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Table 2. SRA diagnostic parameters with different structure feature extraction networks.

Model OP CP OR CR OF1 CF1 ACC MAP

SRA18 99.79% 99.85% 95.42% 92.05% 97.55% 95.55% 92.13% 99.67%
SRA34 99.08% 98.50% 98.78% 98.01% 98.93% 98.25% 97.03% 99.77%
SRA50 98.98% 98.76% 98.47% 98.05% 98.72% 98.41% 96.33% 99.83%
SRA101 99.38% 99.32% 97.25% 95.85% 98.30% 97.55% 95.10% 99.72%
SRA152 95.72% 90.64% 93.28% 88.58% 94.48% 89.60% 81.82% 93.89%

In Figure 12, to qualitatively measure the comprehensive performance of the model,
this paper compares the eight indicator values of different models as 8-dimensional spatial
coordinate points with 100% Euclidean distance. The formula for calculating Euclidean
distance is as follows:

ED =

√
n

∑
i=1

(pi − po)
2 (11)

where pi is the indicators, po is the 100%, i = 1, 2, 3, . . . , 8.
From the experiment results, the RestNet34 as the feature extraction network can

achieve optimal model performance, which further illustrates that the more complex the
feature extraction network, not must be the better. For PCB diagnosis problems with
multiple failures, a suitable network layer and structure are necessary to extract more
appropriate failure features. Based on the optimal feature extraction network, the algorithm
independently calculated the individual accuracy (IAC) for the eight failures in Table 1 and
achieved results of 100%, 99.30%, 99.65%, 99.65%, 100%, 99.65%, 98.78% and 99.30%.

IACn =
Nc

n
Nn

(12)

where Nc
n is the number of correctly predicted n-th failures, Nn is the total number of n-th

failures, n is the state numbers in Table 1, and n = 1, 2, · · · , 8. This result demonstrates
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that the algorithm has a high recognition accuracy for each failure. In addition, based on
the optimal feature extraction network, this paper further evaluates the contribution of
adding AGCN to the model’s overall performance. It directly compares failure diagnosis
performance using ResNet by removing AGCN, obtaining the OP, CP, OR, CR, OF1, CF1,
ACC, and MAP at 97.28%,94.89%, 98.47%, 97.23%, 97.87%, 96.05%, 94.41%, and 99.19%.
Referring to the performance indicators of SRA34 in Table 2, AGCN has achieved an overall
improvement of 1.80%, 3.61%, 0.31%, 0.78%, 1.06%, 2.20%, 2.62%, and 0.58% in OP, CP, OR,
CR, OF1, CF1, ACC and MAP compared with ResNet, which is very precious in diagnosing
multiple failure problems.
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The experiment shows that it is different from the traditional EMC problem location
method provided in the EMSCAN EMxpert EHX user manual. Furthermore, this paper
uses a powerful neural network method to apply the data collected by the instrument
more efficiently to analyses. Specifically, the traditional EMC problem detection determines
the location and frequency of the PCB failure by subtracting the detection data from the
normal state data and determining whether there is data exceeding the threshold in the
spectrum difference in each spatial measurement point. With the help of the magnetic field
scanning instrument’s powerful spatial and frequency scanning capabilities, this paper
sets and radiates the magnetic field of different PCB failures, establishing a set of data
sets of failures considered by the PCB. On this basis, the proposed SRA algorithm is used
to realize the learning and training of the data set efficiently and further completes the
rapid diagnosis of PCB multiple failures more objectively and automatedly. This point
also highlights the significance of this paper, which can effectively eliminate the judgment
result deviation caused by the different operator experience or measurement standards
during diagnoses using the traditional method. In other words, this paper further utilizes
the inherent characteristics of the data more effectively. It effectively uses the objective
knowledge learned by the algorithm to comprehensively discover each collected data and
the fast reading of objective non-destructive diagnosis of multiple PCB failures.

5. Discussion
5.1. Discussion on the Main Experimental Results of SRA

In this study, the non-contact PCB failure diagnosis algorithm based on a self-attention
graph neural network demonstrated exceptional performance, particularly in multi-failure
scenarios where its detection capabilities were significantly enhanced. The experimental
results revealed that using ResNet34 as the feature extraction network yielded outstanding
results across multiple vital metrics, achieving 99.08%, 98.50%, 98.78%, 98.01%, 98.93%,
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98.25%, 97.03%, and 99.77% for OP, CP, OR, CR, OF1, CF1, ACC, and MAP, respectively.
These results highlight the critical role of the network structure in effective PCB failure
feature extraction. Notably, although more complex networks may offer increased feature
extraction capacity, the experiments showed that complexity does not always directly
correlate with performance. The strong performance of ResNet34 suggests that selecting
the appropriate network depth and structure is crucial for efficient failure diagnosis.

Additionally, the study demonstrated the significant contribution of the Adaptive
Graph Convolutional Network (AGCN) through comparative experiments. When AGCN
was integrated with ResNet34, the model’s performance saw notable improvements, with
increases of 1.80%, 3.61%, 0.31%, 0.78%, 1.06%, 2.20%, 2.62%, and 0.58% in OP, CP, OR, CR,
OF1, CF1, ACC, and MAP, respectively. These improvements further validate AGCN’s
advantages in complex failure detection tasks, enhancing model accuracy and adaptability
to diverse failure modes. AGCN optimized the feature extraction process, making the
model more precise and efficient in handling multi-failure diagnosis scenarios.

Moreover, the proposed algorithm shows strong potential in aerospace applications
and provides a reference solution for other high-reliability industrial uses. The algorithm’s
ability to achieve high accuracy across various metrics underscores its broad applicability,
particularly in diagnosing different PCB failures. Furthermore, the non-contact failure de-
tection method improves flexibility and safety in the diagnostic process, offering enhanced
possibilities for rapid and precise PCB failure detection.

5.2. Comparison of SRA and Mainstream Diagnostic Methods

The experimental results in this paper have fully verified that the SRA algorithm has
very effective PCB failure diagnosis performance when combined with ResNet, SAM, and
AGCN. In recent years, various deep learning models have been applied to failure detection,
each with unique strengths, limitations, and applicable background. To fully highlight
the advantages of the proposed SRA, this section compares it with widely used models
such as Extreme Learning Machine (ELM), YOLO, and Transformer [47–49]. These models
represent different approaches to feature extraction, attention mechanisms, and failure
detection strategies, which makes them relevant benchmarks for evaluating our method.

As a linear output network architecture with few parameters based on the gradient
descent algorithm, ELM has high-speed network training capabilities and is easy to build.
However, the hidden layer of ELM is susceptible, and the output is a linear mapping
relationship, which makes it have high requirements for initialization data and the number
of nodes, making it difficult to ensure its reliability for complex problems such as PCB failure
diagnosis based on magnetic field data containing complex physical field information. On
the contrary, SRA uses its deeper network stacking and self-attention mechanism to achieve
more complex local and global failure feature extraction and mapping.

As a target detection method, YOLO performs excellently in solving the positioning
task of specific targets. However, its implementation often requires manual box marking of
different targets in the sample, which makes the preprocessing workload of YOLO modeling
greater than that of SRA. In addition, the research of SRA is based on magnetic field data,
so using YOLO requires box marking of magnetic field data, which will be very difficult to
achieve. Because YOLO mainly solves the problem of visual target detection that people can
directly understand, and there is a physical mapping relationship between electromagnetic
data and PCB, it is difficult to directly mark the magnetic field area corresponding to the
failure of PCB itself based on subjective ideas.

Transformer architecture is widely used in various classification and detection tasks as
a self-attention mechanism with superior performance. Undeniably, Transformer has a very
high accuracy and excellent logical framework. However, its implementation depends on
three fundamental matrices: Query, Key, and Value, plus the position encoding and global
attention structure of the sample, and its computational cost is greater than that of SRA. In
contrast, the SAM structure in SRA with the same function is more straightforward, and
AGCN can also more easily parse the relationship between data points.
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The ResNet + SAM + AGCN framework in SRA thoroughly explains the advantages of
deep feature extraction, attention mechanisms, and graph-based processing. It can achieve
relatively simple network complexity based on fully considering the correlation between
data and achieving excellent diagnostic performance in the PCB failure diagnosis problem
studied in this paper.

6. Conclusions

This article mainly describes a non-contact PCB failure diagnosis algorithm based on
a self-attention graph neural network, which includes the specific principles and imple-
mentation methods of feature extraction network, self-attention mechanism, and adaptive
GCN. This article solves the problem of PCB multi-failure diagnosis, which is of concern
in the aerospace field. By using non-contact near-field measurement methods to obtain
scalar magnetic fields, the health status of PCBs can be determined, enriching the solu-
tions for rapid PCB detection. Regarding the proposed PCB diagnostic algorithm, this
article quantitatively analyzes the performance of the feature extraction network and SRA
algorithm through an actual experimental design. It ultimately achieved actual results of
99.08%, 98.50%, 98.78%, 98.01%, 98.93%, 98.25%, 97.03%, and 99.77% on multiple indicators
including OP, CP, OR, CR, OF1, CF1, ACC, and MAP, respectively. The actual testing
performance of the overall algorithm is relatively excellent, providing an effective solution
for PCB failure diagnosis in the aerospace field. This paper combines the ResNet feature
extraction model, self-attention feature enhancement model, and adaptive convolutional
graph neural network training model to provide a new solution to the PCB multi-failure di-
agnosis problem in avionic systems. In the future, other forms of features can be combined
to establish a multimodal feature fusion algorithm to expand the scope of application of
the algorithm.
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