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A B S T R A C T

This paper presents a framework to represent short-term operational phenomena associated with renewables
capacity factors and final service demand distributions in a capacity-expansion and integrated energy system
optimization model. The aim is to study the potential role of energy storage technologies coupled with renewable
energy sources aiding the decarbonization of the overall energy system. The proposed methodology is imple-
mented in an energy system optimization model named Tools for Energy Model Optimization and Analysis
(TEMOA) and then tested in a case study focused on the Italian energy system. We examine a collection of
scenarios that includes reference time scale scenarios, time scale sensitivity scenarios, and technology alternative
scenarios. This paper's findings indicate that energy storage is crucial for fully decarbonizing the Italian power
sector by 2050 in the absence of a low-carbon baseload. Additionally, it suggests that approximately 10 % of
Italy's electricity generation in 2050 should be routed through short-term energy storage devices.

1. Introduction

Renewable energy sources are expected to play a significant role in
the supply side of future energy systems as governments around the
world are promoting efforts toward decarbonization [1]. Although
variable renewable energy (VRE) resources such as solar, wind, and
hydro can be considered carbon-neutral technologies in the operation
phase, they depend on the availability of natural resources to produce
electricity. Thus, production from such VRE technologies is considered
uncertain and intermittent. On the contrary, thermal power plants are
typically characterized by higher and constant capacity factors (CFs)
[2]. Therefore, it is likely that a higher deployment of VRE will lead to
higher operational challenges in electricity power systems for decision-
makers to properly accommodate higher shares of uncertain resources in
a dispatch network originally designed for traditional power plants. In
this context, energy storage is a candidate to help tackle this issue,
allowing for storing and releasing energy and providing flexibility at
different times of the day according to the system's needs [3].

Many recent energy policies and incentives have increasingly
encompassed energy storage technologies. For instance, the US

introduced a 30 % federal tax credit for residential battery energy
storage for installations from 2023 to 2034 [4]. Recognizing the crucial
role of batteries in future energy systems, the European Commission
committed to establishing a “strategic battery value chain” in Europe
focusing on recycling to reduce the dependency on critical rawmaterials
import [5]. The same European Commission also recommended member
states [6] to accelerate the deployment of energy storage facilities
within the European Green Deal [7] and the REPowerEU [8] frame-
works. Finally, in the European landscape, the Italian government has
plans for substantial investments in electrochemical energy storage
systems, aiming at 6.3 B€ of total investments by 2030 [9] to reach
between 30 to 40 GW and 70 to 100 GWh of rated power and installed
capacity, respectively, by 2050 [10].

In achieving the targets mentioned above, energy system optimiza-
tion models (ESOMs) are essential tools that allow the assessment of
possible future energy and economic dynamics across diverse spatial,
temporal, and sectoral scales [11]. From the literature, ESOMs have
been used so far to assess the contribution of energy storage in sup-
porting renewables development on local (e.g., microgrids [12], or
islands like Pantelleria [13]) and regional (e.g., North Carolina [14,15],
Western Interconnection [16], US [17,18], Europe [19]) scales, showing
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that storage plays a critical role in low emissions scenarios. Specifically,
energy storage was found to be deployed in the analyzed electric system
when assuming an investment cost reduction of 50 % to the 2013 cost
levels in [16], while [19] estimated the optimal storage capacity to be
between 80 and 350 GWh for the European Union by 2050.

While ESOMs usually evaluate the whole energy system evolution on
a long-time horizon (several years to decades ahead), including supply
and demand sectors [20,21], electric system models only focus on the
power sector [22] and may adopt a capacity expansion (or planning)
[23] or focus on the operational dispatch and resources coordination
problems [24,25]. Capacity expansion models operate over the long run
to evaluate the future available capacity of power sector technologies,
according to the scenario under analysis by performing a constrained
economic optimization analysis [20,23]. Such a process aims to provide
useful information for policymakers and energy companies' future in-
vestments and how the technologies will be used to satisfy system de-
mand. On the other hand, operational models focus on unit commitment
and economic dispatching problems (with a more precise representation
of technical details such as ramping rates, generator commitment de-
cisions, spinning reserves requirements, etc.) given pre-determined ca-
pacity levels, demand, and environmental short-term forecasts. These
models typically look from hours to several days or weeks ahead.
Moreover, operational models usually do not account for investment
costs, focusing only on the operations and maintenance costs.

The distinction between such modeling strategies implies a different
burden on the computational time, which may become too high when
combining the finer time resolution of dispatching models with the long-
time horizon typical of ESOMs. Usually, dispatching models have hourly
or shorter time steps representation with planning horizons ranging
from a day to a month ahead, while capacity expansion ESOMs have
time steps represented as a subset of hours or times of day within a
month or season (for operational decisions) and modeled as a single or a
number of years (for investment decisions) with planning horizons
usually ranging from 5 to 30 years in the future. The impact of varying
the time resolution within the ESOMs was studied in [26], highlighting
that representative days are required to retain the chronology of

operational dynamics. This point is crucial to properly model phenom-
ena occurring across time, such as the storage charge and discharge
phases.

A relevant dependency of renewable penetration in the system on the
selected time steps is revealed in [27], as also discussed for ESOM tools
in general in [28]. Furthermore, the findings of [29] show how finer
time resolutions are necessary to produce realistic results. Those out-
comes suggest that, despite the increase in computational effort,
considering operational details can be important even when adopting a
long-term perspective focused on investments to obtain more relevant
results.

Different approaches were presented in the literature aiming to link
investments and operational details within ESOMs or power systems
models. In this regard, the available options are reported in [30]: uni-
directional soft linking; bidirectional soft linking; co-optimization of
investments and operations. In the unidirectional soft linking, capacity
expansion output constitutes the input for the operational model [31].
This approach has already been applied to Ireland [32], Belgium [26]
and North Carolina [14], which highlight how capacity expansion
ESOMs with low time granularity are not adequate to consider opera-
tional issues. Bidirectional soft-linking iteratively uses unidirectional
soft-linking, as discussed in [33]. The co-optimization approach has
been adopted so far on simpler models and typically with a focus on the
power sector only, either including the storage as in [16] or neglecting it
as in [34]. This is due to the substantial computational effort required
when considering more complex models.

As the planning and operation problems are strictly correlated,
addressing them separately implies approximations in the results. This
limitation is even more relevant when dealing with integrated models
not only covering the power sector but the entire energy system from
primary energy production to final energy consumption and aiming to
satisfy a wide set of final energy service demands. Given the complexity
of such models, they are usually structured on a limited number of time
slices, and few attempts were proposed to refine their time resolution (e.
g., [35]), which could, however, still affect the results.

To address this gap, this work introduces a novel methodology to

Nomenclature

CAES Compressed Air Energy Storage
CCS Carbon Capture and Storage
CCUS Carbon Capture Utilization and Storage
CHP Combined Heat and Power
CHPR Combined Heat to Power Ratio
ESOM Energy System Optimization Model
GHG Greenhouse Gas
LULUCF Land Use, Land Use Change and Forestry
O&M Operation and Maintenance
SC Supercapacitor
SMES Superconducting Magnetic Energy Storage
TEMOA Tools for Energy Modeling Optimization and Analysis
VRE Variable Renewable Energy

Subscripts and superscripts
Constant Constant cost component
d Time of day
D Set of times of day
Energy Energy cost component
f First
Hd Set of hours in the time of day d
IN Input commodity
Invest Total investment cost
l Last

Ms Set of months in the time season s
n Number of items according to the index
OUT Output commodity
p Previous
r Region
R Set of regions
Rated Rated power
s Time season
S Set of time seasons
y Year
Y Set of years

Parameters
CF Capacity factor
CapToAct Capacity to activity factor
SegFrac Time slice duration
StorageDuration Storage capacity (in hours)

Decision variables
Act Technology activity (in PJ)
Cap Technology capacity (in GW)
Flow Total commodity flow (in PJ)
Power Technology active power (in GW)
StorageEnergy Stored energy time slice by time slice (in PJ)
StorageLevel Energy stored in the technology (in PJ)

M. Nicoli et al. Journal of Energy Storage 101 (2024) 113814 

2 



enhance the time scale representation of ESOMs, enabling a more pre-
cise simulation of short-term system dynamics with a fine resolution,
down to hourly intervals. Within a capacity-expansion-oriented
modeling framework extending up to 2050, this study aims to improve
the representation of short-term operational details of technologies and
the potential role of energy storage in providing flexibility to the overall
energy system as the share of VRE grows. The primary innovation in-
volves increasing the time resolution of integrated models representing
the entire energy system. This approach not only facilitates the study of
storage but also explores potential synergies between storage and
technologies in other sectors, including both the supply and demand
sides of the system. The developed methodology can be easily extended
to any form of energy (e.g., electricity, hydrogen, heat, etc.), as in the
adopted ESOM, electricity is only one intermediate commodity among
others.

Section 2 presents the methodology adopted to perform the analysis,
focusing on the mathematical aspects specifically devoted to repre-
senting storage options and the model preprocessing and postprocess-
ing. Section 3 discusses the techno-economic characterization of the
modeled energy storage technology options. While Section 4 describes
the studied scenarios, the results associated with them are presented and
discussed in Section 5. Conclusions and future perspectives are reported
in Section 6. TEMOA-Italy, the specific model instance to which the
methodology was applied, is presented in the Appendix focusing on the
power sector and presenting the specific input data used.

2. Methodology

The main steps of the proposed methodology are depicted in Fig. 1,
showing the logical connection between the different phases of data
processing and the optimization process. They are:

- Derivation of the representative year through average hourly CFs
and demands distribution.

- Association of the months of the year to time seasons and the hours of
the day to times of day to define the time slices structure.

- Aggregation of CFs and demand distribution according to the
selected time slices.

- Integration of energy storage options, time slices, CFs, and demands
distribution in the model input database.

- Optimization.
- Results postprocessing focusing on intra-annual dynamics.

The presented flowchart is general and can be applied to any bottom-
up ESOM [20].

Going into the details, Section 2.1 presents the state of the art of how
storage technologies are typically modeled in long-term capacity
expansion ESOMs. Sections 2.2 and 2.3 present how the methodology
summarized in Fig. 1 has been implemented both in the model pre-
processing and postprocessing, discussing the main items necessary to
improve the time scale representation of an integrated model.

2.1. Time-dependent variables and storage modeling in ESOMs

ESOMs are constituted by tools implementing the mathematical
formulation (i.e., the model structure and the set-up of the optimization
problem) and a technology database, including the techno-economic
characterization of the items constituting the specific energy system
under analysis. While the spatial scale of ESOMs may be constituted of
one or more interconnected regions, the time scale of the model typically
involves a long time horizon of up to several decades, based on the
adoption of a set of milestone years to represent the future evolution of
the system on a discrete number of time intervals (see [37]).

The structure of the energy system is defined by commodities and
technologies. In integrated ESOMs, demand commodities are used to
quantify the energy service demands of the region under analysis
(buildings end-uses, industrial production, transport needs). The most
important techno-economic parameters for technology description are
shown in Fig. 2. Firstly, in any ESOM technologies present at least one
input and one output commodity, with few exceptions (e.g., mining,
import/export, CO2 storage, etc.). The conversion from input to output
commodities occurs according to the specified efficiency, representing
the output commodity produced per unit of input commodity consumed.
The association between commodities and technologies defines the
structure of the energy system and the technology chain from primary
production to final service demands. Three cost components can be
defined, contributing to the objective function of the optimizationmodel
[38]: investment cost (M€/cap.), annual fixed O&M cost (M€/cap.), and
variable O&M cost (M€/act.). Greenhouse gas (GHGs) emissions are
accounted for through emission factors, which may be associated with
the consumption of a specific commodity or the activity of a specific
technology [39].

In the perspective of modeling the variations of energy production
and consumption across time, several expedients are adopted. The first
relevant aspect concerns the distinction between baseload and non-

Fig. 1. Computational flowchart representing the data flow and the macro-steps of the proposed methodology. Icons are from [36].
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baseload technologies. In the Tools for Energy Modeling Optimization
and Analysis (TEMOA) [40] example, baseload processes cannot vary
their power across different times of the same day. However, they can
vary their power in different seasons of the year. TEMOA also allows the
modeler to specify specific limits for ramping rates. Curtailments are
allowed for specific technologies when the total production of a specific
energy commodity exceeds its total consumption by downstream
technologies.

Two parameters are very useful to account for the reliability of power
sector technologies, including storage options: the reserve margin and
the capacity credit. The reserve margin is a parameter used to quantify
the reserve capacity of a power system that is available during the de-
mand peak, and it is necessary to ensure enough backup power to deal
with possible contingencies. Each technology can contribute to meeting
the minimum reserve capacity according to its capacity credit param-
eter, which measures the share of the available capacity of a technology
that can be considered reliable (see [41] for the mathematical formu-
lation). The capacity credit is typically lower for VREs than for ther-
moelectric and nuclear power plants due to the intermittency of the first.

Coming to the peculiarities associated with storage technologies, it is
necessary to carefully account for the association between the technol-
ogy rated power (GW) and the available storage capacity (GWh). The
several alternatives available in the literature concerning the energy
storage modeling in ESOMs can be summarized in two options, one
represented by the TIMES Model Generator [42] and the second by
TEMOA.

The main difference between the approaches adopted by TIMES and
TEMOA consists of the energy storage capacity modeling. As shown in
Fig. 3, while the TEMOA formulation includes a dedicated parameter to

define the storage duration in hours associated with the rated power of
the technology, TIMES exploits an auxiliary commodity to link two
technologies devoted to account for the rated power (GW, technology 1
in Fig. 3a) and the storage capacity (GWh, technology 2 in Fig. 3b),
respectively. Indeed, each storage option must be assigned in TIMES to a
specific time interval (daily, weekly, seasonal), and consequently, the
maximum number of storage cycles is endogenously defined (365, 365/
7, 1 cycle/year) [38]. On the contrary, the “storage duration” parameter
included in TEMOA equations [41] requires identifying the combination
between the storage capacity available and the rated power of a tech-
nology before the optimization process. Such an approach leaves more
flexibility to the modeler, being not constrained by the predefined daily,
weekly, and seasonal storage cycles, but requires including in the
technology database more versions of the same technology if alternative
storage durations should be studied in competition with each other.
Consequently, the investment cost associated with any energy storage
technologies in TEMOA includes the power and the energy cost com-
ponents, and it is expressed per unit of technology capacity (e.g., M
$/GW). Note, however, that the relation between power and energy
capacity is not only a modeling aspect but it is due to the physical fea-
tures of the technologies [43].

The TIMES formulation was implemented as an example in the JRC-
EU-TIMES Model [44], while the TEMOA storage modeling was exten-
sively tested in [14] using an economic dispatch framework. Given the
open-source aspect of the model and data and the flexibility of the
abovementioned storage duration definition, TEMOA was selected to
carry out the analysis of this work. The main equations included in
TEMOA concerning the modeling of storage technologies are presented
in detail in Section 2.1. We consider a modified TEMOA version [45]

Fig. 2. The main techno-economic parameters of technology in ESOMs and the connection between technologies and physical (energy and material), demand, and
emission commodities.

Fig. 3. Graphical representation of the mathematical formulation associated with storage technologies implemented in TIMES Model Generator (a) and TEMOA (b).
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from the one presented in [40], including the new parameters and
constraints for technology groups from [46].

The specific feature of an energy storage technology in any ESOM
consists of the possibility for the input commodity flows to occur in
different time slices with respect to the output commodity flows, while
for non-storage technologies, they occur simultaneously. This peculiar-
ity enables storage technologies to cover the differences in the time
distribution of power supply and consumption. Such discrepancies are
typically modeled with devoted parameters which vary across the model
time slices. Concerning the supply side, time slice-dependent capacity
factors account for the uneven energy production due to the variable
availability of VRE resources across time. A similar behavior is associ-
ated with the final energy service demand distributions, which may vary
with the season of the year (e.g., space heating and cooling) and the hour
of the day (e.g., lighting).

The variation of the stored energy StorageEnergy by a storage tech-
nology in the specific time slice “s,d” is the difference between the total
flow of input commodities FlowIN multiplied by the round-trip efficiency
and the total flow of output commodities FlowOUT of such technology in
the time slice (see Eq. (1) [41]). The round-trip efficiency accounts for
both the inlet and the outlet efficiencies, while the self-discharge is
neglected. This is due to the modeling approach adopted by ESOMs,
typically using lumped parameters to represent technologies. In the
example of efficiency, this means using a single value to account for the
several energy losses possibly occurring.

StorageEnergys,d =
∑

s,d

FlowIN
s,d⋅Efficiency −

∑

s,d

FlowOUT
s,d ∀s ∈ S, ∀d ∈ D (1)

The TEMOA formulation evaluates for any time slice the storage
level StorageLevel of a technology. The storage level measures the energy
cumulatively stored in the technology as a function of its values in the
previous time slice “p” and the variation of the stored energy (see Eq.
(1)), as shown in Eq. (2) [41]. Moreover, the storage level at the end of
each milestone years (in the last time slice “s,dl”) must be equal to the
storage level at the beginning of the milestone year itself (the first time
slice “s,df”), see Eq. (3). This constraint is thought to simplify the model
formulation by excluding the possibility of exchanging energy between
different milestone years. Note that the exclusion of energy exchange
between different milestone years does not prevent the possibility of
studying seasonal storage within the same year.

StorageLevels,d = StorageLevels,dp + StorageEnergys,d ∀s ∈ S,∀d ∈ D (2)

StorageLevels,dl = StorageLevels,df (3)

The energy storage level at any time slice is also constrained to be
lower than, or equal to, the energy storage capacity of the technology,
expressed as the maximum StorageDuration, measured in hours and pro-
vided among the input parameters in the model database, associated
with the available technology power capacity Cap, usually measured in
GW. The StorageDuration parameter univocally defines the energy capacity
of the technology as a multiple of the power capacity. Eq. (4) is the
mathematical formulation of such a constraint, also involving the
quantification of the number of days associated with the season s
through the SegFracs,d parameter, expresses as a fraction of the total time
of the year, multiplied by the number of days within the year. This is
done to account for the maximum number of storage cycles, assumed
equal to the number of days since the oscillations in the energy supply
and demand seen through representative days occur, by definition, on a
daily basis. The CapToAct parameter expresses the maximum hypo-
thetical activity of a TEMOA technology per unit of available capacity if
constantly operated at full load. It is usually equal to 31.536 PJ/GW for
electricity production technologies if the unit of measure for the elec-
tricity commodity is PJ (see [46,47]).

StorageLevels,d ≤ Cap⋅CapToAct⋅
StorageDuration

8760
(

h
y

) ⋅
∑

d

SegFracs,d⋅365
(
days
y

)

∀s

∈ S, ∀d ∈ D
(4)

The TEMOA code also includes other items devoted to constraining
the maximum charging, discharging, and throughput power, which
must be within the technology rated power. TEMOA also allows the
manual setting of the storage level at the beginning of each milestone
year to a specific value [41]. Such items are not discussed here, and the
reader should refer to [41,48] for the complete documentation.

2.2. The model preprocessing

Large ESOMs [23] typically include a very simple discretization of
the time scale, based on a few time slices per milestone year and rep-
resenting the system dynamics with typical average days. This model
configuration is sufficient to evaluate phenomena well represented by
annual average values, and here, it will be used to produce reference
results to compare with scenarios with a more refined time scale reso-
lution. In this case, the model time scale refinement is a key factor in
precisely assessing intra-day system dynamics associated with the role of
energy storage options in long-term capacity planning while addressing
operational dispatch challenges [49]. For instance, the availability of
renewable sources is strongly dependent on the hour of the day, and
some final service demands depend on the season of the year (e.g.,
heating and cooling in buildings, lighting, office equipment, etc.). In the
approach proposed here concerning the slicing method, the adopted
time slices are chronological and average. This means that the selected
representative days refer to portions of the year that are in the same
chronological sequence as in reality, and they represent the average
behavior of the represented items, excluding anomalous or extreme
events. The choice of chronological time slices is due to the importance
attributed to them by the existing literature [26] to retain chronology
when dealing with storage technologies, as they aim to meet the energy
excess of production and consumption in sequential periods.

The time slices are defined by assigning the months of the year (from
January to December) to a specific time season and the hours of the day
(from the 1st to the 24th) to a specific time of day. Being based on hourly
historical data, the possibility of choosing times of day with a shorter
duration than 1 h is not considered. In such a way, the most detailed
time resolution that it is possible to explore corresponds to assigning to
each month a different season (12) and to each hour of the day a
different time of day (24), leading to the maximum possible number of
288 time slices (as also proposed in [34]). The described approach im-
plies two limitations:

1) The minimum duration of a season is one month. This implicitly
requires that a single typical day can adequately represent the reg-
ular VRE dynamics of all the days within the month. This is an
acceptable assumption since ESOMs usually do not consider in detail
the variation of final energy service demands across the time (i.e.,
that would require accounting for different demand profiles associ-
ated with working or not working days of the same week and month)
[47].

2) Sharing times of day among seasons. Once the times of day are
defined, they are shared among seasons without the possibility of
setting different assignments for each season. This limitation, shared
with several ESOM-based studies that tried to address the same issue
[34], is not present in other approaches [49].

According to the desired time slices configuration, the following
values should be calculated [41]: the duration of each time slice as a
percentage of the total time of the year SegFrac; the average CFs for
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renewable power sector technologies for each time slices
CapacityFactorTech and the percentage distribution of final energy ser-
vice demands among the selected time slices DemandSpecificDistribution.

Wind and solar CFs follow Eq. (5), where ˝r˝ is the spatial region that
is considered, ˝s˝ is the user-defined season, including one or more
months, ˝d˝ is the user-defined time of day, including one or more hours
of the day, ˝nyear˝ is the number of years, ˝nmonth∈Ms

˝ the number of
months belonging to the model time season and ˝nhourϵHd

˝ the number of
hours belonging to the model time of day.

On the other hand, Eq. (6) is used to evaluate the CFs for hydro-
electric plants. The absence of the day and hour indexes for the historical
data (right-hand side of Eq. (6)) implies that hydroelectric CF is constant
among different times of day within the same time season. This is
consistent with the typical data for water availability, as the production
from hydropower plants is mainly influenced by dynamics occurring on
a seasonal rather than hourly basis.

CapacityFactorr,s,d =
1

nyear⋅nmonth∈Ms

∑

∀year

∑

∀month∈Ms

CapacityFactorHistoricalr,year,month∀r

∈ R,∀s ∈ S,∀d ∈ D
(6)

A specific Python module, named “storage_preprocessing.py” and
freely available in the Supplementary material, was developed to
address the preprocessing issue, including the computation of the
duration of each time slice and the time distribution of non-annual final
demands.

2.3. The model postprocessing

At the end of the optimization process and similarly to other ESOMs
such as the TIMES modeling framework [42], TEMOA elaborates the
decision variables values for the studied scenario, and it saves summary
annual results into an Excel file, while detailed results per each time slice
are saved into specific tables (devoted to collect results) in SQLite
format. As the number of time slices increases, the size of the database
does, and manual postprocessing becomes an issue.

Given the focus of this study on intra-annual dynamics with fine time
slice resolutions, the postprocessing procedure is focused on deriving the
hour-by-hour power of each power sector technology per each time
season. Knowing the energy output from each technology in every time
slices of the year Energyr,s,d, measured in PJ, the average power
Powerr,s,d, measured in GW, for the hours belonging to the time slice is
calculated, according to Eq. (7).

Powerr,s,d = Energyr,s,d⋅
106

(
GJ
PJ

)

SegFracs,d⋅8760
(

h
y

)

⋅3600
(
s
h

) (7)

Eq. (7), together with other operations designed for data handling,
was implemented in a Python tool named “storage_postprocessing.py”
code, freely available in the Supplementary material. The technology
groups can be specified by the modeler by assigning to each technology
its group. The list of technology groups used to derive results presented
in this paper is based on the input energy sources of the power plants

with the following classification (also distinguishing CCS-equipped
plants): biofuels, CCS, coal, gas, geothermal, hydroelectric, hydrogen,
import, nuclear, oil, solar, storage, wind. The tool was used to obtain
Figs. 6, 9, and 11.

3. Techno-economic characterization of storage technologies

Several energy storage technology options have been proposed and
described in the literature. A complete overview of hydrogen storage
options is provided in [50,51], while [52] explores possible strategies to

store renewable energy (including chemical and thermal storage) and
[53] focuses on utility-scale electricity storage. Moreover, studies
providing techno-economic assessments for mature and non-mature
technologies are widely available. For example, [54] proposes the life
cycle cost of storage and the levelized cost of energy as metrics to make
operational decisions for alternative electricity storage options; [55]
compares the levelized cost of storage for technologies devoted to pri-
mary response; [56] focuses on long-duration energy storage technolo-
gies; [57] provides renewables and storage cost projections up to 2030.
To limit the effect of uncertainties related to non-mature technologies,
this work mainly focuses on technologies with a higher technology
readiness level, specifically hydroelectric pumped storage, lithium-ion
batteries for electricity storage, and tanks for pressurized gaseous
hydrogen storage. Alternative electricity storage options, as described in
[14], are also considered in a dedicated scenario (see Section 4), as
characterized in [44].

3.1. Electricity storage options

Concerning the techno-economic characterization of electricity
storage technologies, the following data sources were selected among
institutional data providers and reported in Table 1.

The listed references agree to provide a specific future capital cost
evolution per unit of storage capacity (kWh) for utility-scale lithium-ion
batteries from~500 $/kWh in 2020 to ~200 $/kWh in 2050. This range
is also consistent with data from the JRC-EU-TIMES model [44]. Once
validated with the other sources listed, data from the 2022 Annual
Technology Baseline by NREL [61] were taken as the main reference for
this study since they are the most up-to-date in our knowledge.

Table 1
Examined data sources providing techno-economic data and future projections
for energy storage technologies.

Agency Publication Year Reference

International Renewable
Energy Agency (IRENA)

Electricity storage and
renewables: Costs and markets
to 2030

2017 [57]

Lazard Levelized cost of storage -
Version 4.0

2018 [58]

International Energy
Agency (IEA) and
Nuclear Energy Agency
(NEA)

Projected Costs of Generating
Electricity

2020 [59]

US Energy Information
Administration (EIA)

Capital Cost and Performance
Characteristic Estimates for
Utility Scale Electric Power
Generating Technologies

2020 [60]

National Renewable Energy
Laboratory (NREL)

2022 Annual Technology
Baseline

2022 [61]

CapacityFactorr,s,d =
1

nyear⋅nmonth∈Ms ⋅nhourϵHd

∑

∀year∈Y

∑

∀month∈Ms

∑

∀hour∈Hd

CapacityFactorHistoricalr,year,month,hour∀r ∈ R,∀s ∈ S,∀d ∈ D (5)
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Moreover, that choice guarantees a higher consistency with the techno-
economic modeling of new technologies included in the TEMOA-Italy
power sector (as presented in Table A3), most of which are from the
same source.

As [61] provides three capital cost components for storage technol-
ogies (reported in Table 2), namely the power capital cost CostPower,
measured in $/kW, the energy capital cost CostEnergy, measured in
$/kWh, and the constant capital cost CostConstant , measured in $ and only
considered for residential and commercial battery storage, while it is
assumed to be negligible for utility-scale, the unitary capital cost
CostInvest , measured in $/kW and referred to the rated power of the
technology, can be estimated according to Eq. (8).

CostInvest = CostPower +CostEnergy⋅StorageDuration +
CostConstant

PowerRated
(8)

Following the assumption of [61], the rated power PowerRated

required in Eq. (8) to estimate the investment cost is assumed to be equal
to 5 kW for residential and 600 kW for commercial batteries. According
to the TEMOA formulation presented in Section 2.1, alternative tech-
nologies with different StorageDuration are considered. The possible storage
sizes are assumed to be equal to the options proposed by [61] 2 h, 4 h, 6
h, 8 h, 10 h for utility-scale; 1 h, 2 h, 4 h, 6 h, 8 h for commercial scale;
2.5 h, 4 h for residential scale. This strategy allows competition between
different storage configurations. Therefore, it is possible to identify the
optimal economic option in terms of storage capacity (kWh) per unity of
nominal power (kW) according to the model behavior in the studied
scenarios. The fixed O&M costs are set to 2.5 %/year of the total capital
cost, as done in [61].

Pumped hydro energy storage is also included among the technolo-
gies represented in the model as an existing source. This technology
represents the largest energy storage source in several countries,
including Italy [62]. However, most of the investments have been made
several decades ago. It is challenging to assume an average capital cost
for new pumped hydroelectric plants since such data is strongly
dependent on the features of the selected sites. In the present study,
since the available pumped hydro in Italy has been constant at ~7 GW
from 2006 to 2022 and the Italian reservoir hydroelectric capacity, in
general, is not expected to increase in the upcoming years, no new in-
vestments are allowed in TEMOA-Italy for these technologies and only
O&M costs and efficiency improvements are considered. The yearly
fixed O&M cost is assumed to be equal to 17.82 M$/GW, and the vari-
able O&M cost is assumed to be equal to 0.51 M$/PJ, both from [61].
The round-trip efficiency is assumed to be equal to 67 % in 2006 [63]
and to progressively increase up to 80 % in 2050 [61].

In addition to lithium-ion electrochemical batteries and pumped
hydro facilities, the other electricity storage options, along with their
corresponding efficiencies and costs are sourced from [14]. Specifically,
the following technologies are considered: flywheels (0.5 h), com-
pressed air energy storage (CAES, 8.0 h), NaS batteries (6.6 h), lead-acid
batteries (2.0 h), flow batteries (4.0 h), superconducting magnetic en-
ergy storage (SMES, 1.0 h) and supercapacitors (SCs, 1.0 h). The

durations cited are taken from [14]. The first year of availability is
assumed to be 2030, except for SMES, which is delayed to 2040 based on
[64]. A cost decrease of 25 % for non-mature technologies is assumed
from 2030 to 2050, extending the same lithium-ion cost reduction for
technology learning to the whole electricity storage sector. This
assumption draws on the findings presented in [57], which indicate that
the decrease in lithium-ion battery costs should mirror broader trends in
the electricity storage sector over the period from 2016 to 2030.

Note that, consistently with standard practices in the ESOMs field,
average values have been used to represent different technology cate-
gories rather than focusing on data tied to specific processes, applica-
tions or conditions. Due to this approach, possible innovative
enhancements proposed by the literature in the energy storage field (e.
g., [65,66]) are not considered, as well as options characterized by low
technology readiness levels.

3.2. Hydrogen storage options

Centralized and decentralized tanks for gaseous hydrogen storage
options are considered in the model. The techno-economic parameters
are based on the assumptions from the JRC-EU-TIMES model [44]. The
related costs are reported in Table 3 and are consistent with [13], which
estimates the investment cost of hydrogen tanks at 15 €/kWh (constant
from 2021 to 2040) based on [67]. In addition, [68,69] found the cost of
tanks for hydrogen storage will be 14.8 $/kWh and 10.5 $/kWh,
respectively, when the production capacity will reach 500 k units/year.
The round-trip efficiency is assumed to be equal to 100 % for such
technologies, as the compression losses are already accounted for in the
other step of the hydrogen value chain and are dependent on the specific
delivery strategy [70]. Availability refers to the uptime of the tank,
while the optimal number of operating cycles is evaluated by the model
according to the studied scenario, as discussed in Section 2.1.

The JRC-EU-TIMES model also provides the underground storage
option with an investment cost equal to 2.7 ÷ 3.5 €/kWh. However, the
data validation against other sources resulted in large uncertainties
associated with the capital cost of such technology. For instance, the
Open Energy Outlook model assumes 0.35 $/kWh [71]. For this reason,
and since precise studies for the underground hydrogen storage poten-
tials are still not available in the literature for the Italian case study, the
technology was not included in the study.

Table 2
Techno-economic characterization of lithium-ion batteries for electricity storage. Values from [61].

Size Lifetime (years) Round-trip Efficiency (%) CostPower ($2020/kW) CostEnergy ($2020/kWh) CostConstant (k$2020) Scenario

2020 2050 2020 2050 2020 2050

Utility-scale 15 85 249 107 369 82 Advanced
190 118 Moderate
199 246 Conservative

Commercial (600 kW) 15 85 205 108 324 77 433.8 131.4 Advanced
142 82 219.4 Moderate
249 178 302.3 Conservative

Residential (5 kW) 15 85 655 183 685 237 6.9 2.2 Advanced
247 320 3.0 Moderate
257 333 3.1 Conservative

Table 3
Techno-economic characterization of tanks for hydrogen storage. Values from
[44].

Technology Investment
cost (€2012/
kWh)

Fixed O&M
cost (€2012/
kWh)

Lifetime Availability
(%)

2015 2025 2015 2025

Centralized tank 16.58 12.97 0.76 0.60 22 98
Decentralized
tank

9.55 7.47 0.44 0.34 22 98
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4. Scenarios

The results presented in Section 5 are associated with the scenarios
shown in Fig. 4. Such scenarios have been implemented in the TEMOA-
Italy model, presented in the Appendix. The “reference time scale sce-
narios”, highlighted in green, are used to produce results related to the
reference time slices configuration, as detailed in Table A1. The four
scenarios differ in terms of the availability of energy storage technolo-
gies within the technology portfolio and the application of the emission
limits. Concerning the energy storage options, both electricity and
hydrogen storage are considered, as discussed in Section 3. More details
on how such technologies have been integrated into the TEMOA-Italy
energy system are available in the Appendix.

While scenarios B and BNS do not include any emission limit,
decarbonization scenarios include a decreasing emission limit starting
from 2030. The emission limit is equal to 194 MtCO2 in 2030 [72] and
decreases up to 29 MtCO2 in 2050 [10], allowing residual emissions
expected to be compensated by land use, land-use change, and forestry
(LULUCF) policies, as discussed in [39].

The “time scale sensitivity scenarios” (pink) are used to assess the
results' sensitivity to the time steps resolution through the application of
the methodology for the required model pre and postprocessing
explained in Sections 2.2 and 2.3. Specifically, the time seasons number
is constant among such scenarios and equal to four (winter, spring,
summer, and fall, as presented in the Appendix), since the most
important variations in renewable CFs are associated with solar and
wind and they occur on a short term time scale (see Fig. A3), while a
variable number of times of day was explored: #2, #4, #8 and #24 (see
Fig. 4).

Eventually, “technology alternative scenarios” (light blue in Fig. 4)
were studied to assess:

- The power sector evolution without any storage technology avail-
able, except for the already existing pumped hydro capacity

(“NoStorage”), to evaluate the optimal system evolution in the
absence of innovative storage options.

- The possible technology competition among electricity storage
technology when including non-lithium-ion options for electricity
storage (“Electricity”), as discussed in Section 3.1.

- The hydrogen storage role in a scenario without the availability of
electricity storage (“Hydrogen”); to evaluate the possible role of
hydrogen production through electrolysis, hydrogen storage, and
electricity production with fuel cells in balancing the power sector.

- The effect on the results of a lower hydroelectric production
(“LowHydro”); to consider the possible water scarcity in the future
due to the impact of climate change [73]. Specifically, this scenario
assumes a maximum hydroelectric potential in 2050 that is halved
compared to the others (108 PJ versus 216 PJ).

- The possible competition between nuclear and renewables with
storage in a dedicated scenario (“Nuclear”) allowing the deployment
of nuclear fission power plants (light water reactor and small
modular reactor [61]), assuming the same electrification level ob-
tained in scenario #24 and a maximum capacity for nuclear power
plants in 2050 ≈ 10 GW, in accordance with the most ambitious
scenario in terms of possible nuclear deployment proposed by [9].

5. Results and discussion

This section presents the results associated with the set of scenarios
presented in Fig. 4 (Sections 5.1, 5.2, and 5.3). The main source of un-
certainties and remarks are also presented in Section 5.4. More detailed
results are discussed in the Appendix.

5.1. Reference time scale scenarios

The time evolution of the available capacity and the electricity
production for the power sector in the “reference time scale scenarios” is
reported in Fig. 5. Thanks to the model calibration up to 2020, the re-
sults for the past milestone years (2010 and 2020) are common for all

Fig. 4. Set of scenarios analyzed in this work. The time slice number is reported as the product between the time season number (four) and the times of day number.
“Ref.” stands for reference time slices (as reported in Table A1), and “Hom.” for homogeneous (the 24 h of the day are equally prorated among the times of day). (For
interpretation of the references to colour in this figure, the reader is referred to the web version of this article.)
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the scenarios and correspond to historical data by the Eurostat Energy
Balances [74]. An increase in solar and wind capacity and electricity
production is shown from 2010 to 2020, to the detriment of coal and oil
plants. Base (B) and BaseNoStorage (BNS) scenarios only differ
regarding the availability of storage options in the future. However, as
the results suggest that storage is not competitive in the absence of a
decarbonization target, the results do not vary between such scenarios,
and a single column is reported in Fig. 5a and b for both of them.

The differences between B/BNS, Net0 (N), and Net0NoStorage (NNS)
occur in the future time periods. Fig. 5 shows results for 2030 and 2050.

Firstly, Fig. 5a shows a huge increase in the available capacity
associated with N (+290 %) and NNS (+267 %) with respect to B/BNS,
mainly due to the high penetration of renewable power plants, charac-
terized by a much lower CF with respect to fossil-fueled plants (see
Table A3). The main difference between N and NNS is due to the
different deployment of electricity storage capacity. The deployment is
lower in the NNS, as the only available storage technology is the existing

pumped hydro. Moreover, in the absence of storage (NNS), residual
electricity production from natural gas is still required in 2050. This is
due to the need to balance the solar unavailability during the night, as
more precisely shown in Fig. 6. The storage label in Fig. 5 only repre-
sents lithium-ion batteries and the existing pumped hydroelectric stor-
age capacity since other electricity storage options are not available in
the considered scenarios, as shown in Fig. 4. Note that no hydrogen
storage options were deployed in the optimal system configuration,
although they are available for installation in such scenarios.

Secondly, higher electricity production is computed for the N and
NNS scenarios, namely+41÷ 44%, with respect to the base scenarios in
2050 (Fig. 5b). This outcome is due to the higher electrification of the
end-uses, evaluated as electricity share in the final energy consumption,
consequent from the necessity of respecting the emission limit (see
Fig. 4) and within the constraints applied to the power sector (see the
Appendix).

Fig. 6 shows, for winter and summer, the electricity mix hour by hour

Fig. 5. Available capacity (a) and electricity production (b) in 2010, 2020, 2030, and 2050 for the “reference time scale scenarios”.

Fig. 6. Intra-annual electricity production and energy storage charge and discharge, hour by hour in winter (a, c, e) and summer (b, d, f) for the “reference time scale
scenarios” B/BNS (a, b), N (c, d) and NNS (e, f).
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in the typical day used to model the season, including the electricity
production evolution by technology group and the storage charge and
discharge phases. The same differences in terms of natural gas and
renewable penetration in the mix have already been observed in Fig. 5
and are also evident in Fig. 6. Specifically, the role played by pumped
hydroelectric in the NNS scenario is much lower with respect to the
penetration of pumped hydro and lithium-ion batteries in the N sce-
nario, and the electricity production from natural gas is necessary during
the night and to a larger extent during the winter than during the
summer, due to the lower solar availability.

Focusing now on the evolution of the penetration of storage tech-
nologies across the time horizon, Fig. 7 shows the evolution of energy
storage capacity and electricity output from 2010 to 2050 for the
“reference time scale scenarios”. The first interesting result is that the
three curves associated with the B/BNS, N, and NNS scenarios are
relatively close one each other up to 2030, and they remain on values
comparable to the historical evolution of the existing pumped hydro-
electric facilities both in terms of storage capacity and electricity output,
suggesting that the massive deployment of energy storage option is not
necessary to satisfy the Fitfor55 decarbonization targets for 2030 [72].
Coming to 2040 and 2050, as also highlighted by Fig. 5, the existing
storage capacity is completely disposed of in the B/BNS scenarios, while
a relevant difference emerges between N and NNS, due to the lithium-
ion penetration in scenario N that is not possible in NNS, only
including pumped hydroelectric plants. While in terms of storage ca-
pacity, the deployment of pumped hydroelectric and lithium-ion batte-
ries is comparable (≈13 GW/134 GWh and ≈20 GW/120 GWh,
respectively), in terms of annual electricity output, lithium-ion batteries
contributed more than pumped hydroelectric (≈26 TWh with respect to
≈7 TWh, respectively), due to the higher efficiency and CF of that
technology. The cost associated with lithium-ion battery deployment is
4.2 B€ throughout the time horizon.

5.2. Time-scale sensitivity scenarios

In this section, results related to the “time-scale sensitivity scenarios”
are presented. As discussed in Section 4, such scenarios only differ for
the times-of-day number: 2, 4, 8, and 24.

Fig. 8 reports the storage deployment in 2050 (lithium-ion batteries
and pumped hydroelectric plants) according to the studied scenario. The
name of the scenario corresponds to the number of times of day. From 8
to 24 times of day, both the capacity and the activity do not significantly
vary, suggesting that 8 times of day are necessary and sufficient for the
convergence of the results. Moreover, the deployed capacity oscillates
around the optimal value also suggested by the N scenario (≈39 GW/
254 GWh, see Fig. 7a).

Concerning the storage electricity output, a clear increasing trend

with the times of day number can be observed in Fig. 8. Since this is not
associated with a variation in the renewables' penetration among the
different scenarios, this behavior suggests that a fine time scale is useful
to properly model the storage contribution to balancing renewables
intermittency, as it is confirmed by the higher CF emerging by Fig. 8.

The storage capacity reported in Fig. 8, ranging from 28 to 39 GW in
terms of rated power, helps to meet the planning reserve margin con-
straints. This capacity, shown as peak charge/discharge power during
the summer in Fig. 9, aligns with the Italian government's target to
deploy 30 to 40 GW of storage by 2050, as mentioned in [10].
Furthermore, this result is consistent with findings from studies [75,76],
which used clustered representative days in their analyses. The simi-
larity in results, despite using average representative days, confirms the
reliability of this approach in estimating the necessary storage deploy-
ment, even when accounting for anomalous and extreme events.

The cumulative cost of technology installation rises from 2.1 B€ in
scenario #2 to 6.1 B€ in scenario #24. This increase is due to the se-
lection of technologies with shorter storage durations in scenario #24.
Specifically, the average storage duration decreases from 8.0 h in sce-
nario #2 to 6.7 h in scenario #24 as the time scale is refined, leading to
higher per-unit investment costs. The choice of storage durations, which

Fig. 7. Electricity output from storage technologies (a) and installed storage capacity (b) for the “reference time scale scenarios”.

Fig. 8. Electricity output from storage technologies and installed storage ca-
pacity for the “time scale sensitivity scenarios” (#2, #4, #8, and #24 as re-
ported in the horizontal axis) in 2050. Storage capacity is depicted as a black
line, and storage output as a red line. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of
this article.)
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are shorter than the maximum available options, indicates that long-
duration storage configurations, including seasonal storage, are not
competitive within the Italian energy system and the scenarios studied.

As far as the computational burden of increasing the number of time-
of-day is concerned, the computational time associated with each of the
time scale sensitivity scenarios spans from 147 s for scenario #2 to
1451s for scenario #24, tested on a machine equipped with an Intel
Xeon Gold 6248R CPU and 256 GB of RAM. The increased number of
time slices directly affects the computational cost: the time required to
perform the four phases of a TEMOA deterministic optimization: reading
the input database, creating the optimization problem, solving the
problem, and calculating output variables. By linearly interpolating the
total time as a function of the times of day number, the proportionality
coefficient can be estimated at 59.6 s per time of day, with a correlation

coefficient higher than 0.99. The approximately linear dependency of
the computational time on the number of time slices is also consistent
with the results of [76].

5.3. Technology alternative scenarios

In this section, results associated with the “technology alternative
scenarios” are reported. The aim of studying such scenarios is to explore
the results' dependency on the model structure and the availability of
key technologies for the competition with storage options in balancing
the VRE intermittency. Scenario #24, belonging to the “time scale
sensitivity scenarios”, is used here as a reference, and common features
of all the scenarios are the decarbonization target and the adoption of 24
times of day: the most refined time scale.

Fig. 9. Intra-annual electricity production and storage charge and discharge, hour by hour in summer for the “time scale sensitivity scenarios” #2 (a), #4 (b), #8 (c),
and #24 (d).

Fig. 10. Available capacity (a) and electricity production (b) in 2050 for the “technology alternative scenarios”.
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In terms of capacity, in Fig. 10a, an emerging competition between
storage and natural gas in satisfying the planning reserve margin can be
observed, whereas the VRES installed capacity does not significantly
vary among the alternative scenarios (except for NUC). With respect to
scenario #24, the scenarios ELC and LHD, which include more elec-
tricity storage options and boosting the storage role due to low hydro-
electric resources, respectively, deploy more storage power, while
scenarios NOS and H2, which do not include any electricity storage
technologies, require increasing the available backup capacity based on
natural gas.

The first difference among the scenarios concerns the role of natural
gas power plants in Fig. 10b. Although the electricity production by
natural gas is marginal in all the scenarios, the maximum value corre-
sponds to NOS, where neither electricity nor hydrogen new storage
options are available in the system, and in H2, where only hydrogen
storage options are available. Since the emission limit is applied to the
overall emissions of the system, minor changes in the other sectors
compensate for the slightly higher emissions in the power and hydrogen
sectors.

In the H2 scenario, centralized tanks are deployed only with an
annual activity of ~120 PJ in 2050, equal to ~65 % of the total
hydrogen production through electrolysis. Natural gas is necessary to
guarantee electricity production during the night, as well as the
deployment of a small CCS capacity. Note that H2 is the only scenario in
which such plants are selected, as shown in Fig. 11d.

When nuclear power plants participate in the technology competi-
tion, they are deployed up to the maximum capacity constraint assumed
(≈10 GW), to the detriment of both solar and wind. Indeed, in terms of
nominal power deployed, solar decreases from ≈126 GW in scenario
#24 to ≈56 GW in NUC, and wind decreases from ≈70 GW in scenario
#24 to 57 GW in NUC. In the presence of the nuclear baseload, storage is
not necessary anymore and even the existing pumped hydroelectric
storage capacity is progressively disposed of (see Fig. 11f). This dis-
covery indicates that the decision to utilize nuclear power or not could
significantly influence the role of renewables and energy storage in the
Italian energy system. This aspect surely warrants further investigation.
Note that the net hourly electricity distributions shown in Fig. 11 for the
six scenarios are not necessarily representative of the actual one. Indeed,
for ESOMs in general, as well as for TEMOA-Italy, electricity is an in-
termediate commodity for which both production and consumption

across the time slices are defined by the model without considering
detailed operational constraints.

Looking at the energy output from storage technologies, the four
scenarios also including alternative electricity storage technologies
show a good agreement in estimating≈50 TWh in 2050 through storage,
similar to scenario #24. In the ELC scenario, where non-lithium elec-
tricity storage technologies are available, a higher storage capacity is
installed in 2050 with respect to the other scenarios, as shown in
Figs. 10a and 11c. The breakdown of such capacity by technology is
reported in Fig. 12a, highlighting that CAES and NaS batteries may be
economically competitive even if with a lower penetration with respect
to lithium-ion batteries, despite the lower round-trip efficiency associ-
ated with CAES, while more expensive technologies are not selected.
Although this analysis focuses on short-term storage, the outcome
related to the competitiveness of CAES aligns with the findings of [77]
for long-term storage in the UK case study. Moreover, the necessity of
combining the deployment of lithium-ion batteries with technologies
presenting better performances in specific applications (e.g., primary
response and seasonal storage), such as CAES and NaS batteries, is an
outcome of [78] as well.

In conclusion, to assess the variability of the results among scenarios
considering the availability of at least one new electricity storage option,
Fig. 12b illustrates the electricity routed through storage relative to the
total electricity production by the power sector. The deviation from the
average trend is relatively small: the minimum to maximum range for
the listed scenarios indicates that storage contributes less than 3 % in
2030 and between 8 and 13 % in 2050 with respect to the total elec-
tricity production in the Italian system. Thus, at least for the scenarios
examined in this study and without nuclear options, the results show
limited divergence due to perturbations in the model structure.

5.4. Sources of uncertainties and remarks

The construction of an ESOM is a complex task that involves data
sources, assumptions, and modeling choices, all of which can be subject
to discussion. This complexity is compounded by uncertainties associ-
ated with future projections for socio-techno-economic input data.
Although this study does not address a precise uncertainty analysis, this
section highlights some key concerns related to that.

Firstly, considerable uncertainties surround the techno-economic

Fig. 11. Intra-annual electricity production and storage charge and discharge, hour by hour in summer for the “technology alternative scenarios” #24 (a), NOS (b),
ELC (c), H2 (d), LHD (e) and NUC (f).
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parameters used to model non-lithium-ion electricity storage technolo-
gies, particularly those with a low technology readiness level, like SMES
and supercapacitors. Those uncertainties led to the specific focus on
lithium-ion batteries in the main analysis due to their more reliable data.
Conducting a detailed parametric analysis, incorporating both advanced
and conservative improvements due to technology learning, could yield
different outcomes in technology competition. Such an analysis should
be conducted to enhance the reliability of the results.

Secondly, the modeling of the electric load profile in TEMOA-Italy is
indirect, as it considers the distribution of final service demands in
buildings, the transport sector, and industry. While this approach allows
for the joint optimization of supply and demand sectors, it does not
allow for precisely modeling the electricity consumption profile.
Although results proposed in this paper have been compared and vali-
dated with similar studies using different methodologies to highlight the
capability of capacity expansion models to properly estimate the order
of magnitude of the necessary storage capacity, the intrinsic time slice
structure of ESOMs inevitably neglects some aspects. For instance,
extreme events and fluctuations in the very short term are not consid-
ered at all. To address these limitations, it is worth exploring the pos-
sibility of soft-linking TEMOA-Italy with an alternative model instance
specifically focused on the operational challenges of the power sector.
This linkage could help to reproduce and validate the results using a
different modeling strategy. Moreover, applying the study to a different
spatial region (e.g., Europe) may lead to different results, including
seasonal energy storage, as higher variability in the renewables within
the year is associated with higher latitudes.

Finally, despite their contribution to reducing emissions and energy
import dependency, renewables and storage technologies pose chal-
lenges due to their raw materials intensity. Fluctuations in market prices
or issues in the availability of these commodities could arise in the
future, especially considering the growing demand for renewables and
potential international crises. To account for such uncertainties in en-
ergy planning, stochastic optimization could be a valuable tool. It en-
ables the exploration of alternative scenarios and their specific
probabilities, providing a more robust perspective on the system's
resilience to uncertainties.

6. Conclusions

This study presented an innovative methodology for integrating
short-term energy storage technologies into capacity-expansion-
oriented ESOMs. The approach allows enhancing the time scale refine-
ment of integrated ESOMs, incorporating higher granularity in time slice

structure, renewable CFs, and specific demand distribution. The paper
proposes a comprehensive techno-economic characterization of various
electricity and hydrogen storage options applied to the Italian energy
system using the open-source and open-data TEMOA-Italy model. A
model database preprocessing and postprocessing strategy to deal with
infra-annual input and output data is proposed.

The results highlighted how ESOMs could be used to catch the ex-
pected role of energy storage in future scenarios, provided a sufficient
number of time slices are considered. This was demonstrated by inves-
tigating the results' sensitivity to the model time resolution and
comparing them with those obtained with models focused on the
operational dispatchment, in the case of electricity storage.

The findings reveal the crucial role of storage technologies in power
sector dynamics within capacity expansion models. The results empha-
size the sensitivity of these models to both time scale and the inclusion of
diverse available technologies. With a decarbonization target, storage
technologies are projected to handle 8 ÷ 13 % of the Italian total elec-
tricity production by 2050. However, in the absence of emission con-
straints, the different storage solutions are not competitive. The optimal
deployed storage capacity when considering new electricity storage
options is ≈250GWh and ≈40GW, corresponding to an average storage
duration of ≈6 h.

This research could be extended by applying it to a power sector
model or considering a soft coupling with operational dispatching
models. This extension would enable a more detailed analysis of elec-
tricity dynamics, considering factors such as ramp-up and ramp-down
constraints represented in unit commitment models. Moreover, the
proposed methodology could be extended by considering not only
chronological average time slices but also time slices representing
clustered typical days as proposed, for instance, in [76]. This would
enable the consideration of extreme weather conditions impacting both
energy production and consumption, for instance.

Notably, the availability of nuclear power plants significantly im-
pacts the results, rendering storage non-optimal and reducing renew-
ables penetration due to the deployment of nuclear power for baseload
generation. Future investigations should explore the competition be-
tween renewables/storage and nuclear power within the Italian energy
system and other countries or regions in the world, providing valuable
insights for strategic decision-making.
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Appendix

TEMOA-Italy is a model instance focused on the Italian energy system and based on energy statistics provided by the International Energy Agency
(IEA) for the year 2006 (the “base year” of the time horizon for the analyses) [79], as extensively described in [63]. It allows the exploration of future
energy scenarios on a time scale up to the year 2050, subdivided into several time periods. The model is fully calibrated (i.e., matches actual energy
statistics) from the base year up to 2020. The model includes the techno-economic characterization of the typical energy sector included in any ESOM
(upstream, power sector, industry, transport sector, and buildings), together with technology modules devoted to hydrogen production (as described
in [70,80]) and CCUS options (carbon capture technologies, synfuels production processes, and carbon dioxide storage, from [44]), as shown in
Fig. A1. Internal production of hydrocarbons is based on [81], while i86mport and export prices are elaborate from [82,83]. The projection of final
demands in the industrial sector is performed according to [84]. More details on the model structure are available in [85,86].

Fig. A1. The whole TEMOA-Italy energy system [47], including electricity and hydrogen storage options. Icons are from [36].

As discussed in Section 2.1, TEMOA includes technology sets to distinguish between baseload and non-baseload technologies, to account for
curtailments, and to respect the reserve margin constraint at the sectorial level. In the model, curtailment is enabled only for solar and wind power
plants (non-dispatchable).
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Given that TEMOA-Italy is currently optimized with a maximum time resolution of 1 h and that, even for coal-based plants (the least flexible), the
typical ramping rates are in the order of 1 ÷ 4 % per minute [87], the average hourly ramping rate would be higher than 100 %, having no relevant
effects on the optimization process. For this reason, coal- and oil-fueled plants in TEMOA-Italy are assumed to have a constant output within the day
(as a simplification to model their lower flexibility), while gas-fueled plants are free to vary the output power hour by hour.

All the technologies producing electricity are involved in the computation of the reserve margin, which is set to 35 %, equal to the maximum value
registered by TERNA (the Italian transmission system operator) in the 2007–2016 period [88]. A 35 % planning reserve margin is also set by the Open
Energy Outlook [89], a TEMOA model instance developed for the US energy system. The capacity credits used to express the technologies' reliability
are reported in Table A3.

For this work, the TEMOA-Italy power sector was updated to the most recently available techno-economic data. Fig. A2 highlights the main
technology groups (power, CHP, and heat plants), the input as well as the output commodities (electricity and heat), and the connection with the other
technology modules of the model (regarding electricity and heat consumption). The technology-specific discount rates shown in Table A3 are from
[90,91]. The different currencies used to express the costs according to the cited references are converted to €2020 (the reference currency for TEMOA-
Italy) through the exchange rates from [92].

Regarding the model time scale, the standard model time slices are shown in Table A1. They consist of a combination of four seasons (winter,
spring, summer, and fall) and four times of day (night, morning, noon, and afternoon), corresponding to sixteen time slices. The allocation of the total
time of the year among the time slices is also reported in Table A1, assuming a non-leap year.

Table A1
Reference TEMOA-Italy time slices structure and duration of each time slice as a fraction of the total time of the year.

Hour of the day 20:00–04:59 05:00–10:59 11:00–13:59 14:00–19:59

Month of the year Time season Time of the day

Night Morning Noon Afternoon

January–March Winter 9.25 % 6.17 % 3.08 % 6.17 %
April–June Spring 9.35 % 6.23 % 3.12 % 6.23 %
July–September Summer 9.45 % 6.30 % 3.15 % 6.30 %
October–December Fall 9.45 % 6.30 % 3.15 % 6.30 %

Table A2
Association of the stored commodity to each storage technology implemented in the TEMOA-Italy database.

Storage category Storage technology Associated commodity

Electricity Lithium-ion batteries – Utility-scale Centralized electricity
Lithium-ion batteries – Commercial Distributed electricity

Commercial electricity
Industrial electricity

Lithium-ion batteries – Residential Residential electricity
Flywheels Centralized electricity
CAES Centralized electricity
NaS batteries Distributed electricity
Lead-acid batteries Distributed electricity
Flow batteries Centralized electricity
SMES Centralized electricity
Super capacitors Centralized electricity

Hydrogen Centralized tank Centralized hydrogen
Decentralized tank Distributed hydrogen

Other time slice options with respect to those presented in Table A1 are possible, and alternative configurations to assess the sensitivity of the
model results to the time scale modeling are presented in Section 4. The time slice variation is possible through the storage preprocessing tool pre-
sented in Section 2.2.

Electricity and hydrogen storage options presented in Section 3 were introduced in the model by assigning to each technology a specific stored
commodity, as shown in Fig. A1. The model presents a distinction between centralized and distributed electricity and hydrogen. For instance,
centralized electricity is produced by ground photovoltaic plants, while rooftop plants are devoted to distributed electricity production. Moreover,
lithium-ion batteries are also associated with the sectorial electricity delivered to the industrial, commercial, and residential sectors (the final
commodity representing sectorial consumption and produced mixing centralized and distributed electricity). The choice between centralized and
distributed electricity for non-lithium-ion electricity options is performed according to [14]. The commodity associated with each storage technology
is provided in Table A2.

The complete techno-economic characterization of new technologies included in the TEMOA-Italy power sector is available in Table A3. The
overall technology categories are power plants (devoted to electricity production), CHP and micro-CHP plants (devoted to combined electricity and
heat production), and plants devoted to heat production, including several technology options. More specifically, the possible energy inputs for the
power sector are fossil fuels (including the synfuels blending options, as discussed in [39,93]), biofuels, renewables, and hydrogen.
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Fig. A2. Scheme of the TEMOA-Italy power sector and its connection with the other technology modules composing the energy system. Icons are from [36].

Table A3 also includes the data sources. Concerning CHP, micro-CHP, and heat plants, the source is the TIMES-Italy model (another model instance
for Italy developed by ENEA and recently extensively updated in collaboration with the MAHTEP Group) in its original version [94], except for CHP
fuel cells, modeled according to the JRC-EU-TIMES Model [95]. Only the average value for the Combined Heat to Power Ratio (CHPR) is reported in
Table A3 for brevity.

Regarding the power plants, several sources were combined for their characterization. Indeed, being discount rates and capacity credits strongly
dependent on the Italian system's specificity and peculiarities, the TIMES-Italy values were adopted [94]. The average CFs of hydroelectric, solar, and
wind technologies are only reported in Table A3, but they are non-constant and dependent on the specific intra-annual time slice, as discussed in
Section 2.2. The techno-economic parameters of hydroelectric, geothermal, and biogas plants are from TIMES-Italy, while the power plants with CCS
and the hydrogen fuel cell are from the JRC-EU-TIMESModel [95]. Concerning fossil fuels, solid biomass, solar, and wind power plants, their costs and
efficiencies are from the 2022 Annual Technology Baseline (by the NREL, [61]), while the lifetimes are from [96]. Concerning the future projection for
the efficiency of fossil-fueled plants, a general 10 % efficiency improvement was applied to such facilities as an assumption based on the TIMES-Italy
projections.

The techno-economic data associated with nuclear options (light water reactor and small modular reactor) are from [61] and the basic model
structure excludes their deployment through a capacity constraint constant and equal to zero due to the Italian nuclear power plants phase-out [97].
This constraint is increased in a dedicated scenario (as discussed in Section 4) specifically devoted to studying the effect of a possible nuclear
penetration in the system starting from 2040.

Possible new investments in the electricity import/export capacity are considered, assuming an investment cost of 1000 M€/GW (based on recent
projects [98]) and assuming a capacity in 2050 up to ~15GW for import a ~9GW for export (based on the past growth trend from [99]).

Coming to the model constraints (detailed in [47]), the main sources of data are:

- TERNA Statistics [100], Eurostat Energy Balances [74] and GSE Statistics [101] for the calibration of the historical period 2006–2020.
- National Integrated Plan for Energy and Climate (PNIEC) [102], Long-term Italian strategy for GHG emission reduction (LTS) [103], Fit for 55
[104] concerning stated future policies implemented in the model. This includes the phase-out of coal power plants no later than 2030.

- Elaboration from ENSPRESO Database [105], for renewable future potentials.

Concerning the CFs computation, the algorithm requires historical data for solar, wind, and hydroelectric resources as an input. For the Italian case
study and considering solar and wind, the data source is the EMHIRES dataset [106] by the Joint Research Center (JRC) of the European Commission.
It provides historical hourly CFs from January 1st, 1986, to December 31st, 2015. Data are aggregated according to three different spatial layers,
following the nomenclature of territorial units for statistics (NUTS) by Eurostat [107]: countries, NUTS1 (macro-regions), and NUTS2 (administrative
regions). For this study, country and macro-regional data were selected, as explained in the following.
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Table A3
Techno-economic characterization of new technologies in the TEMOA-Italy power sector (release 3.0 [47]).

Category Resource Technology Efficiency
(%)

Lifetime Investment cost Fixed O&M cost Variable O&M cost Discount
rate (%)

Capacity to
activity

Capacity
factor (%)

Capacity
credit (%)

CHPR Source

Power
plants

Natural gas Gas cycle 35 ÷ 49 30 703 ÷

922
M$2020/
GW

21 M$2020/
GW

1.39 M$2020/
PJ

2.7 31.536 PJ/
GW

95 100 [94]
[61]
[96]Combined cycle 54 ÷ 59 30 838 ÷

1038
M$2020/
GW

28 M$2020/
GW

0.56 M$2020/
PJ

90

95 % CCS 55 30 1330 M€2010/
GW

38 M€2010/
GW

0.34 M€2010/
PJ

10.0 90

Coal Steam cycle 40 ÷ 44 30 2240 ÷

3075
M$2020/
GW

74 M$2020/
GW

2.22 M$2020/
PJ

6.2 76

79 ÷ 84 % CCS 41 ÷ 48 15 ÷ 30 2757 ÷

3758
M€2010/
GW

69 ÷

88
M€2010/
GW

0.64 ÷

1.62
M€2010/
PJ

10.0 90

Oil products Steam cycle 40 ÷ 44 30 2240 ÷

3075
M$2020/
GW

74 M$2020/
GW

2.22 M$2020/
PJ

6.2 85

Biofuels Biodiesel plant 35 ÷ 39 15 3626 ÷

4416
M$2020/
GW

151 M$2020/
GW

1.61 M$2020/
PJ

6.7 70

Biomass plant 25 ÷ 28 15 3626 ÷

4416
M$2020/
GW

151 M$2020/
GW

1.61 M$2020/
PJ

57

Agriculture and
farming biogas
plant

32 ÷ 40 9 2025 ÷

3500
M€2009/
GW

58 ÷ 65 70 [94]

Landfill biogas plant 900 ÷

1100
M€2009/
GW

40 ÷

75
M€2009/
GW

1.61 M€2009/
PJ

49 ÷ 60 50

Hydroelectric Micro-hydroelectric 30 4500 M€2009/
GW

78 M€2009/
GW

5.2 ≈23 30 [94]

Mini-hydroelectric 2250 M€2009/
GW

33 M€2009/
GW

30

Geothermal High enthalpy plant 10 15 3200 ÷

4000
M€2009/
GW

60 ÷

86
M€2009/
GW

10.0 86 100 [94]

Low enthalpy plant 4480 ÷

6000
M€2009/
GW

88 ÷ 90 100

Solar Ground
photovoltaic

30 620 ÷

6000
M$2020/
GW

13 ÷

43
M$2020/
GW

5.7 ≈14 20 [94]
[61]
[96]Rooftop

photovoltaic
751 ÷

8000
M$2020/
GW

10 ÷

48
M$2020/
GW

15

Wind Onshore 20 765 ÷

2532
M$2020/
GW

33 ÷

49
M$2020/
GW

7.6 ≈17 25 [94]
[61]
[96]Offshore (fixed) 2343 ÷

5000
M$2020/
GW

70 ÷

111
M$2020/
GW

8.6 30

Offshore (floating) 3467 ÷

4049
M$2020/
GW

57 ÷

69
M$2020/
GW

35

Hydrogen PEM fuel cell 45 ÷ 47 15 1000 ÷

3000
M€2013/
GW

56 ÷

61
M€2013/
GW

8.33 ÷

29.17
M€2013/
PJ

8.0 90 100 [95]

Nuclear Light water reactor 60 5000 ÷

5600
M$2020/
GW

146.96 M$2020/
GW

2.92 M$2020/
PJ

10.0 94 100 [61]

Small modular
reactor

60 5500 ÷

6200
M$2020/
GW

114.00 M$2020/
GW

3.13 M$2020/
PJ

CHP plants Natural gas Gas cycle 77 ÷ 86 25 960 M€2009/
GW

1.11 ÷

1.67
M€2009/
PJ

3.3 31.536 PJ/
GW

57 70 ≈1.3 [94]

Combined cycle 90 30 720 M€2009/
GW

0.33 ÷

0.50
M€2009/
PJ

34 ≈0.6

Cycle in counter
pressure

84 35 702 M€2009/
GW

1.39 M€2009/
PJ

74 ≈4.0

Cycle with steam
tapping

82 35 ≈2.5

(continued on next page)
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Table A3 (continued )

Category Resource Technology Efficiency
(%)

Lifetime Investment cost Fixed O&M cost Variable O&M cost Discount
rate (%)

Capacity to
activity

Capacity
factor (%)

Capacity
credit (%)

CHPR Source

Municipal
waste

Municipal waste
cycle

38 20 2059 ÷

4000
M€2009/
GW

9.50 ÷

12.50
M€2009/
PJ

70 ÷ 80 ≈0.5

Micro-CHP
plants

Natural gas Internal combustion
engine
(commercial)

80 ÷ 88 15 900 ÷

1100
M€2009/
GW

4.17 M€2009/
PJ

10.0 31.536 PJ/
GW

34 20 ≈1.1 [94]

Microturbine
(commercial)

80 ÷ 88 12 ÷ 20 1000 ÷

1500
M€2009/
GW

2.78 M€2009/
PJ

34 ≈0.4

Combined cycle
(commercial)

80 15 ÷ 20 1300 M€2009/
GW

5.00 M€2009/
PJ

34 ≈0.4

Solid oxide fuel cell
(commercial)

90 ÷ 96 20 2250 ÷

10,000
M€2020/
GW

4.86 ÷

30.56
M€2020/
PJ

90 ≈0.4 [95]

Biofuels Internal combustion
engine
(commercial)

80 15 1350 ÷

1870
M€2009/
GW

4.17 M€2009/
PJ

34 ≈0.4 [94]

Hydrogen PEM fuel cell
(commercial)

94 ÷ 96 20 1050 ÷

1500
M€2020/
GW

6.94 ÷

13.89
M€2020/
PJ

90 ≈0.8 [95]

Natural gas Internal combustion
engine (residential)

80 ÷ 88 15 900 ÷

1100
M€2009/
GW

2.78 ÷

4.17
M€2009/
PJ

34 20 ≈1.1 [94]

Microturbine
(residential)

80 ÷ 92 12 ÷ 20 1000 ÷

1500
M€2009/
GW

1.67 ÷

2.78
M€2009/
PJ

34 ≈1.5

Combined cycle
(residential)

80 15 ÷ 20 1300 M€2009/
GW

0.42 ÷

0.50
M€2009/
PJ

34 ≈0.4

Stirling engine
(residential)

80 ÷ 90 15 2100 ÷

2180
M€2009/
GW

2.78 ÷

5.00
M€2009/
PJ

34 ≈0.2

Solid oxide fuel cell
(residential)

90 20 3500 ÷

10,000
M€2020/
GW

6.97 ÷

27.78
M€2020/
PJ

90 ≈0.5 [95]

Hydrogen PEM fuel cell
(residential)

92 ÷ 96 20 4000 ÷

6000
M€2020/
GW

6.94 ÷

20.89
M€2020/
PJ

90 ≈0.5

Natural gas Internal combustion
engine (industry)

80 ÷ 91 15 1030 ÷

1100
M€2009/
GW

2.78 ÷

4.17
M€2009/
PJ

57 100 ≈1.1 [94]

Gas turbine
(industry)

74 ÷ 80 20 ÷ 25 800 M€2009/
GW

1.39 ÷

1.67
M€2009/
PJ

74 ≈1.2

Steam turbine
(industry)

75 ÷ 79 30 1500 M€2009/
GW

63 ≈0.3

Biofuels Internal combustion
engine (industry)

85 ÷ 93 15 1800 ÷

2100
M€2009/
GW

2.50 ÷

3.75
M€2009/
PJ

57 ≈0.2

Heat
plants

Natural gas Natural gas plant 80 60 4 M€2009/
PJ

2.4 M€2009/
PJ

5.0 1.00 PJ/PJ 60 100 [94]

Coal Coal plant 6 M€2009/
PJ

2.8 M€2009/
PJ

Oil products Oil products plant 5 M€2009/
PJ

2.5 M€2009/
PJ

Biofuels Biofuels plant 6 M€2009/
PJ

2.8 M€2009/
PJ

Geothermal High enthalpy plant 10 12 M€2009/
PJ

2.5 M€2009/
PJ

Low enthalpy plant 12 M€2009/
PJ

2.5 M€2009/
PJ
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For the hydroelectric CFs, the data sources are the 2006–2022 monthly reports on the electricity system by TERNA [100] (corresponding to the
existing years of TEMOA-Italy). Solar technologies are modeled with a macro-regional based distinction of CFs and future potentials (as explained in
Section 2.2). The selected macro-regions correspond to the NUTS1 Eurostat nomenclature, and they are north-west (ITC), north-east (ITH), center
(ITI), south (ITF), and islands (ITG). Five ground and five rooftop technologies are then included in the TEMOA-Italy database: characterized by the
same economic parameters shown in Table A3, but with different CFs according to the specific region of each technology.

While the detailed results, both for wind and solar, evaluated with a time resolution made of 4 seasons and 24 times of day, are shown in Fig. A3 (at
the country level), the annual average CFs are estimated at 14 % for solar and 17 % for wind (also reported in Table A3).

Fig. A3. Solar (a) and wind (b) average CF by season and hour of the day estimated using data from 1986 to 2015 for Italy.

The resulting annual average CF for hydroelectric is approximately 23 % (as also reported in Table A3). Concerning the long-term trend for
hydroelectric energy production, Fig. A4 shows both yearly data and the linear trendline from 2006 to 2022, highlighting a slightly decreasing trend in
that period for hydroelectric production. Despite this behavior (due to the Italian water scarcity in the last years and particularly in 2022 [73]), the
future CFs are kept equal to the 2006–2022 average values, assuming improvements in the facility's efficiency could compensate for this declining
trend.

Fig. A4. Annual Italian CF for hydroelectric plants from 2006 to 2022 [100]. The solid line represents the annual data, and the dashed line is the trendline.

Supplementary material

Supplementary material to this article can be found online at https://doi.org/10.1016/j.est.2024.113814.

References

[1] B. Yu, D. Fang, K. Xiao, Y. Pan, Drivers of renewable energy penetration and its
role in power sector’s deep decarbonization towards carbon peak, Renew.
Sustain. Energy Rev. 178 (May 2023) 113247, https://doi.org/10.1016/J.
RSER.2023.113247.

[2] Energy Information Administration (EIA), Electric power monthly, Accessed: Oct.
28, 2023. [Online]. Available: https://www.eia.gov/electricity/monthly/.

[3] T. Levin, et al., Energy storage solutions to decarbonize electricity through
enhanced capacity expansion modelling, Nature Research (2023), https://doi.
org/10.1038/s41560-023-01340-6.

[4] U.S. Internal Revenue Service, Residential clean energy credit, Accessed: Oct. 28,
2023. [Online]. Available: https://www.irs.gov/credits-deductions/residential-c
lean-energy-credit.

[5] European Commission, Report from the Commission to the European Parliament,
the Council, the European Economic and Social Committee, the Committee of the
Regions and the European Investment Bank on the implementation of the
strategic action plan on batteries: building a strategic battery value chain in

M. Nicoli et al. Journal of Energy Storage 101 (2024) 113814 

19 

https://doi.org/10.1016/j.est.2024.113814
https://doi.org/10.1016/J.RSER.2023.113247
https://doi.org/10.1016/J.RSER.2023.113247
https://www.eia.gov/electricity/monthly/
https://doi.org/10.1038/s41560-023-01340-6
https://doi.org/10.1038/s41560-023-01340-6
https://www.irs.gov/credits-deductions/residential-clean-energy-credit
https://www.irs.gov/credits-deductions/residential-clean-energy-credit


Europe, Accessed: Oct. 28, 2023. [Online]. Available: https://eur-lex.europa.eu/
legal-content/EN/TXT/?uri=COM:2019:176:FIN.

[6] European Commission, Commission Recommendation of 14 March 2023 on
Energy Storage - underpinning a decarbonised and secure EU energy system,
Accessed: Oct. 28, 2023. [Online]. Available: https://eur-lex.europa.eu/lega
l-content/EN/TXT/?uri=CELEX%3A32023H0320%2801%29&qid=167930289
8964.

[7] European Commission, A European green deal, Accessed: Jun. 27, 2022.
[Online]. Available: https://ec.europa.eu/info/strategy/priorities-2019-2024/e
uropean-green-deal_en.

[8] European Commission, REPowerEU, Accessed: Jul. 27, 2023. [Online]. Available:
https://ec.europa.eu/commission/presscorner/detail/en/IP_22_3131.

[9] Ministry of the Environment and Energy Security, Integrated national energy and
climate plan 2023, Accessed: Jul. 27, 2023. [Online]. Available: https://commiss
ion.europa.eu/publications/italy-final-updated-necp-2021-2030-submitte
d-2024_en, 2023.

[10] Ministry of the Environment and Land and Sea Protection, Ministry of Economic
Development, Ministry of Infrastructure and Transport, and F. and F. P. Ministry
of Agricultural, Italian long-term strategy of greenhouse gases emissions
reduction, Accessed: Aug. 30, 2023. [Online]. Available: https://www.mase.gov.
it/sites/default/files/lts_gennaio_2021.pdf, 2021.

[11] A.R. de Queiroz, et al., Repurposing an energy system optimization model for
seasonal power generation planning, Energy 181 (Aug. 2019) 1321–1330,
https://doi.org/10.1016/J.ENERGY.2019.05.126.

[12] G. Ma, J. Li, X.-P. Zhang, Energy storage capacity optimization for improving the
autonomy of grid-connected microgrid, IEEE Trans Smart Grid (2023) 1, https://
doi.org/10.1109/TSG.2022.3233910.

[13] P. Marocco, R. Novo, A. Lanzini, G. Mattiazzo, M. Santarelli, Towards 100%
renewable energy systems: the role of hydrogen and batteries, J Energy Storage
57 (Jan. 2023) 106306, https://doi.org/10.1016/J.EST.2022.106306.

[14] NC State Energy Storage Team, Energy storage options for North Carolina,
Accessed: Dec. 22, 2022. [Online]. Available: https://energy.ncsu.edu/storage/
wp-content/uploads/sites/2/2019/02/NC-Storage-Study-FINAL.pdf, 2019.

[15] D. Sodano, J. DeCarolis, A. Rodrigo de Queiroz, J.X. Johnson, The symbiotic
relationship of solar power and energy storage in providing capacity value,
Renew. Energy 177 (Nov. 2021) 823–832, https://doi.org/10.1016/J.
RENENE.2021.05.122.

[16] E. Hale, B. Stoll, T. Mai, Capturing the impact of storage and other flexible
technologies on electric system planning, Accessed: Jan. 08, 2023. [Online].
Available: https://www.nrel.gov/docs/fy16osti/65726.pdf, 2016.

[17] A. Farnsworth, E. Gençer, Highlighting regional decarbonization challenges with
novel capacity expansion model, Cleaner Energy Systems 5 (100078) (2023),
https://doi.org/10.1016/j.cles.2023.100078.

[18] J. Bistline, G. Blanford, T. Mai, J. Merrick, Modeling variable renewable energy
and storage in the power sector, Energy Policy 156 (Sep. 2021) 112424, https://
doi.org/10.1016/j.enpol.2021.112424.

[19] R. Golombek, A. Lind, H.K. Ringkjøb, P. Seljom, The role of transmission and
energy storage in European decarbonization towards 2050, Energy 239 (Jan.
2022), https://doi.org/10.1016/j.energy.2021.122159.

[20] M.G. Prina, G. Manzolini, D. Moser, B. Nastasi, W. Sparber, Classification and
challenges of bottom-up energy system models - a review, Renew. Sustain. Energy
Rev. 129 (Sep. 2020) 109917, https://doi.org/10.1016/J.RSER.2020.109917.

[21] A.S.R. Subramanian, T. Gundersen, T.A. Adams, Modeling and simulation of
energy systems: a review, Processes 6 (12) (Dec. 2018), https://doi.org/10.3390/
PR6120238.

[22] S. Pfenninger, A. Hawkes, J. Keirstead, Energy Systems Modeling for Twenty-First
Century Energy Challenges, Elsevier Ltd., 2014, https://doi.org/10.1016/j.
rser.2014.02.003.

[23] National Renewable Energy Laboratory (NREL), Power system planning:
advancements in capacity expansion modeling, Accessed: Jul. 12, 2023. [Online].
Available: https://www.nrel.gov/docs/fy21osti/80192.pdf, 2021.
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