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A B S T R A C T

Femur fractures are a significant worldwide public health concern that affects patients as well as their families 
because of their high frequency, morbidity, and mortality. When employing computer-aided diagnostic (CAD) 
technologies, promising results have been shown in the efficiency and accuracy of fracture classification, 
particularly with the growing use of Deep Learning (DL) approaches. Nevertheless, the complexity is further 
increased by the need to collect enough input data to train these algorithms and the challenge of interpreting the 
findings. By improving on the results of the most recent deep learning-based Arbeitsgemeinschaft für Osteo
synthesefragen and Orthopaedic Trauma Association (AO/OTA) system classification of femur fractures, this 
study intends to support physicians in making correct and timely decisions regarding patient care. A state-of-the- 
art architecture, YOLOv8, was used and refined while paying close attention to the interpretability of the model. 
Furthermore, data augmentation techniques were involved during preprocessing, increasing the dataset samples 
through image processing alterations. The fine-tuned YOLOv8 model achieved remarkable results, with 0.9 
accuracy, 0.85 precision, 0.85 recall, and 0.85 F1-score, computed by averaging the values among all the in
dividual classes for each metric. This study shows the proposed architecture's effectiveness in enhancing the AO/ 
OTA system's classification of femur fractures, assisting physicians in making prompt and accurate diagnoses.

1. Introduction

Deep Learning (DL), a powerful branch of Artificial Intelligence (AI), 
is rapidly gaining attention in the medical field as an optimization tool 
for all phases of clinical practice (Checcucci et al., 2023), from diagnosis 
and surgery (Cannavò et al., 2020) to pharmaceutical investigation 
(Rajula et al., 2020). AI along with Extended Reality has empowered the 
“Augmented Humanity” paradigm, which involves the study of tech
niques, technologies, and applications for improving human produc
tivity or capabilities through interactive digital extension of individual 
abilities (Cannavò et al., 2020), such as senses, motor skills, or cognitive 
capacities (Raisamo et al., 2019). This concept is of remarkable impor
tance in the medical field, where an efficient interaction between phy
sicians and computers could optimize clinical processes and overcome 
bottlenecks in decision-making processes from the perspective of sup
porting humans instead of replacing them. Literature shows that 
combining AI and human judgment can increase diagnostic precision 

and effectiveness (Göndöcs and Dörfler, 2024) in several medical dis
ciplines, among which orthopedics (Tariq et al., 2023; Wang et al., 
2022), urology (Bulten et al., 2021), and dermatology (Hekler et al., 
2019; Tschandl et al., 2020). In particular, promising outcomes have 
been observed in the accuracy and efficiency of fracture classification 
when using computer-assisted diagnosis (CAD) tools (Lindsey et al., 
2018; Yang et al., 2020; Tanzi et al., 2020). These systems use various 
methods, including DL algorithms, to evaluate medical images and offer 
diagnostic judgments. This can be especially helpful in emergency sce
narios where prompt and precise diagnosis is essential, as postponing 
surgical treatment or inaccuracies in surgical planning may result in 
higher morbidity and death rates (Ryan et al., 2015).

Due to the high occurrence (more than 10 million cases annually (Wu 
et al., 2021)), femur fractures continue to be a substantial global public 
health concern, which affects patients, their families, and healthcare 
systems (Dyer et al., 2016). This illness frequently implies a significant 
turning point in life, particularly for elderly individuals as it further 
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reduces already compromised capacity for self-sustenance. Further
more, within a year, just 40–60 % of senior people recover their pre- 
fracture level of mobility to carry out everyday activities (Dyer et al., 
2016). Considerable attention has been given to this issue due to the risk 
of severe disability (Johnell and Kanis, 2005; Bäcker et al., 2021), and its 
high morbidity and mortality rates (Sing et al., 2023), mainly because, 
as society ages, the yearly number is continuously rising (Sambrook and 
Cooper, 2006; Gullberg et al., 1997) and could double in the upcoming 
20 to 30 years (Sing et al., 2023). Therefore, to enhance patient out
comes and reduce the risk of hip fractures in the future, interventions are 
required to prevent, close the treatment gap, and offer post-fracture care 
(Sing et al., 2023; Fischer et al., 2021).

The classification of femur fractures is the current study's main topic 
and is based on multiple systems to emphasize a distinct fracture 
component. Several attempts have been made to address this problem 
supported by DL algorithms. Some studies focused on a high-level 
classification, such as distinguishing between atypical femoral frac
tures (AFFs) from normal femur fractures (NFFs) (Zdolsek et al., 2021) 
or considering only high-level classes that merge multiple low-level 
categories. For instance, Mutasa et Al. worked on a CNN to classify 
the images as Garden (Garden, 1961) I/II fracture, Garden III/IV frac
ture, or no fracture for femoral neck fracture detection and classification 
(Mutasa et al., 2020), while Alzaid et al. considered only type A, B, C of 
Vancouver Classification System (D., 1995) for classifying and localizing 
Peri-prosthetic Femur Fracture (PFF) (Alzaid et al., 2022). Some other 
studies exploited custom classes, such as Krogue et al. (2020), which 
considered normal, displaced femoral neck fracture, nondisplaced 
femoral neck fracture, intertrochanteric fracture, previous open reduc
tion and internal fixation, or previous arthroplasty. Recently, the 
Arbeitsgemeinschaft für Osteosynthesefragen (AO) and Orthopaedic 
Trauma Association (OTA) classification system (Meinberg et al., 2018) 
has been commonly adopted for femur fractures. Some methods were 
proposed, ranging from fully automatic tools that concentrated only on a 
limited set of classes, such as “A”, “B” and “not-fractured” (Jiménez- 
Sánchez et al., 2020), or “no fracture” and each type of A fractures (Lee 
et al., 2020), to other methods which merged the visual data ancillary 
information at training from radiology reports. In this way, the model 
learned from X-ray images and textual radiology reports simultaneously 
(Lee et al., 2020). In a previous study, remarkable results were obtained 
concerning femur fracture classification according to the AO/OTA 
classification system. The proposed system explored the Vision Trans
former (ViT) architecture to address the categorization of seven classes: 
Unbroken, A1, A2, A3, B1, B2, B3 (Tanzi et al., 2022).

Due to the rapid advancement in the development of DL technology, 
new algorithms with increasingly high performance are continuously 
updated and introduced to support individuals in different application 
fields. Nevertheless, healthcare entails some issues that cannot be easily 
addressed. For instance, neural networks require a huge amount of data 
to be properly trained. In this sense, medical information could not be 
available due to a limited number of patients suffering from a specific 
pathology, or gathering sufficient input data could be challenging due to 
privacy-related issues (Lee et al., 2020).

Although deep learning technologies can produce incredibly 
dependable results, it can be challenging to comprehend their behaviors 
because they are frequently very opaque, if not completely undetectable. 
It could still be challenging for even highly qualified professionals to 
fully understand these so-called “black-box” models (Yang et al., 2022). 
One of the most common criticisms of this research area is the difficulty 
in explaining the results of these algorithms and their lack of inter
pretability (Rai, 2020), particularly in the medical industry where a high 
degree of reliability is necessary to allow physicians and patients to 
accept and trust the technology. To this purpose, the class of systems 
known as explainable AI (XAI) offers transparency into the decision- 
making, prediction, and action execution processes of AI systems, 
unboxing how they make their “black-box” decisions (Yang et al., 2022). 
In addition to outlining the method's advantages and disadvantages, XAI 

indicates the system's future behavior and justifies the decision-making 
process (Du et al., 2019). Various XAI methods have been explored in 
digital healthcare and medicine (Yang et al., 2022), including dimension 
reduction (Hao et al., 2018; Bernardini et al., 2019), feature importance 
(Suh et al., 2020; Singh et al., 2020), attention mechanism (Kaji et al., 
2019; Kim et al., 2021; Rajpurkar et al., 2020; Porumb et al., 2020), 
knowledge distillation (Lee et al., 2019; Prentzas et al., 2019), and 
surrogate representations (Panigutti et al., 2020; Lauritsen et al., 2020).

A reliable and precise method for identifying the different types of 
femur fractures could be essential for clinical practice to ensure rapid 
diagnosis and improved outcomes following surgery (Qi et al., 2020). As 
a matter of fact, patients frequently suffer grave effects when a fracture 
in their radiograph is missed, including poor function recovery and 
therapy delays (Jiménez-Sánchez et al., 2020). Nonetheless, emergency 
physicians lacking subspecialized training in orthopedics frequently 
examine radiographs in emergencies out of necessity, and up to four out 
of five documented diagnostic errors are fracture misdiagnoses (Lindsey 
et al., 2018).

In a previous study, a novel DL-based CAD system was introduced, 
demonstrating the power of the ViT architecture for a more efficient and 
accurate prediction of femur fracture type according to the AO/OTA 
classification (Tanzi et al., 2022). The primary aim of this paper is to 
enhance the findings of state-of-the-art deep learning-based classifica
tion of femur fractures according to the AO/OTA system, thereby 
providing better support for healthcare professionals in accurately 
classifying femur fractures. For this purpose, findings obtained from the 
previous study based on the ViT Transformer for the classification of 
Unbroken, A1, A2, A3, B1, B2, and B3 classes (Tanzi et al., 2022) were 
further improved, by exploring the current advancement in DL research 
and changing the architecture of the model. A cutting-edge architecture, 
YOLOv8 (Jocher et al., 2023), was involved and fine-tuned, taking into 
careful consideration the model interpretability through the analysis of 
the attention maps related to the model. The YOLOv8 real-time object 
detector (Jocher et al., 2023) is the most recent version in the YOLO 
series and, to the best of our knowledge, is considered the state-of-the- 
art in terms of speed and accuracy across a broad range of applica
tions, such as object detection (Reis et al., 2023; Talaat and ZainEldin, 
2023), semantic segmentation (Yue et al., 2023; Pandey et al., 2023), 
and image classification (Al Mudawi et al., 2023; Quach et al., 2024). 
Moreover, to overcome the skepticism about the use of deep learning in 
the medical field due to their challenging interpretation and enigmatic 
prediction-making process, the Eigen-CAM model (Muhammad and 
Yeasin, 2020) was used to compute the principal components of the 
learned features from the convolutional layers and to visually display 
the regions that the network mostly concentrated on to provide the 
prediction.

This approach has been conceived to foster the comparisons between 
artificial intelligence and human judgment, especially for borderline 
cases. In addition, data augmentation techniques were applied at the 
preprocessing stage by applying image processing transformations to the 
input images.

2. Materials and methods

An overview of the proposed approach is shown in Fig. 1. The 
original database was initially divided into training, validation, and test 
sets. Employing data augmentation techniques, the training portion's 
images were processed to double the number of training images and, as a 
result, optimize the algorithm's training phase. Once the trained model 
was refined, it was assessed utilizing a set of test images that hadn't been 
seen before. Given the test set as input, the trained model can predict the 
type of fracture and matching attention map for each image.

The dataset, the architecture of the YOLOv8 DL model, and the 
training process and metrics are described in the following sections.
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2.1. Original dataset

The initial dataset was retrieved from the previous work (Tanzi et al., 
2022). Patients' details are provided in Table 1. The dataset was 
composed of 4233 manually annotated images. To guarantee the ground 
truth, three orthopaedic surgeons carried out the labeling process. The 
images were divided into different fracture types: 1976 Unbroken fe
murs, 535 type A1, 473 type A2, 171 type A3, 637 type B1, 333 type B2, 
and 108 type B3. Because C-type femur fractures are so uncommon, they 
were not included in the current study's data. From this initial dataset, 
85 % was used for training, and 15 % for validation and testing. 
Consequently, the dataset is composed of 3587 training images, 646 test 
images, and 289 validation images, which are a subset of the test ones.

2.2. Data augmentation

To further improve the system reliability and the challenge of 
acquiring labeled medical data, the number of images of the initial 
dataset has been increased through data augmentation (Xu et al., 2023; 
Liu et al., 2024; Beddiar et al., 2023; Islam et al., 2024; Ayan and Unver, 
2018; Hussain et al., 2017). Appropriate changes were chosen with the 
medical team's assistance to increase the quantity and heterogeneity of 
the database without compromising the data quality (Kora Venu and 
Ravula, 2021). To prevent bias in the testing phase and enhance the 
robustness of the learning process, data augmentation was exclusively 

applied during the training phase. No data augmentation was employed 
during testing. Furthermore, a comparative analysis of several config
urations of transformations was performed to evaluate the effective 
advantages.

The following transformations were selected: horizontal flipping, 
vertical flipping, rotation, color jitter in brightness and contrast, inver
sion, equalization, sharpness adjustment, auto contrast, and Gaussian 
blurring. Fig. 2 shows a visual example of each transformation con
cerning a sample picture. Firstly, a horizontal flip was applied, which 
mirrors the image along the vertical axis, and a vertical flip, which 
mirrors it along the horizontal axis. These flips assist the network in 
recognizing femurs in different orientations. Secondly, each image was 
rotated by 10 degrees, thus exposing the network to images that were 
slightly tilted in various directions. To diversify the dataset color jit
tering was employed, which randomly adjusts brightness and contrast. 
Depending on the chosen parameters, the contrast and brightness can be 
reduced by up to 50 % or increased by up to 50 % compared to their 
original value. This transformation simulates the variability of lighting 
conditions and color profiles according to real-world imaging scenarios. 
Gaussian blur was applied to each image, with a randomly chosen kernel 
size between 5 and 9 and a standard deviation value ranging from 0.1 to 
5. This technique simulates various degrees of image blurring, 
enhancing the network's ability to recognize key features even when the 
images are not sharp. Furthermore, random inversion and sharpness 
adjustment were added, which reversed the colors and varied the 
sharpness to enhance or soften details. These transformations help to 
handle different levels of contrast and sharpness. Additionally, auto
contrast and equalization techniques were employed. The former adjusts 
the contrast of the image automatically based on its histogram, the latter 
redistributes the brightness values to spread them out more evenly 
across the image. Each image in the training set was subjected to a single 
transformation at a time, resulting in nine new augmented images per 
original image. Subsequently, some images were drawn such that the 
classes were numerically twice as large as the initial training classes. The 
augmented images were randomly selected from the set of images 

Fig. 1. Overview of the proposed system. The original database was divided into training, validation, and test sets. The training images were processed through data 
augmentation to optimize the training phase. The trained model, given the test set as input, can predict for each image the fracture type and the corresponding 
attention map.

Table 1 
Dataset details.

Age (yr) Median (IQR) 81 (73–86)

Sex F 67.5 %
M 32.5 %

Ethnicity Caucasian 93 %
African 4 %
Hispanic 2 %
Asian 1 %
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obtained through rotation, vertical and horizontal flipping and thus did 
not transform in contrast and brightness, and from the images obtained 
through the other transformations whose new luminosity and contrast 
was between the 25th and 75th percentile of the actual training images 
(Goceri, 2023). The best configuration of augmented transformations, 
which minimized false positives and negatives, particularly between 
configurations A1 and A2 and A1 and B3 was obtained by doubling the 
numerosity of samples for each class of the training dataset, creating a 
new training dataset of 7174 images.

2.3. Deep learning model architecture

With its release at the start of 2023, Ultralytics' YOLOv8 model 
established a new benchmark for numerous tasks, including posture 
estimation, object detection, instance segmentation, and classification. 
This powerful deep learning model consists of a convolutional neural 
network with three primary building blocks: head, neck, and backbone. 
A graphical representation of the YOLOv8 model is shown in Fig. 3. 

Significant features are extracted from the input by the backbone, 
further referred to as the feature extractor. The neck behaves as a 
connector, carrying out actions related to feature fusion and incorpo
rating contextual information. The head is the final part of the network 
and is responsible for generating the outputs. To solve the image clas
sification problem, YOLOv8 employs a variant of the EfficientNet ar
chitecture and several model configurations, all pre-trained on the 
ImageNet dataset. The five model configurations are known as nano, 
small, medium, large, and extra-large, arranged in ascending order ac
cording to the depth, width, and number of parameters of the archi
tecture layers. A lighter, faster, but less accurate trained model could 
come from a configuration with fewer, simpler layers. On the other 
hand, a more complex model results in a higher accuracy, a heavier 
architecture, and slower performance. Because the model configurations 
range concerning speed, accuracy, and parameters, this architecture is 
more adaptable to the diverse applications' accuracy and computation 
needs. Moreover, a collection of augmentation methods is automatically 
integrated into the training process to add variability and improve the 

Fig. 2. Graphical representation of the selected transformation applied during the data augmentation process. The original unbroken femur image is shown on the 
left and the nine augmented images obtained from the applied transformations are arranged in the three rows on the right.

Fig. 3. Overview of the Yolov8 model architecture. The head, neck, and backbone are the three main structural components of the architecture. The backbone 
extracts important information from the input. The neck functions as a connector, integrating contextual data with feature fusion. The head, which is the last 
component of the network, is in charge of producing the fracture class as output.
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capability of the model to generalize to new data. A benchmark con
cerning the different Yolov8 configurations was performed to assess the 
most suitable setup considering the non-augmented dataset and default 
training and data augmentation parameters, confirming that the 
YOLOv8-x configuration performed the best overall. This is consistent 
with the complexity of the medical issue, which necessitates a tailored 
network in terms of architecture and a greater number of parameters 
that must be optimized to identify the different features within the 
medical images and produce a reliable prediction.

Since YOLO was created for a generalist context, an additional effort 
has been required to match the medical situation. In particular, the 
original dataset was affected by a lack of images related to the B3 class, 
representative of a less frequent event. Despite at each epoch, the model 
sees a slightly different variation of the images through YOLO data 

augmentation, this operation does not increase the number of images. 
Consequently, the original dataset was increased through data 
augmentation to mitigate this issue and further enhance the other 
classes, as described in Section 2.1. It was also observed that YOLO's data 
augmentation sometimes produces a lot of artifacts, making it difficult to 
track an image back to the source, as visible from the sample training 
batch shown in Fig. 4. This led to the deactivation of certain default 
transformations. In particular, the erasing transform, which randomly 
erases a portion of the image, was deactivated to avoid that, if the 
portion containing the fracture were randomly deleted, the network 
would learn about incorrect portions of the image. Additionally, the 
mosaic augmentation, which entails piecing four images together, de
grades performance if used for the full training program. Since it was 
empirically shown that turning the mosaic augmentation off for the final 

Fig. 4. Example of images belonging to a training batch, transformed through default YOLO data augmentation.
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ten epochs is beneficial, this parameter was adjusted with the number of 
epochs.

2.4. Data interpretability

The healthcare domain requires the model to be as interpretable as 
possible to improve the prediction's reliability and effectively support 
physicians' assessment. This includes explaining to the user what the 
model learns from the data or why it performs badly in a particular 
situation. Eigen-CAM is a class discriminative method that has proven its 
robustness against classification errors made by fully connected layers in 
CNNs. It is one of the models that allows obtaining a class activation map 
to improve model interpretability. It does not rely on the back
propagation of gradients, class relevance score, maximum activation 
locations, or any other form of weighting features (Muhammad and 
Yeasin, 2020). To compute and show the key elements of the learned 
features/representations from the convolutional layers and to produce 
visual explanations of the output decision by identifying the region in 
the input space that generates the decision itself, this model was inte
grated into the YOLOv8 architecture. The comparison between the areas 
that the deep learning model prioritizes to get the prediction and the 
ones that the physician uses to identify the type of fracture allowed for 
major comprehension of how the algorithm works.

2.5. Training and metrics

The model ran on a Windows 11 system with an NVIDIA Quadro RTX 
6000 GPU, using Python-3.11.8 and PyTorch 2.2.2 + cu118 library. The 
final classification model, which contained 183 layers, 56,150,807 pa
rameters, and 56,150,807 gradients, was trained for 50 epochs and a 
batch size of 8, requiring approximately an hour and a half. However, in 
most cases about 20 epochs proved sufficient for the model to learn, as 
shown in Fig. 5.

Furthermore, all the input images were resized to 800 × 800 to fit the 
maximum computational capacity of the GPU. To further enhance 
generalization, label smoothing was additionally applied to ground 
truth labels, softening hard labels to a combination of the target labels 
and a uniform distribution across labels. The AdamW optimizer was 
adopted with an initial learning rate of 0.000714 and a momentum of 
0.9. Besides, the cosine learning rate scheduler adjusted the learning 
rate following a cosine curve the learning rate over time for better 
convergence.

YOLOv8's emphasis on preserving the best possible balance between 
speed and accuracy makes it appropriate for real-time classification 
(Jocher et al., 2023). Indeed, computational power is mainly required 
for the training phase, while the inference could be easily implemented 
even in mid-range devices commonly used in hospitals.

For what concerns evaluation metrics, Cross Entropy loss was chosen 
to assess the convergence of the model during training, while accuracy, 
precision, recall, and F1 score were selected to evaluate the results to 
obtain a reliable result even if the dataset is not perfectly balanced. 

Specifically, the following formula was used to calculate the classifica
tion metrics. Given the values of true positives (TP), true negatives (TN), 
false positives (FP), and false negatives (FN), accuracy, precision, and 
recall are defined as: 

Accuracy =
TP + TN

TP + TN + FP + FN 

Precision =
TP

TP + FP 

Recall =
TP

TP + FN 

The f1-score is defined as the harmonic mean between precision and 
recall and it is computed as: 

F1 = 2* precision*recall
precision + recall 

Because precision and recall have an inverse relationship, the F1 
score functions as a performance indicator by integrating both values 
through harmonic mean. To give a more comprehensive overview of the 
performance, the metrics for accuracy, precision, recall, and f1-score 
were calculated separately for each class and then macro-averaged.

3. Results

The optimized combination of parameters, in terms of both data 
augmentation and neural network architecture, led the trained model to 
obtain an overall accuracy of 0.9 and a general improvement concerning 
all the evaluation metrics compared to the standard YOLOv8 configu
ration and the state-of-the-art models based on the same classification 
systems and number of classes. In particular, compared to the earlier 
work based on the ViT model (Tanzi et al., 2022), which achieved an 
average accuracy of 0.83, 0.77 for precision and F1-score, and 0.76 for 
recall, the Yolov8-based model outperformed the previous model by 
almost 10 % across all metrics. Fig. 6 and Table 2 report the normalized 
confusion matrix and the corresponding quantitative results, in terms of 
accuracy, precision, recall, and F1-score, respectively. Evaluating met
rics associated with false positives and false negatives is of utmost 
importance to assess the actual effectiveness of the proposed method
ology both in terms of performance and interpretability.

As can be seen in Table 2, the most critical class is B3, as expected 
due to issues related to the number of samples and similarities in frac
ture physiological features, that remarkably increase the learning 
challenge.

Attention maps were originated jointly with predictions to demon
strate model reliability and improve its interpretability. Fig. 7 reports 
some examples of images with the prediction outputs on the top left 
corner and the corresponding attention maps, obtained through the 
Eigen-CAM model on the right.

The image shows that the accuracy in the prediction probability is 
always higher than 90 %. Furthermore, it is clear from the attention 
maps that the model focuses on specific parts of the bone to determine 
the type of fracture, indicating that the model learns the areas of the X- 
ray on which to focus to obtain a correct classification.

4. Discussion

The present study aimed to enhance the classification accuracy of 
femur fractures according to the AO/OTA system by utilizing the 
YOLOv8 architecture and incorporating advanced interpretability 
measures. The outcomes demonstrate significant improvements over our 
previous model (Tanzi et al., 2022), providing valuable insights for 
clinical applications and highlighting the potential of deep learning (DL) 
in medical image analysis, by assisting the doctor in making an accurate 
diagnosis in less time, limiting errors, minimizing the diagnosis phase 

Fig. 5. Training and validation loss trend.
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bottleneck, and taking immediate action to help the patient recover 
more quickly and effectively.

Despite the excellent results reported by algorithms in detecting hip 
fractures on X-ray images (Lee et al., 2020; Potter et al., 2024), there is 
still a lack of comprehensive studies focused on classifying fractures into 
subtypes. Accurate therapeutic management strongly depends on pre
cise characterization of the fracture to plan the treatment properly and 
predict potential complications in advance. Our model, enhanced with 
data augmentation techniques and fine-tuning, achieved a macro 
average accuracy of 90 % classifying not only fractured and unbroken 
bones but discriminating among 7 classes. In particular, the model 
accurately classified A3, B1, and unbroken femurs, indicating its 
robustness in identifying these categories. However, challenges remain 
in accurately classifying B3 fractures, which may be attributed to the 
limited number of samples.

In the medical field, collecting a comprehensive dataset can be 

challenging due to the relative rarity of some specific fractures (Potter 
et al., 2024; Sundkvist et al., 2021), stringent privacy regulations (Dierks 
et al., 2021), and the labor-intensive process of manually annotating 
medical images (Grünberg et al., 2017). For instance, Lin et al. (Haj- 
Mirzaian et al., 2020) demonstrated that while traditional augmentation 
methods can improve model performance, they are insufficient to 
address specific fracture patterns' scarcity. Their study utilized Gener
ative Adversarial Networks (GANs) to create synthetic images, signifi
cantly enhancing the performance of their hip fracture detection model. 
Similarly, a study by Mutasa et al. (2020) showed that using advanced 
augmentation techniques like digitally reconstructed radiographs 
(DRRs) and GANs can substantially improve the accuracy of femoral 
neck fracture classification applying Garden classification system, 
achieving an Area Under Curve (AUC) of 0.92 with DRRs and 0.87 with 
GANs.

However, while data augmentation can significantly enhance model 
performance, it has limitations. Traditional methods like flipping and 
rotating images are beneficial but insufficient to fully capture the 
complexity and variability of medical images. For instance, recent 
studies have highlighted that classic augmentation methods do not 
significantly increase the diversity needed for small datasets (Lin and 
Chung, 2019). GANs have shown promise in this area by creating new, 
realistic images that add substantial variability to the dataset, thereby 
improving model performance even further (Mutasa et al., 2020). 
Nonetheless, these advanced techniques also have limitations, as they 
depend on the quality and quantity of the original data. Therefore, while 
data augmentation improves generalization and performance, it cannot 
completely overcome the challenges posed by the limited availability of 
certain medical images. To further enhance the robustness and 

Fig. 6. Normalized confusion matrix related to fine-tuned YOLOv8 model.

Table 2 
Values of accuracy, precision, recall, and F1-score concerning the final fine- 
tuned Yolov8 architecture.

Class Accuracy Precision Recall F1-score

A1 0.77 0.78 0.72 0.75
A2 0.81 0.81 0.88 0.84
A3 0.92 0.92 0.92 0.92
B1 0.96 0.96 0.88 0.91
B2 0.83 0.83 0.83 0.83
B3 0.67 0.67 0.71 0.69
Unbroken 0.97 0.97 0.98 0.97
Macro AVG 0.90 0.85 0.85 0.85
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reliability of CAD tools, combining data augmentation with other stra
tegies, such as collaborative data sharing across institutions and the 
inclusion of synthetic data generated by advanced techniques, is 
essential (Prediger et al., 2024).

One of the key contributions of this study is the incorporation of the 
Eigen-CAM (Muhammad and Yeasin, 2020) model to enhance the 
interpretability of the YOLOv8 predictions. Explainable AI (XAI) 
methods are crucial in medical applications to ensure transparency and 
trust in the automated decision-making process (Lötsch et al., 2021; 
Antoniadi et al., 2021). The attention maps generated by Eigen-CAM 
provide visual insights into the regions of the X-ray images that the 
model focuses on to make its predictions. This not only helps in vali
dating the model's decision-making process but also aids clinicians in 
understanding, trusting, or even out-performing the AI system. Indeed, 
Tanzi et al.'s previous study (Tanzi et al., 2022) showed that using the 
CAD system in conjunction with diagnostic expertise increased the 
diagnosis accuracy of 11 clinicians by a factor of 29 %, even surpassing 
the performance of the algorithm. Similarly, Deep learning models could 
significantly reduce fractures' misinterpretation rate (47.0 % (95 % CI, 
37.4–53.9 %) in emergency medicine clinicians who lack specific 
training in orthopedics (Lindsey et al., 2018). Moreover, A deep 
learning-based AI model significantly improved the performance of 
inexperienced radiologists (0.094 (95 % CI, 0.020–0.168; p = 0.012)) 
and emergency physicians (0.069 (95 % CI, 0.002–0.136; p = 0.043)) in 
diagnosing pediatric skull fractures on plain radiographs (Choi et al., 
2022). This suggests that combining technology and medical knowledge 
can improve clinical judgment and strengthen skills, above all in less 
experienced physicians. The attention maps suggest that the model 
prioritizes relevant anatomical features of the femur, aligning with 
clinical expectations and reinforcing the predictions' reliability. Despite 
the promising results, this study has some limitations. The dataset, 

although augmented, may still lack sufficient diversity to cover all 
possible variations of femur fractures. The performance discrepancies 
observed in the B3 classes suggest that augmentation techniques are not 
sufficient where a dataset class is strongly unbalanced and additional 
data is required to improve the model's robustness. Furthermore, the 
black-box nature of deep learning models poses challenges in fully un
derstanding their decision-making processes net of Eigen-CAM 
employment. Future research should focus on integrating more 
advanced XAI techniques to further elucidate the model's internal 
workings and enhance its interpretability. Additionally, expanding the 
dataset to include more diverse and rare fracture types, such as C-type 
fractures and multiple fractures, could provide a more refined tool to 
assist physicians during diagnosis. Collaborative efforts with medical 
institutions to gather extensive and diverse datasets, along with 
continuous refinement of the model's architecture and training pro
tocols, are essential steps toward achieving higher accuracy and 
reliability.

5. Conclusion

DL-based CAD systems have shown great promise in the detection of 
femur fractures, providing improved precision and effectiveness over 
conventional diagnostic techniques. These devices can accurately and 
quickly analyze medical images, spot fractures, and help radiologists by 
cutting down on diagnostic time and the possibility of human mistakes. 
This study demonstrates the potential of the YOLOv8 architecture in 
improving the classification of femur fractures according to the AO/OTA 
system, thereby supporting healthcare professionals in making accurate 
and timely diagnoses. To the best of our knowledge, the proposed 
methodology outperforms the current state-of-the-art solutions by 
discriminating among seven different fracture sub-classes. The 

Fig. 7. Examples of original images with the corresponding prediction (on the top left corner) and attention map for each class.
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incorporation of interpretability measures further enhances the model's 
applicability in clinical settings by providing transparency and fostering 
trust in the AI system, combining physicians' assessment, and improving 
the doctor-patient relationship. Crucially, technology should be at the 
service of medical professionals, strengthening their skills and boosting 
their clinical judgment. Enhancing diagnostic confidence, enabling early 
intervention, and improving patient outcomes are all possible by 
combining DL algorithms with medical knowledge.
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