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Abstract—Recent research in Automated Speech Recognition
has shifted towards using large pre-trained speech models
trained on extensive corpora with a Self-Supervised Learning
(SSL) approach. These models can transfer general-purpose
knowledge to tasks like Speech Emotion Recognition (SER).
Due to their highly parameterized architecture, fine-tuning all
the weights is computationally inefficient. Consequently, new
Parameter-Efficient Fine-Tuning (PEFT) strategies have been
explored for the SER task in English. Given the lack of SSL
speech models in Italian, current models are either English-
only or multilingual, with little effort made to adapt them to
SER in Italian. In this work, we investigate transfer learning
performance on Italian SER using PEFT strategies, marking the
first exploration in this direction. We apply PEFT techniques,
such as Low-Rank Adaptation (LoRA) and Adapter, on Italian
SER datasets Emozionalmente, DEMoS, and EMOVO. Results
show LoRA is the most effective PEFT technique for Italian
SER. Speech models pre-trained on large-scale English corpora
perform comparably to, or better than, multilingual ones, even
when specialized in Italian before the SER task, suggesting some
shared paralinguistic features between the languages.

Index Terms—Italian Speech Emotion Recognition, Parameter-
efficient fine-tuning

I. INTRODUCTION

Recognizing emotions from speech is crucial in human-
computer interaction [1]. Speech Emotion Recognition (SER)
classifies audio into discrete emotions [2] or within a contin-
uous space [3]. Traditional SER methods extract hand-crafted
features like prosodic [4], voice quality [5], and spectral
features such as MFCC [6], which are then used by deep
learning models for classification. Deep learning methods have
evolved from Convolutional Neural Networks (CNNs) [7]
and Recurrent Neural Networks (RNNs) [8] to Transformers
[9], which are now used in large speech models pre-trained
on large audio datasets via Self-Supervised Learning (SSL)
techniques like masked speech modeling [10]. These models
retain general-purpose knowledge and have shown remark-

able results when fine-tuned for SER in English [11]–[14].
To improve transfer learning efficiency for SER in English,
researchers [15], [16] have adopted Parameter Efficient Fine-
Tuning (PEFT) [17] for models like Wav2Vec 2.0, WavLM
[18], and Whisper [19]. PEFT adds task-specific components
without altering pre-trained model parameters, avoiding the
need to store multiple copies of large speech models for
different tasks.

In this work, we further extend the investigation of transfer
learning methodologies of large speech models for the task
of cross-lingual speech emotion recognition in the Italian
language. Most recent works still adopt traditional approaches
that extract hand-crafted features and then use a CNN+MLP
to obtain a suitable classifier [20]. A step towards using SSL
has been made by [21], who fine-tuned the entire Wav2Vec
2.0 transformer for Italian SER. In contrast, we explore the
use of PEFT strategies—Low-Rank Adaptation (LoRA) [22]
and Adapter [17]—to adapt large speech models for Italian
SER. Due to the scarcity of large speech models pre-trained on
Italian, we utilize a variety of English-only and multilingual
pre-trained speech models (Wav2Vec2.0, WavLM, Whisper,
XLSR-53) and test them on Italian SER datasets EMOVO,
Emozionalmente, and DEMoS. In addition to assessing the
effectiveness of PEFT techniques, we examine the extent to
which English-only pre-trained speech models can transfer
knowledge to Italian SER without specializing in Italian, by
comparing their performance with multilingual speech models.
The main contributions of our work are:

• We investigate PEFT techniques in adapting large pre-
trained speech models for cross-lingual Speech Emotion
Recognition in the Italian language, showing that LoRA
consistently delivers better performance across all pre-
trained speech models.

• We compare the transfer learning performance of English-



only and multilingual speech models for Italian SER,
showing that the former perform comparably or even bet-
ter than the latter. This suggests that some paralinguistic
features useful for Italian SER tasks are embedded in
English-only speech models.

The following sections are organized as follows: Section
II introduces the pre-trained speech models and the PEFT
methods adopted in this article. Section III discusses the
fine-tuning approaches and the structure of the downstream
model classifier. Section IV details the experimental setup and
results obtained. Finally, Section V presents conclusions and
considerations for future investigations.

II. RELATED WORK

A. Italian Speech Emotion Recognition

Early approaches to addressing the SER task in the Italian
language are primarily based on traditional machine learning
algorithms combined with fundamental hand-crafted features
such as MFCC, PLPs (Perceptual Linear Predictive), and
EMLBs (Mel Bank Spectrum) [23]. [24] explores the use
of spectral features by applying support vector machines
to MFMC (Mel Frequency Magnitude Coefficient) features,
showcasing the robustness of discriminative models in distin-
guishing between different emotional states. [25] models the
Italian SER task as a regression problem, employing a support
vector regressor to predict valence and arousal on a continuous
scale in a two-dimensional domain. With the advent of deep
learning, researchers began utilizing CNNs [26] and RNNs
to capture more complex patterns in speech data. [27] inte-
grates CNNs for extracting features from spectrograms with
RNNs for temporal sequence modeling. [28] introduce a cross-
modal distillation approach to train smaller CNN-based speech
models by utilizing a larger teacher model trained on facial
expression datasets.

Advancements in Self-Supervised Learning have produced
large pre-trained speech models that can be fine-tuned for Ital-
ian SER tasks. The limited Italian speech corpus necessitates
using English-only or multilingual models. For instance, [21]
shows the effectiveness of the multilingual XLSR-53 [29] for
Italian SER. Our study evaluates more speech models and fine-
tuning strategies to transfer knowledge from English-only and
multilingual models to Italian SER.

B. Large Speech Models

Transformers [9] are foundational in creating pre-trained
models in NLP [30] and Computer Vision [31]. Trained
on large unlabeled corpora using Self-Supervised Learning
(SSL), these models transfer general-purpose knowledge to
various downstream tasks. Similarly, in Automated Speech
Recognition (ASR), new architectures trained on extensive
corpora like LibriSpeech [32], GigaSpeech [33], VoxPopuli
[34], and Common Voice [35] leverage techniques like masked
speech modeling [10]. This article explores their potential
for transferring knowledge to Italian SER, focusing on the
following widely-used models: Wav2Vec 2.0 [10], is the first

Language Pre-trained
Architecture Params Fine-tuning

Scenario

English Wav2Vec 2.0 Base 95.04M A
English WavLM Base+ 94.70M A

English Wav2Vec 2.0 Large 317M
A
B

Multilingual Whisper Small 88.15M
A
B

Multilingual XLSR-53 317M
A
B

TABLE I
SUMMARY OF PRE-TRAINED SPEECH BACKBONES USED IN THIS WORK ON

THE TWO SCENARIOS (A) AND (B).

successful SSL approach in ASR, using Transformers to learn
discrete speech units via a quantization module.

XLSR-53 [29], extends Wav2Vec 2.0 by training on 53
languages, learning shared latent speech representations and
performing well against language-specific models.

WavLM [18], building upon [36], introduces utterance mix-
ing and gated relative position bias to better model spoken
content while maintaining speaker identity, outperforming
other large speech models.

Whisper [19], is an encoder-decoder architecture trained on
a large multilingual corpus, excelling in recognizing accents
and technical terminology. Starting from the log-Mel spectro-
gram, it predicts text captions and performs tasks like language
identification, transcription, and translation.

Fine-tuning WavLM and Whisper for Italian SER remains
underexplored. This study evaluates English-only and mul-
tilingual models under two scenarios: (A) direct fine-tuning
on Italian SER, and (B) incorporating a self-supervised fine-
tuning step on Italian corpora before the downstream task fine-
tuning, as detailed in Section III-B. Table I summarizes the
pre-trained models and fine-tuning scenarios.

C. PEFT Methods

Fine-tuning large speech models from scratch is compu-
tationally expensive. Parameter Efficient Fine-Tuning (PEFT)
techniques [17] adapt these models for downstream tasks with
minimal task-specific parameters. According to [37], PEFT
techniques include Additive Tuning, which freezes the large
model’s parameters and adjusts only newly introduced param-
eters (e.g., Adapter [17], Parallel Adapter [38], and Prompt
Tuning [39]), and Reparameterization, which utilizes low-rank
transformations of the model’s weight matrices, such as LoRA
[22] and DoRA [40]. These techniques have proven effective in
English SER [11], [13], particularly with strong performance
from LoRA and Adapter. We apply these techniques to cross-
lingual Italian SER.

III. METHOD

In this section, we detail our methodology to address the
following: (i) Evaluating the effectiveness of PEFT techniques,
specifically LoRA and Adapter, in transferring learning to
Italian SER. (ii) Comparing the performance of English-only



Fig. 1. System architecture incorporating Adapter and LoRA PEFT strategies
within a Transformer block.

Fig. 2. Modeling framework used in this work. Alongside the downstream
classifier which serves as a baseline, the PEFT methods are applied solely
within the transformer blocks of the speech models.

and multilingual pre-trained speech models in transferring
knowledge to Italian SER.

A. PEFT Integration

Since all evaluated speech models share a common structure
of CNN encoders with Transformer blocks, our approach in-
volves applying PEFT methods exclusively to the Transformer
blocks while keeping the CNN parameters frozen, as illustrated
in Figure 2. We describe the PEFT strategies used and the

Fig. 3. Fine-tuning scenarios evaluated in this work: (A) The speech model
is directly fine-tuned on the Italian SER task. (B) The speech model is first
fine-tuned using an SSL approach on a large Italian audio corpus before being
fine-tuned on the Italian SER task.

configuration of the downstream classifier integrated into the
speech models.

We integrate Adapter and LoRA methods into each pre-
trained speech model. For Adapter and LoRA, only their re-
spective parameters are fine-tuned, while all other parameters
of the speech model remain frozen. Additionally, following
the method in [15], we implement a baseline fine-tuning
approach where the entire speech model is frozen, and only
a downstream classifier is fine-tuned. The same downstream
classification architecture is used across all fine-tuning meth-
ods.

Our downstream model follows the architecture outlined
in [15]. It takes the average pooling of all encoder hidden
states as input. Each pooled hidden state passes through a
feed-forward network with ReLU activations, followed by
averaging over the temporal dimension before classification.

B. Specialization of Speech Models on Italian

In addition to PEFT techniques, we compare the per-
formance of English-only and multilingual speech models.
Specifically, in assessing their effectiveness, we consider two
scenarios: (A) direct fine-tuning of the large speech model
on Italian SER following the PEFT integration detailed in
Sec. III-A, and (B) initial fine-tuning of the large speech
model using a self-supervised learning approach with masked
speech modeling for ASR tasks, incorporating at least 200
hours of Italian speech data, followed by fine-tuning on Italian
SER (see Figure 3). This latter SSL approach has previously
been implemented using the Common Voice dataset [21]
with XLSR-53 for Italian SER. In this study, we expand
this evaluation to include multilingual Whisper Small and
English-only Wav2Vec 2.0. In this manner, we enrich the
comparison between English-only and multilingual models by
investigating whether additional specialization in the Italian
language improves their ability to handle language nuances
effectively in Italian during SER tasks.

IV. EXPERIMENTS

A. Datasets and Metrics

To test our approaches and validate our observations, we
conduct extensive experiments on three available datasets for
Italian SER: EMOVO [41], Emozionalmente [21], and DEMoS
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Fig. 4. Performance with fine-tuning downstream classification model (with the pre-trained backbone frozen) for SER in the two scenarios (A) and (B) as
defined in Figure 3. Values are presented as the mean (standard deviation) across three runs.

Datasets Anger Disgust Fear Joy Neutrality Sadness Surprise Total

Emovo 84 84 84 84 84 84 84 588
Emozionalmente 986 986 986 986 986 986 986 6902
Demos 1477 1678 1156 1395 332 1530 1000 8568

TABLE II
SUMMARY OF DATASET STATISTICS USED IN THIS WORK.

[42]. Each dataset consists of audio recordings labeled with
one of the six basic emotions commonly referred to as The Big
Six [2]: anger, disgust, fear, joy, sadness, and surprise, plus a
neutral state. Summary statistics of the datasets are presented
in Table II.

EMOVO comprises 588 audio samples from 6 actors (3
males and 3 females). Each actor recorded 14 sentences, each
simulating one of the Big Six emotions plus a neutral state.
The recordings were recorded using professional equipment at
a sample rate of 48 kHz, 16-bit stereo, in wav format.

Emozionalmente includes 6902 audio samples from 431
amateur actors (131 males, 299 females, and 1 identified as
”other”). Each actor verbalized 18 different sentences express-
ing the Big Six emotions plus neutrality. The recordings, with
an average duration of 3.81 seconds, were made using non-
professional equipment at a sample rate of 48 kHz, 16-bit
mono, and stored in wav format.

DEMoS is the largest Italian SER dataset to date, consisting
of 9697 samples collected from 68 voluntary students: 23
females, representing almost 35% of the samples, and 45
males. DEMoS includes also a secondary emotion, guilt, which
we exclude to maintain consistent labeling across the three
datasets used. The audio recordings have an average duration
of 2.9 seconds and were recorded at 48 kHz, 16-bit mono, in
wav format.

For quantitative evaluation, we use the F1 score, defined as:

F1 = 2 · Precision · Recall
Precision + Recall

(1)

where Precision = TP
TP+FP and Recall = TP

TP+FN , with TP
representing true positives, FP representing false positives,
and FN representing false negatives.

B. Experimental Details

The evaluation is conducted in a speaker-independent set-
ting, with the data split into stratified train/validation/test sets
in percentages of 80/10/10. To ensure that an actor is not
present in multiple splits, we first group audios by actor and
then apply the stratified split. We resample audios to 16kHz
and truncate them to a maximum duration of 4 seconds [21].
We repeat the training three times with different seeds and
average the results.

We adopt pre-trained Wav2Vec 2.0 Base (A)1, WavLM
Base+ (A)2, Whisper Small (A)3, Wav2Vec 2.0 Large (A)4

and XLSR-53 (A)5 checkpoints from Hugging Face to run
experiments on scenario (A). For scenario (B), we adopt
Whisper Small (B)6, Wav2Vec 2.0 Large (B)7 and XLSR-53
(B)8, which have been fine-tuned on Italian using the Common
Voice dataset9.

We fine-tune the speech models for 30 epochs using the
Adam optimizer with the following parameters: betas set to
(0.9, 0.98) and epsilon to 1.0e-08. The learning rate is set
to 5.0e-04 with a weight decay of 1.0e-04, following an
exponential schedule. Following [15], we set the Adapter’s
hidden state dimension to 128, the LoRA rank to 8, and the
classifier projection to 256.

Overall, we fine-tune every model on each dataset using
the three PEFT strategies, resulting in a total of 72 training
sessions.

C. Results

1) Downstream Classifier Performance: We begin by com-
paring the performance of the downstream models while
freezing the pre-trained backbones, which serve as a base-
line for the subsequent PEFT strategies (Figure 4). Starting
with models in scenario (A), we observe that, on average,

1facebook/wav2vec2-base
2microsoft/wavlm-base-plus
3openai/whisper-small
4facebook/wav2vec2-large
5facebook/wav2vec2-large-xlsr-53
6EdoAbati/whisper-small-it
7jonatasgrosman/exp w2v2t it wav2vec2 s692
8jonatasgrosman/wav2vec2-large-xlsr-53-italian
9https://commonvoice.mozilla.org/it/datasets



Wav2Vec 2.0 Large (A) (68.50) achieves the best performance,
followed by Wav2Vec 2.0 Base (A) (67.61), Whisper Small
(A) (65.07), WavLM Base+ (A) (64.92), and XLSR-53 (A)
(40.44). Examining the individual datasets in detail, we notice
that the results on EMOVO are considerably lower than on the
other two datasets, likely due to the small volume of training
data. Whisper Small (A) outperforms the other models on
DEMoS (93.09), while Wav2Vec 2.0 Large (A) and Wav2Vec
2.0 Base (A) yield the best results on EMOVO (48.84)
and Emozionalmente (66.26), respectively. Interestingly, all
English-only backbones perform comparably to or better than
the multilingual ones (Whisper Small and XLSR-53). This in-
dicates that English-only backbones are effective at extracting
features useful for Italian SER, even if they have not been
trained to handle cross-lingual differences. We hypothesize
that this may be because SER relies on paralinguistic features,
which are likely shared between English and Italian. Further
investigation is needed regarding the competitive performance
of English-only speech models compared to multilingual ones
in Italian SER.

Regarding scenario (B), we investigate the impact of further
fine-tuning the backbones with a self-supervised approach
before addressing the Italian SER task. We find that this
approach has a positive effect on XLSR-53, improving its
F1 score from 40.44 (A) to 46.87 (B). However, it has a
negative impact on both Whisper Small, with its F1 score
decreasing from 65.07 (A) to 62.41 (B), and Wav2Vec 2.0
Large, with its F1 score dropping from 68.50 to 34.40. The
significant drop for Wav2Vec 2.0 Large may be due to the
substantial data shift that occurs when fine-tuning an English-
only backbone on Italian corpora, compared to fine-tuning a
multilingual one. Although fine-tuning XLSR on Italian data
enhances performance, it remains less effective than English-
only models, which achieve the best results without needing to
specialize in the Italian language. This suggests the potential
for directly using English-only pre-trained speech models for
Italian SER tasks without requiring intermediate fine-tuning
steps.

2) PEFT Performance: To understand the impact of PEFT
techniques, we compare them to the baseline downstream
classification. In doing so, we average the F1 scores across
the three datasets. Table III shows the mean F1 scores (± std)
for each model across the three runs, distinguishing between
scenario (A) and scenario (B). We observe that the Adapter
approach provides slight improvement only for WavLM Base+
(A), while resulting in worse performance for all other models
compared to direct downstream classification. This suggests
that the Adapter is not an effective PEFT strategy compared
to simply adding a downstream classification module on top
of the speech backbone for Italian SER. In contrast, LoRA
proves to be a more effective strategy for speech backbones
in scenario (A) (e.g., Whisper Small (A) improves from 65.07
to 68.91). This indicates that adding task-specific parameters
to the backbones using the LoRA method helps the back-
bone specialize in the task of Italian SER. For models in
scenario (B), additional parameter tuning negatively impacts

Fine-tuning
Scenario Backbone Downstream

Model + Adapter + LoRA

A

Wav2vec 2.0 Base 67.61 (±1.35) 65.97 (±0.81) 67.67 (±1.12)

WavLM Base+ 64.92 (±1.66) 65.32 (±1.87) 67.45 (±1.71)

Wav2vec 2.0 Large 68.50 (±0.45) 67.83 (±0.61) 69.57 (±0.49)

Whisper Small 65.07 (±1.80) 56.10 (±2.18) 68.91 (±1.91)

XLSR-53 40.44 (±1.97) 40.20 (±1.56) 41.02 (±1.88)

B
Wav2vec 2.0 Large 34.40 (±2.63) 14.42 (±3.56) 21.88 (±3.17)

Whisper Small 62.41 (±4.12) 43.45 (±5.76) 55.45 (±5.43)

XLSR-53 46.87 (±0.58) 42.64 (±1.76) 43.94 (±0.65)

TABLE III
PERFORMANCE COMPARISONS BETWEEN DIFFERENT PEFT METHODS FOR

SER. F1 SCORES ARE AVERAGED OVER THE THREE DATASETS (EMOVO,
EMOZIONALMENTE, DEMOS) AND DIVIDED BY FINE-TUNING SCENARIOS

(A) AND (B). VALUES ARE PRESENTED AS THE MEAN (STANDARD
DEVIATION) ACROSS THREE RUNS.

performance. This is evident with Whisper Small (B), where
the F1 score drops from 62.41 to 55.45. We hypothesize
that preliminary fine-tuning in Italian with an SSL approach
may cause the model’s features to lose general characteristics
necessary for the paralinguistic task of Italian SER, making
further fine-tuning on SER less effective. Consistent with the
baselines, all speech models in scenario (A) except XLSR-
53 outperform those in scenario (B) when LoRA is applied.
Overall, English-only models perform comparably to or better
than multilingual ones, with Wav2Vec 2.0 Large emerging as
the top performer among them (69.57).

V. CONCLUSION

In this paper, we investigate the application of PEFT tech-
niques on pre-trained speech models for the cross-lingual par-
alinguistic task of SER in the Italian language. We test Adapter
and LoRA methods on multiple speech models and various
datasets, finding that LoRA performs the best, with Wav2Vec
2.0 Large achieving the highest performance. Additionally,
we find that English-only models are effective in transferring
knowledge to Italian SER and perform comparably to or even
better than multilingual models. The observed effectiveness of
transferring knowledge from English-only models to the Italian
SER task suggests commonalities in paralinguistic features
between the two languages, highlighting the need for future
investigations.
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