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A NEW OPTIMAL ESTIMATE FOR THE NORM OF TIME-FREQUENCY

LOCALIZATION OPERATORS

FEDERICO RICCARDI

Abstract. In this paper we provide an optimal estimate for the operator norm of time-frequency

localization operators with Gaussian window LF,φ : L2(Rd) → L2(Rd), under the assumption

that F ∈ Lp(R2d)∩Lq(R2d) for some p and q in (1,+∞). We are also able to characterize optimal
weight functions, whose shape turns out to depend on the ratio ∥F∥q/∥F∥p. Roughly speaking,

if this ratio is “sufficiently large” or “sufficiently small” optimal weight functions are certain

Gaussians, while if it is in the intermediate regime the optimal functions are no longer Gaussian
functions. As an application we extend Lieb’s uncertainty inequality to the space Lp + Lq .

1. Introduction

Time-frequency localization operators were originally introduced by Daubechies [7] and by Berezin
[3] and, roughly speaking, are designed in order to localize a function simultaneously in time and
frequency. Defining the (normalized in L2) “Gaussian window” as

(1.1) φ(t) = 2d/4e−π|t|2 , t ∈ Rd,

the main tool to introduce these operators is the short-time Fourier transform with Gaussian win-
dow, which is defined as

(1.2) Vφf(x, ω) =

ˆ
Rd

f(t)φ(t− x)e−2πiω·t dt, x, ω ∈ Rd,

for every f ∈ L2(Rd). Then, given a function F : R2d → C, we can define the time-frequency
localization operator with window φ and weight function F as

(1.3) LF,φ := V∗
φFVφ.

Since their introduction, these operators were intensively studied, in particular regarding properties
such as boundedness, compactness, Schatten properties and asymptotic for the eigenvalues (see, for
example, [6, 9, 20] for some classical result or [1, 2, 8, 10, 16, 17, 18, 19] for more recent results).
However, results concerning optimal estimates and optimal weight functions are still few. In order
to present the state of the art, for the introduction we confine ourself in the 1-dimensional case.
Moreover, so as to be more in line with our approach, we will state the results under the form of
constrained optimization problems. Therefore, we will deal with the problem of finding the optimal
constant C such that

∥LF,φ∥ ≤ C

and those weight functions F that achieve equality among all possible weight functions satisfying
one or more constraints for some Lp norm.
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The following result can be obtained, through a duality argument, using Lieb’s inequality for the
STFT [14], which in dimension 1 is

(1.4) ∥Vφf∥pp ≤ 2

p
∥f∥p2,

for p ∈ [2,+∞), while optimal weight functions can be obtained thanks to the fact due to Carlen
[5] that functions achieving equaility in (1.4) are of the kind (1.11).

In the following we let:

κp :=
p− 1

p
.

Theorem 1.1 (Lieb’s uncertainty inequality - dual form). Let p ∈ (1,+∞) and A ∈ (0,+∞). If
F ∈ Lp(R2) with ∥F∥p ≤ A, then:

(1.5) ∥LF,φ∥ ≤ κκp
p A

and equality is achieved if and only if, for some θ ∈ R and some z0 ∈ R2,

(1.6) F (z) = Aκ
− 1

p
p eiθe−

π
p−1 |z−z0|2 , z ∈ R2.

According to this theorem, optimal weight functions (up to translations and a phase factor) are
Gaussians.

A further result was obtained only recently by Nicola and Tilli in [19], where they considered
the case F ∈ Lp(R2) ∩ L∞(R2) for p ∈ [1,+∞). In this paper we are interested only in the case
p > 1 and we refer the reader to the paper for the full theorem.

Theorem 1.2 ([19]). Let p ∈ (1,+∞) and A,B ∈ (0,+∞). Let F ∈ Lp(R2) ∩ L∞(R2) with
∥F∥∞ ≤ A and ∥F∥p ≤ B.

(i) If B/A ≤ κ
1/p
p then

(1.7) ∥LF,φ∥ ≤ κκp
p B,

with equality if and only if, for some θ ∈ R and z0 ∈ R2,

(1.8) F (z) = Bκ
− 1

p
p eiθe−

π
p−1 |z−z0|2 , z ∈ R2.

(ii) If B/A > κ
1/p
p then

(1.9) ∥LF,φ∥ ≤ A

(
1− eκp−(B/A)p

p

)
,

with equality if and only if, for some θ ∈ R and z0 ∈ R2,

(1.10) F (z) = eiθ min
{
λe−

π
p−1 |z−z0|2 , A

}
, z ∈ R2,

where λ = Ae(B/A)p/(p−1)−1/p > A.

Moreover, if F achieves equality in (1.7) or (1.9) then |⟨LF,φf, g⟩| = ∥LF,φ∥ for some normalized
f, g ∈ L2(R) if and only if both are of the kind

(1.11) x 7→ c e2πixω0φ(x− x0), x ∈ R,

possibly with different c’s but with the same (x0, ω0) ∈ R2 which coincides with the centre of F .
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We point out that optimal weight functions are not always Gaussian, indeed (1.10) are Gaussians
truncated above.

The aim of this paper is to find analogous estimates for any function F ∈ Lp(R2) ∩ Lq(R2),
where p, q ∈ (1,+∞). The main motivation is to understand the transition between the setting for
Lieb’s estimate (p = q) and that of Nicola and Tilli (q = +∞) and in particular how optimal weight
functions behave in this intermediate regime. Another reason lies in the possible consequences of
such optimal estimates, of which Corollary 3.2 and Corollary 3.3 below are an example. To state
the result, we introduce the following notation:

Log−(x) = max{− log(x), 0}.

Theorem 1.3. Let p, q ∈ (1,+∞) and A,B ∈ (0,+∞). Let F ∈ Lp(R2) ∩ Lq(R2) with ∥F∥p ≤ A
and ∥F∥q ≤ B.

(i) If B/A ≥ κ
( 1
q−

1
p )

p

(
p

q

) 1
q

(
respectively B/A ≤ κ

( 1
q−

1
p )

q

(
p

q

) 1
p

)
, then:

(1.12) ∥LF,φ∥ ≤ κκp
p A (resp. ∥LF,φ∥ ≤ κκq

q B),

with equality if and only if, for some θ ∈ R and some z0 ∈ R2,

F (z) = eiθλe−
π

p−1 |z−z0|2 (resp. F (z) = eiθλe−
π

q−1 |z−z0|2),

where λ = κ
−1/p
p A (resp. λ = κ

−1/q
q B).

(ii) If κ
( 1
q−

1
p )

q

(
p

q

) 1
p

< B/A < κ
( 1
q−

1
p )

p

(
p

q

) 1
q

, then

(1.13) ∥LF,φ∥ ≤ T − λ1
p
T p − λ2

q
T q

where u(t) = Log−(λ1t
p−1 + λ2t

q−1) and λ1, λ2 > 0 are uniquely determined by

p

ˆ +∞

0

tp−1u(t) dt = Ap, q

ˆ +∞

0

tq−1u(t) dt = Bq.

and T > 0 the unique value such that λ1T
p−1 + λ2T

q−1 = 1. Moreover, the function t 7→
− log(λ1t

p−1+λ2t
q−1) defined on (0, T ] is invertible and we denote by ψ : [0,+∞) → (0, T ]

its inverse. Then, equality in (1.13) is achieved if and only if, for some θ ∈ R and some
z0 ∈ R2,

(1.14) F (z) = eiθψ(π|z − z0|2).

Finally, if F achieves equality in (1.12) or (1.13) then |⟨LF,φf, g⟩| = ∥LF,φ∥ for some normalized
f, g ∈ L2(R) if and only if are both of the kind (1.11), possibly with different c’s but same (x0, ω0) ∈
R2.

One reason we decided to introduce our result in dimension 1 is that the estimate for ∥LF,φ∥
(1.13), is somewhat “explicit”. In Section 2 we are going to consider the problem in generic dimen-
sion d, where this estimate is less explicit. Also the expression of optimal weight functions is not
explicit. Nevertheless, their profile can be computed numerically. In Figure 1 there is an example
of optimal weight function in the intermediate regime.

In Section 3 we are going to prove some immediate yet important consequences of Theorem 1.3
and its counterpart in generic dimension, Theorem 2.1. In particular, Corollary 3.2 is an extension
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of Lieb’s inequality (1.4) to the spaces Lp +Lq with a characterization of extremal functions, while
Corollary 3.3 is an analogous result for functions in the Fock space.

Also, similar results should hold for wavelet localization operators and functions in Bergman
space (see e.g. [19]). We plan to investigate these issues in a subsequent work.

2. Main result and proof

In this Section we are going to state and prove the analogous of Theorem 1.3 in generic dimension
d. To do so we need to introduce the following notation:

(2.1) G(s) =

ˆ s

0

e−(d!τ)
1
d dτ.

Theorem 2.1. Assume p, q ∈ (1,+∞), A,B ∈ (0,+∞) and suppose that F ∈ Lp(R2d) ∩ Lq(R2d)
satisfies the following constraints:

(2.2) ∥F∥p ≤ A, ∥F∥q ≤ B.

Then

(i) If B/A ≥ κ
d( 1

q−
1
p )

p

(
p

q

) d
q

(
respectively B/A ≤ κ

d( 1
q−

1
p )

q

(
p

q

) d
p

)
, then:

(2.3) ∥LF,φ∥ ≤ κdκp
p A (resp. ∥LF,φ∥ ≤ κdκq

q B),

with equality if and only if, for some θ ∈ R and some z0 ∈ R2d,

F (z) = eiθλe−
π

p−1 |z−z0|2 (resp. F (z) = eiθλe−
π

q−1 |z−z0|2),

where λ = κ
−d/p
p A (resp. λ = κ

−d/q
q B).

(ii) If κ
d( 1

q−
1
p )

q

(
p

q

) d
p

< B/A < κ
d( 1

q−
1
p )

p

(
p

q

) d
q

, then

(2.4) ∥LF,φ∥ ≤
ˆ +∞

0

G(u(t)) dt,

where

(2.5) u(t) =
1

d!

[
Log−(λ1t

p−1 + λ2t
q−1)

]d
and λ1, λ2 > 0 are uniquely determined by

(2.6) p

ˆ +∞

0

tp−1u(t) dt = Ap, q

ˆ +∞

0

tq−1u(t) dt = Bq.

Moreover, letting T > 0 the unique value such that λ1T
p−1 +λ2T

q−1 = 1, the function t 7→
− log(λ1t

p−1+λ2t
q−1) defined on (0, T ] is invertible and we denote by ψ : [0,+∞) → (0, T ]

its inverse. Then, equality in (2.4) is achieved if and only if, for some θ ∈ R and some
z0 ∈ R2d, F (z) = eiθψ(π|z − z0|2).

Finally, if F achieves equality in (2.3) or (2.4) then |⟨LF,φf, g⟩| = ∥LF,φ∥ for some normalized
f, g ∈ L2(Rd) if and only if are both of the kind

(2.7) x 7→ ce2πiω·tφ(x− x0), x ∈ Rd,

possibly with different c’s but same (x0, ω0) ∈ R2d.
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We split the proof of the theorem in several steps and we start proving the first statement, which
explains how these different regimes arise.

Proof of Theorem 2.1(i). We consider just the first version, since the other one can be obtained
swapping p and q.

From the d-dimensional version of Theorem 1.1 (which can be found in [19]) it is straightforward
to see that

∥LF,φ∥ ≤ min{κdκp
p A, κdκq

q B}.

Supposing that the first term is smaller than the second, which means:

(2.8) κdκp
p A ≤ κdκq

q B ⇐⇒ B

A
≥
(
κ
κp
p

κ
κq
q

)d

,

we want to check whether an optimal weight function for the problem with just the Lp constraint,
namely:

F (z) = Aκ
− d

p
p eiθe−

π
p−1 |z−z0|2 , z ∈ R2d,

satisfies also the Lq constraint. From a direct computation one obtains

∥F∥q = Aκ
− d

p
p

(
p− 1

q

) d
q

,

hence F satisfies also the Lq constraint if and only if ∥F∥q ≤ A, which is equivalent to

(2.9)
B

A
≥ κ

d( 1
q−

1
p )

p

(
p

q

) d
q

.

If this condition is met, the solution with just the Lp constraint is a solution also for the problem
with two constraints. Moreover, from Theorem 1.2 follows also the last part of the statement
regarding those f and g that achieve equality in |⟨LF,φf, g⟩| = ∥LF,φ∥. □

If condition (2.9) were less restrictive than condition (2.8) we would have completely solved the
problem. Unfortunately, this is not the case. Indeed it is always true, regardless of p and q, that

(2.10) κ
d( 1

q−
1
p )

p

(
p

q

) d
q

≥
(
κ
κp
p

κ
κq
q

)d

.

We mention that this inequality can be stated in a rather curious way:(
p′

q′

) 1
q′
(
p

q

) 1
q

≥ 1.

Therefore, if B/A ≥ κ
d( 1

q−
1
p )

p

(
p
q

) d
q

or B/A ≤ κ
d( 1

q−
1
p )

q

(
p
q

) d
p

, the problem is already solved and

the solution is given by Theorem 1.1. Therefore, from now on, we will consider the intermediate
case, that is:

(2.11) κ
d( 1

q−
1
p )

q

(
p

q

) d
p

<
B

A
< κ

d( 1
q−

1
p )

p

(
p

q

) d
q

,
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which corresponds to the statement of 2.1(ii). We notice that the condition is well-posed, since it
is actually true that

κ
d( 1

q−
1
p )

q

(
p

q

) d
p

< κ
d( 1

q−
1
p )

p

(
p

q

) d
q

(2.12)

whenever p ̸= q.
The starting point to prove 2.1(ii) is a Theorem from [19] which gives a bound for ∥LF,φ∥ in

terms of the distribution function of |F |.

Theorem 2.2. Assume F ∈ Lp(R2d) for some p ∈ [1,+∞) and let µ(t) = |{|F | > t}| be the
distribution function of |F |. Then

(2.13) ∥LF,φ∥ ≤
ˆ +∞

0

G(µ(t)) dt.

Equality occurs if and only if F (z) = eiθρ(|z − z0|) for some θ ∈ R, z0 ∈ R2d and some nonin-
creasing function ρ : [0,+∞) → [0,+∞). In this case, it holds |⟨LF,φf, g⟩| = ∥LF,φ∥ for some
normalized Gaussians f and g of the kind (2.7), possibly with different c’s but with same centre
z0 = (x0, ω0) ∈ R2d.

In light of the previous Theorem, it is natural to seek for a sharp upper bound for the right-hand
side of (2.13). Since this involves the distribution function |F |, we shall search this bound between
all the possible distribution functions. In order to do so, we need to rephrase constraints (2.2) in
terms of µ. This can be easily done thanks to the “layer cake” representation (see, for example,
[15, Theorem 1.13]):

∥F∥pp = p

ˆ +∞

0

tp−1|{|F | > t}| dt.

Hence, constraints (2.2) become

(2.14) p

ˆ +∞

0

tp−1|{|F | > t}| dt ≤ Ap and q

ˆ +∞

0

tq−1|{|F | > t}| dt ≤ Bq

and we can define the proper space of possible distribution functions

(2.15) C = {u : (0,+∞) → [0,+∞) such that u is decreasing and satisfies (2.14)}.
We have reached the point where our original question is rephrased in the following variational
problem:

(2.16) sup
v∈C

I(v) where I(v) :=

ˆ +∞

0

G(v(t)) dt.

Firstly, we shall prove existence of maximizers. The proof closely follows the one made in [19], but
the result is slightly different.

Proposition 2.3. The supremum in (2.16) is finite and it is attained by at least one function
u ∈ C. Moreover, every extremal function u achieves equality in at least one of the constraints
(2.14).

Proof. Considering, for example, the first constraint in (2.14), we see that

tpu(t) = p

ˆ t

0

τp−1u(t) dτ
u decreasing

≤ p

ˆ t

0

τp−1u(τ) dτ ≤ Ap,
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hence functions in C are pointwise bounded by Ap/tp. It is straightforward to verify that G in (2.1)
is increasing, that G(s) ≤ s and that G(s) ≤ 1. Using these properties we have:

I(u) =

ˆ +∞

0

G(u(t)) dt =

ˆ 1

0

G(u(t)) dt+

ˆ +∞

1

G(u(t)) dt
G(s)≤1

≤ 1 +

ˆ +∞

1

G(u(t)) dt

G increasing

≤ 1 +

ˆ +∞

1

G(Ap/tp) dt
G(s)≤s

≤ 1 +

ˆ +∞

1

Ap

tp
dt < +∞,

therefore the supremum in (2.16) is finite.
Let {un}n∈N ⊂ C be a maximizing sequence. Since every un is pointwise bounded by Ap/tp,

thanks to Helly’s selection theorem we can say that, up to a subsequence, un converges pointwise
to a decreasing function u. Moreover, u is still in C, indeed:

ˆ +∞

0

tp−1u(t) =

ˆ +∞

0

lim
n→+∞

tp−1un(t) dt
Fatou’s lemma

≤ lim inf
n→+∞

ˆ +∞

0

tp−1un(t) dt ≤
Ap

p
,

and clearly the same holds for q instead of p.
Now we have to prove that u is actually achieving the supremum. We already saw that the

following holds:

|G(un(t))| ≤ χ(0,1)(t) +
Ap

tp
χ(1,+∞)(t)

and that the left-hand side is a function in L1(0,+∞). This allows us to use dominated convergence
theorem to conclude that

I(u) =

ˆ +∞

0

G(u(t)) = lim
n→+∞

ˆ +∞

0

G(un(t)) dt = lim
n→+∞

I(un) = sup
v∈C

I(v).

Lastly, we need to show that u achieves equality at least in one of the constraints (2.14). Sup-
posing that this is not true, if we let uε(t) = (1+ε)u(t), then for ε > 0 sufficiently small constraints
are still satisfied and since G is strictly increasing I(uε) > I(u), which contradicts the hypothesis
that u is a maximizer. □

After proving the existence of maximizers, we shall prove that removing the monotonicity as-
sumption in (2.15) does not change the solution of the variational problem.

Proposition 2.4. Let C′ = {u : (0,+∞) → [0,+∞) such that u is measurable and satisfies (2.14)}.
Then

(2.17) sup
v∈C

I(v) = sup
v∈C′

I(v).

In particular, any function u ∈ C achieving the supremum on the left-hand side also achieves it on
the right-hand side.

Proof. Let u ∈ C′. We define its decreasing rearrangement as:

(2.18) u∗(s) = sup{t ≥ 0 : |{u > t}| > s},

with the convention that sup ∅ = 0. It is clear from the definition that u∗ is a non-increasing
function. Moreover, one can see that u∗ is right-continuous and that u and u∗ are equi-measurable
([13, Section 10.12], [11, Proposition 1.4.5]), which means that they have the same distribution
function. Moreover, we already pointed out that constraints (2.14) imply that u is pointwise
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bounded by Ap/tp, therefore u∗ takes only finite values. Our aim is to show that u∗ ∈ C. Letting ν
be the Radon measure with density tp−1, we start proving that ν({u > s}) ≥ ν({u∗ > s}), indeed:

ν({u > s}) =
ˆ
{u>s}

tp−1 dt
tp−1 increasing

≥
ˆ |{u>s}|

0

tp−1 dt

equi−measurability
=

ˆ |{u∗>s}|

0

tp−1 dt
u∗ decreasing

=
right−continuous

ˆ
{u∗>s}

tp−1 dt = ν({u∗ > s}).

Then, using one more time the “layer cake” representation:ˆ +∞

0

tp−1u(t) dt =

ˆ +∞

0

u(t)dν(t) =

ˆ +∞

0

ν({u > s}) ds ≥

=

ˆ +∞

0

ν({u∗ > s}) ds =
ˆ +∞

0

u∗(t)dν(t) =

ˆ +∞

0

tp−1u∗(t) dt.

If we swap p with q we conclude that u∗ ∈ C. Moreover, always from equi-measurability, we have:

I(u) =

ˆ +∞

0

G(u(t)) dt =

ˆ +∞

0

ˆ u(t)

0

e−(d!τ)1/d dτ dt =

ˆ +∞

0

ˆ +∞

0

χ{u>τ}(t)e
−(d!τ)1/d dτ dt

Tonelli
=

ˆ +∞

0

|{u > τ}|e−(d!τ)1/d dτ =

ˆ +∞

0

|{u∗ > τ}|e−(d!τ)1/d dτ = I(u∗).

Taking the supremum over all possible u ∈ C′ we have:

sup
v∈C′

I(v) = sup
v∈C′

I(v∗) ≤ sup
v∈C

I(v).

Inequality supv∈C′ I(v) ≥ supv∈C I(v) is trivial since C′ ⊃ C.
□

We are now in the position to find maximizers of (2.16).

Theorem 2.5. There exist a unique function u ∈ C achieving the supremum in (2.16) that is:

(2.19) u(t) =
1

d!

[
Log−

(
λ1t

p−1 + λ2t
q−1
)]d

, t > 0

where λ1, λ2 are both positive and uniquely determined by

p

ˆ +∞

0

tp−1u(t) dt = Ap, q

ˆ +∞

0

tq−1u(t) dt = Bq.

Proof. We will split the proof in several parts. Firstly we will show that maximizers are given by
(2.19). Then we will show that multipliers λ1 and λ2 are both strictly positive and unique.

Expression of maximizers: Let M = sup{t ∈ (0,+∞) : u(t) > 0}. From Proposition 2.3 we
know that u has to achieve at least one of the constraints, therefore M > 0. Consider now a closed
interval [a, b] ⊂ (0,M) and a function η ∈ L∞(0,M) supported in [a, b]. Without loss of generality
we can suppose that η is orthogonal, in the L2 sense, to tp−1 and tq−1, explicitly

(2.20)

ˆ b

a

tp−1η(t) dt = 0,

ˆ b

a

tq−1η(t) dt = 0.

On [a, b] we have that u(t) ≥ u(b) > 0, hence, for |ε| sufficiently small, u+ εη is still a nonnegative
function which satisfies (2.14), therefore u+ εη ∈ C′. Since we are supposing that u is a maximizer,
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the function ε 7→ I(u + εη) has a maximum for ε = 0. Given that η is supported in a compact
interval we can differentiate under the integral sign and obtain

0 =
d

dε
I(u+ εη)|ε=0=

ˆ b

a

G′(u(t))η(t) dt.

We would like to extend this result to every η in L2(a, b) satisfying (2.20). Since L∞(a, b) is dense in
L2(a, b), there exist a sequence {ηk}k∈N ⊂ L∞(a, b) such that ηk → η in L2(a, b). We can consider
the projection operator P such that, given ψ ∈ L2(a, b), Pψ is the orthogonal projection of ψ onto
X = span{tp−1, tq−1}⊥ ⊂ L2(a, b). Considering P is continuous we have that Pηk → Pη = η,
hence, since Pηk ∈ L∞(a, b):

0 =

ˆ b

a

G′(u(t))Pηk(t) dt = ⟨G′(u), Pηn⟩L2(a,b) → ⟨G′(u), η⟩L2(a,b) =

ˆ b

a

G′(u(t))η(t) dt

namely

(2.21)

ˆ b

a

G′(u(t))η(t) dt = 0.

Since (2.21) holds for every η ∈ X it must be that

G′(u) ∈ X⊥ =
(
span{tp−1, tq−1}⊥

)⊥
= span{tp−1, tq−1} in (a, b).

Letting a→ 0+ and b→M− we then obtain

(2.22) G′(u(t)) = λ1t
p−1 + λ2t

q−1 for a.e. t ∈ (0,M)

for some multipliers λ1, λ2 ∈ R. Since u is decreasing actually (2.22) holds for every t ∈ (0,M).

Finally, recalling the expression of (2.1) we see that G′(s) = e−(d!s)1/d . Since u is monotonically
decreasing we can invert (2.22) thus obtaining the explicit expression of maximizers:

(2.23) u(t) =


1

d!

[
− log

(
λ1t

p−1 + λ2t
q−1
)]d

t ∈ (0,M)

0 t ∈ (M,+∞)

We remark that a priori it was possible that M = +∞, but from the explicit expression of maxi-
mizers we see that this is not possible since u has to be nonnegative.

Maximizers achieve equality in both constraints and multipliers are non-zero: The argument
we used to determine the expression of maximizers enables us to say that these have to achieve

equality in both constraints in (2.14). Indeed, if, for example, we had that q
´ +∞
0

tq−1u(t) dt < Bq,
the second condition of orthogonality in (2.20) could be removed, because for sufficiently small ε
a variation non-orthogonal to tq−1 would be admissible. This would provide us the solution of the
same variational problem but without the Lq constraint. Since we are working in the intermediate
case, we know that actually this solution does not satisfy the Lq constraint, hence we conclude that
u has to achieve equality in both constraints. With the very same reasoning we can say that neither
λ1 nor λ2 can be 0.

Multipliers are positive: Suppose that one of the multipliers, for example λ2, is negative. Consider
an interval [a, b] ⊂ (0,M) and an admissible variation η ∈ L∞(0,M) supported in [a, b] and such

that
´ b

a
tq−1η(t) dt < 0. An example of such variation can be

η(t) =

{
−t1−p, t ∈ [a, (a+ b)/2)

t1−p, t ∈ [(a+ b)/2, b]
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if q < p or

η(t) =

{
t1−p, t ∈ [a, (a+ b)/2)

−t1−p, t ∈ [(a+ b)/2, b]

if q > p. Then the directional derivative of G at u along η is:
ˆ b

a

G′(u(t))η(t) dt =

ˆ b

a

(λ1t
p−1 + λ2t

q−1)η(t) dt = λ2

ˆ b

a

tq−1η(t) dt > 0,

which contradicts the fact that u is a maximizer.
u is continuous: Now that we now that both multipliers are positive we can prove that u is

continuous, which is equivalent to say that M = T , where T is the unique positive number such
that λ1T

p−1 + λ2T
q−1 = 1 (uniqueness of T follows from the positivity of multipliers).

We start supposing that M < T , which means that limt→M− u(t) > 0. Consider the following
variation

η(t) =


−1 + α

t

M
+ β, t ∈ (M −Mδ,M)

1, t ∈ (M,M +Mδ)

0, otherwise

where δ > 0 is small enough so that M −Mδ > 0 and M +Mδ < T , while α and β are constants,
depending on δ, to be determined. Since we want this to be an admissible variation, we impose
that η is orthogonal to tp−1 and tq−1. For example, the first condition is:

0 =

ˆ M+Mδ

M−Mδ

tp−1η(t) dt = −
ˆ M

M−Mδ

tp−1 dt+

ˆ M

M−Mδ

tp−1

(
α
t

M
+ β

)
dt+

ˆ M+Mδ

M

tp−1 dt

τ=t/M
= Mp

ˆ 1

1−δ

τp−1(ατ + β) dτ −Mp

ˆ 1

1−δ

τp−1 dτ +Mp

ˆ 1+δ

1

τp−1 dτ

therefore, dividing by δ:
 1

1−δ

τp−1(ατ + β) dτ = α

 1

1−δ

τp dτ + β

 1

1−δ

τp−1 dτ =

 1

1−δ

τp−1 dτ −
 1+δ

1

τp−1 dτ.

The equation stemming from the orthogonality with tq−1 is analogous. Therefore, we obtained a
nonhomogeneous linear system for α and β:

(2.24)

(ffl 1

1−δ
τp dτ

ffl 1

1−δ
τp−1 dτffl 1

1−δ
τ q dτ

ffl 1

1−δ
τ q−1 dτ

)(
α
β

)
=

(ffl 1

1−δ
τp−1 dτ −

ffl 1+δ

1
τp−1 dτffl 1

1−δ
τ q−1 dτ −

ffl 1+δ

1
τ q−1 dτ

)
.

This system has a unique solution if and only if the determinant of the matrix is not 0. We can
show this directly:

 1

1−δ

τp dτ

 1

1−δ

τ q−1 dτ −
 1

1−δ

τ q dτ

 1

1−δ

τp−1 dτ =

=
1

δ2

ˆ
(1−δ,1)2

(
τpσq−1 − τp−1σq

)
dτ dσ =

1

δ2

ˆ
(1−δ,1)2

τp−1σq−1 (τ − σ) dτ dσ =

=
1

δ2

(ˆ
Q1

τp−1σq−1 (τ − σ) dτ dσ +

ˆ
Q2

τp−1σq−1 (τ − σ) dτ dσ

)
,
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where Q1 = (1 − δ, 1)2 ∩ {τ > σ} and Q2 = (1 − δ, 1)2 ∩ {τ < σ}. In the second integral we can
consider the change of variable that swaps τ and σ. In this case, the new domain is Q1, hence: 1

1−δ

τp dτ

 1

1−δ

τ q−1 dτ −
 1

1−δ

τ q dτ

 1

1−δ

τp−1 dτ

=
1

δ2

ˆ
Q1

(
τp−1σq−1 − τ q−1σp−1

)
(τ − σ) dτ dσ.

In Q1 we have that τ − σ > 0 and the sign of τp−1σq−1 − τ q−1σp−1 is constant, indeed:

τp−1σq−1 − τ q−1σp−1 > 0 ⇐⇒
( τ
σ

)p−q

> 1
τ>σ⇐⇒ p > q.

Therefore the determinant of the matrix is always not 0.
Now that we have an admissible variation, we can compute the directional derivative of G along

η. Since u is supposed to be a maximizer, this derivative has to be nonpositive, therefore:

0 ≥
ˆ M+Mδ

M−Mδ

G′(u(t))η(t) dt = −
ˆ M

M−Mδ

(
λ1t

p−1 + λ2t
q−1
)
dt+

+

ˆ M

M−Mδ

(
λ1t

p−1 + λ2t
q−1
)(

α
t

M
+ β

)
dt+

ˆ M+Mδ

M

dt =

= −
ˆ M

M−Mδ

(
λ1t

p−1 + λ2t
q−1
)
dt+ λ1M

p

ˆ 1

1−δ

tp−1(αt+ β) dt+

+ λ2M
q

ˆ 1

1−δ

tq−1(αt+ β) dt+Mδ.

Dividing by Mδ and rearranging we obtain:

(2.25)

 M

M−Mδ

(
λ1t

p−1 + λ2t
q−1
)
dt ≥ 1 + λ1M

p−1

 1

1−δ

tp−1(αt+ β) dt

+ λ2M
q−1

 1

1−δ

tq−1(αt+ β) dt.

We notice that the last two terms are exactly the ones that appear in the orthogonality condition,
therefore, to understand their behavior as δ approaches 0, we need to study the right-hand side of
the system (2.24). If we expand the first component in the right-hand side of (2.24) in its Taylor
series with respect to δ we have:(

1− p− 1

2
δ + o(δ)

)
−
(
1 +

p− 1

2
δ + o(δ)

)
= −(p− 1)δ + o(δ)

and similarly for the other component. If we let δ → 0+ in (2.25) we obtain

λ1M
p−1 + λ2M

q−1 = lim
δ→0+

 M

M−Mδ

(
λ1t

p−1 + λ2t
q−1
)
dt

≥ 1 + lim
δ→0+

[
λ1M

p−1

 1

1−δ

tp−1(αt+ β) dt+ λ2M
q−1

 1

1−δ

tq−1(αt+ β)

]
= 1 + λ1M

p−1 lim
δ→0+

[−(p− 1)δ + o(δ)] + λ2M
q−1 lim

δ→0+
[−(q − 1)δ + o(δ)]

= 1.
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The function λ1t
p−1 + λ2t

q−1 is strictly increasing because λ1 and λ2 are both positive, therefore
this implies that M ≥ T , which is absurd because we supposed that M < T . This allows us to
write u as in (2.19).

Uniqueness of multipliers: Lastly we shall prove that multipliers λ1, λ2, and hence maximizer,
are unique. For this proof it is convenient to express u in a slightly different way:

u(t) =
1

d!

[
Log−

(
(c1t)

p−1 + (c2t)
q−1
)]d

.

To emphasize that u is parametrized by c1, c2 we write u(t; c1, c2). If we let u into (2.14) we obtain
the following functions of c1 and c2:

f(c1, c2) = p

ˆ T

0

tp−1u(t; c1, c2) dt, g(c1, c2) = q

ˆ T

0

tq−1u(t; c1, c2) dt.

We want to highlight that, even if it is not explicit, also T depends on c1 and c2. Nevertheless,
these functions are differentiable since both T and u are differentiable with respect to (c1, c2) and
tp−1u, tq−1u and their derivatives are bounded in (0, T ).
Our maximizer u satisfies the constraints only if f(c1, c2) = Ap and g(c1, c2) = Bq, therefore
uniqueness of the maximizer is equivalent to the fact that level sets {f = Ap} and {g = Bq}
intersect only in one point.

The first step is to consider the intersection of level sets with the coordinate axis, namely when
one of c1 or c2 is 0. For example, if c2 = 0 for f we obtain:

f(c1,f , 0) = Ap =⇒ c1,f =
κ

d
p
p

A
.

The same can be done for g and setting c1 = 0 instead of c2 = 0. Thus, we obtain four points:

c1,f =
κ

d
p
p

A
, c1,g =

(
p− 1

q

) d
q 1

B
, c2,f =

(
q − 1

p

) d
p 1

A
, c2,g =

κ
d
q
q

B
.

In the regime we are considering one has that c1,f < c1,g and c2,f > c2,g, indeed:

c1,f < c1,g ⇐⇒ B

A
< κ

d( 1
q−

1
p )

p

(
p

q

) d
q

,

c2,f > c2,g ⇐⇒ B

A
> κ

d( 1
q−

1
p )

q

(
p

q

) d
p

,

which are exactly conditions in (2.11).
Then, we notice that, for every value c1 ∈ (0, c1,f ), there exists a unique value of c2 for which

f(c1, c2) = Ap. Indeed, from previous computations we notice that f(c1, 0) is a decreasing function
hence f(c1, 0) > Ap, while limc2→+∞ f(c1, c2) = 0, therefore from the intermediate value theorem it
follows that f(c1, c2) = Ap for some c2. The uniqueness of this value follows from strict monotonicity
of f(c1, ·), indeed:

(2.26)
∂f

∂c1
(c1, c2) = −p(p− 1)

(d− 1)!
cp−2
1

ˆ T

0

t2(p−1)

(c1t)p−1 + (c2t)q−1

[
− log

(
(c1t)

p−1 + (c2t)
q−1
)]d−1

dt,

is always strictly negative. We point out that the term ∂T
∂c1

(c1, c2)u(T ; c1, c2), that should appear
since T depends on c1, is 0 because u is 0 in T . The same is true for g, therefore on the interval
(0, c1,f ) the level sets of f and g can be seen as the graph of two functions we denote with ϕ and γ.
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Moreover, since f and g are both differentiable, from the implicit function theorem we have that ϕ
and γ are differentiable with respect to c1.

After defining ϕ and γ we want to study their difference ϕ−γ. First of all, from the intermediate
zero theorem we have that ϕ− γ vanishes in at least one point, since

(ϕ− γ)(0) = c2,f − c2,g > 0, (ϕ− γ)(c1,f ) = −γ(c1,f ) < 0.

Then, to prove the uniqueness of the zero we will show that (ϕ − γ)′ < 0 whenever ϕ = γ. Again
by the implicit function theorem we have

d

dc1
(ϕ− γ)(c1) = −

∂f
∂c1

(c1, ϕ(c1))
∂f
∂c2

(c1, ϕ(c1))
+

∂g
∂c1

(c1, γ(c1))
∂g
∂c2

(c1, γ(c1))
< 0 ⇐⇒

I(c1) =
∂f

∂c1
(c1, ϕ(c1))

∂g

∂c2
(c1, γ(c1))−

∂f

∂c2
(c1, ϕ(c1))

∂g

∂c1
(c1, γ(c1)) > 0

As for (2.26) the other derivatives are computed. To simplify the notation we let

h(t; c1, c2) =
1

(d− 1)!

1

(c1t)p−1 + (c2t)q−1

[
− log

(
(c1t)

p−1 + (c2t)
q−1
)]d−1

.

From Fubini’s theorem we have:

I(c1) = p(p− 1)q(q − 1)cp−2
1 γ(c1)

q−2

ˆ
[0,T ]2

h(t; c1, ϕ(c1))h(s; c1, γ(c1))t
2(p−1)s2(q−1) dt ds

− p(q − 1)q(p− 1)cp−2
1 ϕ(c1)

q−2

ˆ
[0,T ]2

h(t; c1, ϕ(c1))h(s; c1, γ(c1))t
p+q−2sp+q−2 dt ds.

When level sets intersect we have ϕ(c1) = γ(c1). In this situation we can factorize the terms outside
the integral and notice that the sign of I depends only on the sign ofˆ

[0,T ]2
h(t; c1, ϕ(c1))h(s; c1, γ(c1))

(
t2(p−1)s2(q−1) − tp+q−2sp+q−2

)
dt ds

=

ˆ
[0,T ]2

h(t; c1, ϕ(c1))h(s; c1, γ(c1))t
p−2sq−2 (tpsq − tqsp) dt ds.

In order to simplify the notation once again, we setH(t, s; c1) = h(t; c1, ϕ(c1))h(s; c1, γ(c1)). Letting
T1 = [0, T ]2 ∩ {t > s} and T2 = [0, T ]2 ∩ {t < s}, we can split the above integral in two parts:ˆ

T1

H(t, s; c1)t
p−2sq−2 (tpsq − tqsp) dt ds+

ˆ
T2

H(t, s; c1)t
p−2sq−2 (tpsq − tqsp) dt ds.

Then, considering the change of variables that swaps t and s in the second integral, the domain of
integration becomes T1 and since H is symmetric in t and s, we have that the previous quantity is
equal to ˆ

T1

H(t, s; c1)
(
tp−2sq−2 − tq−2sp−2

)
(tpsq − tqsp) dt ds

=

ˆ
T1

H(t, s; c1)
1

t2s2
(tpsq − tqsp)

2
dt ds,

which is strictly positive, as desired.
We are now in the position to prove the uniqueness of multipliers. First of all, since (ϕ− γ)′ < 0

whenever ϕ(c1) = γ(c1), for every intersection point there exists δ > 0 such that ϕ(t) > γ(t) for
t ∈ (c1 − δ, c1) and ϕ(t) < γ(t) for t ∈ (c1, c1 + δ).
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Define c∗1 := sup{c1 ∈ [0, c1,f ] : ∀t ∈ [0, c1] ϕ(t) ≥ γ(t)}. This is an intersection point between ϕ and
γ (if ϕ(c∗1) > γ(c∗1) due to continuity there would be ε > 0 such that ϕ(c∗1 + ε) > γ(c∗1 + ε) which
contradicts the definition of c∗1) and it is the first one, because we saw that after every intersection
point there is an interval where ϕ < γ. Lastly, since ϕ(0) > γ(0) and ϕ(c1,f ) = 0 < γ(c1, f), we
have that 0 < c∗1 < c1,f .
Suppose now that there is a second point of intersection c̃1 after the first one. Since immediately
after c∗1 we have that ϕ becomes smaller than γ, this second point of intersection is given by
c̃1 = sup{c1 ∈ [c∗1, c1,f ] : ∀t ∈ [c∗1, c1] ϕ(t) ≤ γ(t)}. Considering that this is an intersection point,
there exists an interval before c̃1 where ϕ is strictly greater than γ which is absurd, hence c∗1 is the
only intersection point between ϕ and γ.
Therefore, the pair (c∗1, ϕ(c

∗
1) = c∗2) is the unique pair of multipliers for which

p

ˆ T

0

tp−1u(t; c∗1, c
∗
2) dt = Ap, q

ˆ T

0

tq−1u(t; c∗1, c
∗
2) dt = Bq

and, in the end, u(t; c∗1, c
∗
2) is the unique maximizer for (2.16). □

We are now in the position to prove the second part of Theorem (2.1).

Proof of Theorem 2.1(ii). We recall that from Theorem 2.2 we have

∥LF,φ∥ ≤
ˆ +∞

0

G(µ(t)) dt,

where µ(t) = |{|F | > t}| is the distribution function of F and equality is achieved if and only if
F (z) = eiθρ(|z−z0|) for some θ ∈ R, some z0 ∈ R2d and some non-increasing function ρ : [0,+∞) →
[0,+∞). Then, Theorem 2.5 gives us a bound on the right-hand side, namely that:ˆ +∞

0

G(µ(t)) dt ≤
ˆ +∞

0

G(u(t)) dt,

where u is given by (2.19). This is sufficient to prove (2.4). Then, from u we can reconstruct ρ. If
F (z) = eiθρ(|z − z0|), then its super-level sets are balls with centre z0. Since u is the distribution
function of F , for t ∈ (0, T ) and some radius r > 0 we have:

πdr2d

d!
= u(t) =

1

d!

[
− log(λ1t

p−1 + λ2t
q−1)

]d
,

where the left-hand side is the measure of a 2d-dimensional ball of radius r. If we simplify this
expression we obtain:

πr2 = − log(λ1t
p−1 + λ2t

q−1) =⇒ t = ψ(πr2).

However, it is clear that ρ(r) = t, therefore ρ(r) = ψ(πr2) and, in the end, F (z) = eiθψ(π|z− z0|2).
Lastly, from Theorem 2.2 we have that equality in |⟨LF,φf, g⟩| = ∥LF,φ∥ is achieved for some

normalized f and g if they both are of the kind (2.7), possibly with different c’s but with the same
centre (x0, ω0) = z0 ∈ R2d. □

3. Some corollaries

In this section, we present some corollaries of Theorem 2.1. The first one just consists in rephras-
ing Theorem 2.1 in the form of an optimal estimate for ∥LF,φ∥.

Corollary 3.1. Let p, q ∈ (1,+∞) and let F ∈ Lp(R2d) ∩ Lq(R2d). Then:
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(i) If ∥F∥q/∥F∥p ≤ κ
d( 1

q−
1
p )

q

(
p

q

) d
p

then

∥LF,φ∥ ≤ κdκq
q ∥F∥q

with equality if and only if

F (z) = Aeiθe−
π

q−1 |z−z0|2 ,

for some A > 0, θ ∈ R and z0 ∈ R2d.

(ii) If κ
d( 1

q−
1
p )

q

(
p

q

) d
p

< ∥F∥q/∥F∥p < κ
d( 1

q−
1
p )

p

(
p

q

) d
q

then

∥LF,φ∥ ≤
ˆ +∞

0

G(u(t)) dt,

where u(t) = 1
d!

[
Log−(λ1t

p−1 + λ2t
q−1)

]d
and λ1, λ2 > 0 are uniquely determined by

p

ˆ +∞

0

tp−1u(t) dt = ∥F∥pp, q

ˆ +∞

0

tq−1u(t) dt = ∥F∥qq.

Moreover, letting T > 0 the unique value such that λ1T
p−1 +λ2T

q−1 = 1, the function t 7→
− log(λ1t

p−1+λ2t
q−1) defined on (0, T ] is invertible and we denote by ψ : [0,+∞) → (0, T ]

its inverse. Then, equality is achieved if and only if F (z) = eiθψ(π|z−z0|2) for some θ ∈ R
and z0 ∈ R2d.

(iii) If ∥F∥q/∥F∥p ≥ κ
d( 1

q−
1
p )

p

(
p

q

) d
q

then

∥LF,φ∥ ≤ κdκp
p ∥F∥p

with equality if and only if

F (z) = Aeiθe−
π

p−1 |z−z0|2 ,

for some A > 0, θ ∈ R and z0 ∈ R2d.

Before presenting a further consequence of Theorem 2.1, we recall that Vφ : L2(Rd) → L2(R2d) is
an isometry since ∥φ∥2 = 1 (see [12]). Therefore, |Vφf(x, ω)|2 can be regarded as the time-frequency
energy density of f and is thus important to have some estimates for this quantity, both from a
mathematical and physical point of view. We also recall (see [4]) that, if p, q ∈ (1,+∞), the space
Lp(Rd) + Lq(Rd) is defined as

Lp(Rd) + Lq(Rd) = {f + g : f ∈ Lp(Rd), g ∈ Lq(Rd)}.
This is a Banach space with the norm

∥f∥Lp+Lq = inf{∥f1∥p + ∥f2∥q : f1 ∈ Lp(Rd), f2 ∈ Lq(Rd), f = f1 + f2},

and its dual space can be identified with Lp′
(Rd) ∩ Lq′(Rd), where p′ and q′ are the conjugate

exponents of p and q, respectively, with the following norm

∥f∥Lp′∩Lq′ = max{∥f∥p′ , ∥f∥q′}.
Then, thanks to Theorem 2.1 we are able to give an optimal estimate for ∥|Vφf |2∥Lp+Lq , which
reduces to the d-dimensional version of (1.4) when p = q.

Corollary 3.2. Let p, q ∈ (1,+∞). Then, for every f ∈ L2(Rd) it holds that



16 FEDERICO RICCARDI

(i) If pd(κp−κq)

(
κq
κp

)dκq

≤ 1 then

∥|Vφf |2∥Lp+Lq ≤ κdκp
p ∥f∥22.

(ii) If qd(κp−κq)

(
κq
κp

)dκp

≥ 1 then

∥|Vφf |2∥Lp+Lq ≤ κdκq
q ∥f∥22.

(iii) If qd(κp−κq)

(
κq
κp

)dκp

< 1 < pd(κp−κq)

(
κq
κp

)dκq

then

∥|Vφf |2∥Lp+Lq ≤
(ˆ +∞

0

G(u(t)) dt

)
∥f∥22,

where u(t) is given by (2.5) and λ1, λ2 are uniquely determined by (2.6) with A = B = 1.

Finally, in every case, equality is achieved if and only if f is of the kind (2.7) for some c ∈ C and
some z0 = (x0, ω0) ∈ R2d.

Proof. Given f ∈ L2(Rd) we have:

∥|Vφf |2∥Lp+Lq = max
∥F∥

Lp′∩Lq′≤1
|⟨F, |Vφf |2⟩| = max

∥F∥
Lp′∩Lq′≤1

|⟨LF,φf, f⟩|

≤

(
sup

∥F∥
Lp′∩Lq′≤1

∥LF,φ∥

)
∥f∥22,

and the result directly follow from Theorem 2.1 with exponents p′ and q′ and A = B = 1. □

Finally, we recall that Fock space F2(Cd) is the space of all entire functions F on Cd for which
the norm

∥F∥2F =

ˆ
Cd

|F (z)|2e−π|z|2 dz

is finite and that the Bargmann transform B : L2(Rd) → F2(Cd) defined as

Bf(z) = 2
d
4

ˆ
Rd

f(t)e2πt·z−π|t|2−π
2 z2

dt

is a unitary operator (see [12]). The Bargmann transform is closed related with the STFT with
Gaussian window thanks to the following relation:

(3.1) Vφf(x,−ω) = eπix·ωBf(z)e−π|z|2/2, z = x+ iω ∈ Cd.

Corollary 3.3. Let p, q ∈ (1,+∞). Then, for every F ∈ F2(Cd) it holds that:

(i) If pd(κp−κq)

(
κq
κp

)dκq

≤ 1 then

∥|F |2e−π|·|2∥Lp+Lq ≤ κdκp
p ∥F∥2F .

(ii) If qd(κp−κq)

(
κq
κp

)dκp

≥ 1 then

∥|F |2e−π|·|2∥Lp+Lq ≤ κdκq
q ∥F∥2F .
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(iii) If qd(κp−κq)

(
κq
κp

)dκp

< 1 < pd(κp−κq)

(
κq
κp

)dκq

then

∥|F |2e−π|·|2∥Lp+Lq ≤
(ˆ +∞

0

G(u(t)) dt

)
∥F∥2F ,

where u(t) is given by (2.5) and λ1, λ2 are uniquely determined by (2.6) with A = B = 1.

Proof. Since the Bargmann transform is a unitary operator, there exists f ∈ L2(Rd) such that
Bf = F and ∥f∥2 = ∥F∥F . Therefore, thanks to (3.1) it holds that

|Vφf(x,−ω)|2 = |F (z)|2e−π|z|2

and the proof is complete applying Corollary 3.2. □

Figure 1. An optimal weight function with d = 1, p = 1.5, q = 20, A = B = 1.
The plot was created with MATLAB R2022b.
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[4] J. Bergh and J. Löfström. Interpolation spaces: an introduction. Vol. 223. Springer Science &
Business Media, 2012.



18 REFERENCES

[5] E. A. Carlen. “Some integral identities and inequalities for entire functions and their ap-
plication to the coherent state transform”. In: Journal of Functional Analysis 97.1 (1991),
pp. 231–249.
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