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A B S T R A C T

The usual definition of scaled monomials found in polytopal finite elements literature leads
to elemental matrices with an unnecessarily high condition number. A trivial but apparently
overlooked rescaling significantly improves the situation. The extent of the improvement is
demonstrated numerically.

1. Problem statement

Let 𝑇 ⊂ R𝑑 be a 𝑑-dimensional polytope and vtx(𝑇 ) the set of points of R𝑑 which are its vertices. The diameter of 𝑇 is
ℎ𝑇 ∶= max𝒗𝑚 ,𝒗𝑛∈vtx(𝑇 ) ‖𝒗𝑚 − 𝒗𝑛‖2, where ‖ ⋅ ‖2 is the euclidean norm in R𝑑 ; 𝒙𝑇 ∈ 𝑇 finally denotes the barycenter (center of
mass) of 𝑇 . P𝑘

𝑑 (𝑇 ) denotes the set of 𝑑-variate polynomials of degree 𝑘 with support on 𝑇 and a generic polynomial 𝑝 ∈ P𝑘
𝑑 (𝑇 ) can

be written as the linear combination

𝑝(𝒙) =
𝑁𝑘

𝑑
∑

𝑖=1
𝑝𝑖𝜙𝑇 ,𝑖(𝒙),

where 𝒙 = (𝑥1,… , 𝑥𝑑 ) ∈ 𝑇 is the evaluation point, 𝑝𝑖 denotes the 𝑖th coefficient of the linear combination and 𝜙𝑇 ,𝑖 denotes the 𝑖th
function of the chosen polynomial basis of size 𝑁𝑘

𝑑 .
In finite element methods one needs to construct different elemental matrices out of these basis functions, for example

𝑀𝑖𝑗 = ∫𝑇
𝜙𝑇 ,𝑖𝜙𝑇 ,𝑗d𝒙, 𝐾𝑖𝑗 = ∫𝑇

∇𝜙𝑇 ,𝑖 ⋅ ∇𝜙𝑇 ,𝑗d𝒙,

where 𝑀 is the mass matrix and 𝐾 the stiffness matrix. It is well known that the choice of the basis functions greatly influences the
condition number of such matrices [1, Chapter 3].

2. Scaled monomials

In polytopal discretizations for PDEs the scaled monomials are very frequently used as basis, as they are cheap to evaluate and, in
contrast for example with Legendre basis, they can be constructed irrespectively of the shape of 𝑇 (even if 𝑇 has non-planar faces).
On the other hand, scaled monomials can lead to ill-conditioned matrices, and literature on orthogonalization techniques to control
this issue abounds, see for example [2]. Such techniques however are computationally expensive.
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The usual definition of scaled monomials is as follows: let 𝛼 ∈ N𝑑 be a multi-index with magnitude |𝛼| ∶=
∑

1≤𝑖≤𝑑 𝛼𝑖. By setting
for all 𝛼 ∈ N𝑑

𝜇𝑇 ,𝛼(𝒙) ∶=
∏

1≤𝑖≤𝑑

(𝑥𝑖 − 𝑥𝑇 ,𝑖
ℎ𝑇

)𝛼𝑖
, (1)

the usual scaled monomial basis for P𝑘
𝑑 (𝑇 ) is {𝜇𝑇 ,𝛼 ∶ 𝛼 ∈ N𝑑 , |𝛼| ≤ 𝑘}.

Using the monomials (1) to form a polynomial basis is common practice in polytopal FEM literature, see for example [2–5], [6,
Appendix B], [7]. However, as it turns out, (1) leads to unnecessarily ill-conditioned elemental matrices and it is not what should
e implemented.

To formally illustrate the issue the 1D situation is analyzed; the same reasoning can be readily extended to any dimension. Let
= [𝑎, 𝑏]: according to the definitions given in Section 1, ℎ𝑇 = 𝑏 − 𝑎 is the diameter of 𝑇 and 𝑥𝑇 = (𝑎 + 𝑏)∕2 is its barycenter. The
ass matrix of 𝑇 therefore is

𝑀 (𝜂)
𝑖𝑗 = ∫

𝑏

𝑎

(

𝜂
𝑥 − 𝑥𝑇
ℎ𝑇

)𝑖 (

𝜂
𝑥 − 𝑥𝑇
ℎ𝑇

)𝑗
𝑑𝑥,

where an additional real scaling factor 𝜂 was introduced in the basis functions if compared with (1) above. The entries of the mass
matrix are then computed explicitly, obtaining

𝑀 (𝜂)
𝑖𝑗 = ∫

𝑏

𝑎

(

𝜂
𝑥 − 𝑥𝑇
ℎ𝑇

)𝑖+𝑗
𝑑𝑥 =

( 𝜂
2

)𝑖+𝑗 ℎ𝑇
2

1 − (−1)𝑖+𝑗+1

𝑖 + 𝑗 + 1
. (2)

Inspecting (2) it can be noticed that any 𝜂 ≠ 2 introduces a scaling dependent on 𝑖 and 𝑗 that deteriorates the condition number:
indeed, by analyzing the Gershgorin circles of 𝑀 (𝜂)

𝑖𝑗 , for 𝜂 = 2 they are centered on 𝑀 (2)
𝑖𝑖 = 2ℎ𝑇

2𝑖+1 , whereas for 𝜂 = 1 their center is
𝑀 (1)

𝑖𝑖 = 2ℎ𝑇
2𝑖+1 2

−2𝑖. Therefore, in the case 𝜂 = 1, the smallest eigenvalues are pushed towards zero in an exponential fashion.
A very practical rule of thumb deriving from the result above is that optimally scaled monomials on 𝑇 are a stretched and

ranslated version of the unscaled monomials in [−1, 1]. It is readily seen that (1) violates this rule: since |𝑥 − 𝑥𝑇 | ≤ ℎ𝑇 ∕2, the
monomials defined by (1) are a stretched and translated version of the unscaled monomials in [−1∕2, 1∕2].

Extending the reasoning above (and, consequently, the given rule of thumb) to the multi-dimensional case it can be also deduced
hat, when 𝑑 ≥ 2, in anisotropic elements a single value of ℎ𝑇 for all the directions is not appropriate. To rectify this, the half-sizes
f the rectangular bounding box around 𝑇 are collected in the vector 𝑇 with components

𝑇 ,𝑖 ∶= max
𝒗𝑚 ,𝒗𝑛∈vtx(𝑇 )

|𝑣𝑚,𝑖 − 𝑣𝑛,𝑖|
2

, 𝑖 ∈ {1,… , 𝑑}, (3)

hich is subsequently used to give the improved definition of scaled monomials

𝜇̂𝑇 ,𝛼(𝒙) ∶=
∏

1≤𝑖≤𝑑

(𝑥𝑖 − 𝑥𝑇 ,𝑖
𝑇 ,𝑖

)𝛼𝑖
. (4)

As a last remark, it is noted that the ideas discussed above are applicable without modification to skeletal methods [3,7] employing
(𝑑 − 1)-variate polynomials attached to the faces of 𝑇 : it can be readily shown that, as long as the rule of thumb given above is
fulfilled, the resulting bases provide optimal matrix conditioning.

3. Numerical experiments

The mass and stiffness matrices for some elements are computed using differently scaled bases, subsequently their condition
numbers are computed using a singular value decomposition (on stiffness matrices, the row and the column corresponding to
the constant were removed before computing the SVD). The experiments were implemented in the DiSk++ open-source library
(https://github.com/wareHHOuse/diskpp).

As first numerical test the element [0, 1] is considered and matrices are constructed using 𝜂 = 1 and 𝜂 = 2. In Table 1 it can
be observed that already at 𝑘 = 4 the mass matrix computed with 𝜂 = 1 has a conditioning 5 orders of magnitude worse than the
matrix computed with 𝜂 = 2; on the stiffness matrix a gap of 3 orders of magnitude is observed.

For the 2D tests 𝐾𝑛
𝜌 ∶= {(𝜌 cos(2𝜋𝑖∕𝑛), 𝜌 sin(2𝜋𝑖∕𝑛)) ∶ 0 ≤ 𝑖 < 𝑛} denotes the set of 𝑛 points lying on a circumference of radius 𝜌 and,

clearly, the convex hull of 𝐾𝑛
𝜌 yields a regular polygon of 𝑛 edges. The standard rotation matrix 𝐑𝜃 and the matrix 𝐓 = diag(1, 0.1)

are then introduced to generate from 𝐾𝑛
𝜌 some anisotropic test elements as described in the following.

For the second numerical test, the elements identified by the sets 𝐾̂3
0.4 and 𝐾̂5

0.4 obtained by applying 𝐓 to the points of 𝐾3
0.4 and

𝐾5
0.4 are considered. Those elements are an highly stretched triangle and an highly stretched pentagon respectively, both aligned

along the 𝑥 axis. Mass and stiffness matrices are then formed and their condition number is computed under three settings: (i) using
monomials (1), (ii) using monomials (4) where 𝑇 ,𝑖 = ℎ𝑇 ∕2 for all 𝑖 and (iii) using monomials (4) with 𝑇 ,𝑖 set as defined by (3).
As reported in Tables 2 and 3, also in this case the use of the scaled monomials defined by (4) yields significant improvements in
the condition numbers.

The third and last numerical test explores a setting where the proposed rescaling should fail to provide improved condition
5 ̄ 5
2

numbers. The transformation 𝐑𝜋∕4𝐓 is applied to 𝐾0.4, yielding a very stretched pentagon 𝐾0.4 aligned with neither axis. Indeed,

https://github.com/wareHHOuse/diskpp
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Table 1
Condition number of the 1D mass matrix for varying polynomial degree 𝑘.
𝑘 Mass Stiffness

𝑘 𝜂 = 1 𝜂 = 2 𝜂 = 1 𝜂 = 2

1 4.80e+01 3.00e+00 1.00e+00 1.00e+00
2 2.88e+03 1.41e+01 1.20e+01 1.33e+00
3 1.80e+05 6.76e+01 3.23e+02 7.67e+00
4 1.13e+07 3.58e+02 1.13e+04 2.48e+01
5 7.19e+08 1.87e+03 4.57e+05 1.18e+02
6 4.58e+10 1.02e+04 2.02e+07 5.60e+02
8 1.87e+14 3.07e+05 4.62e+10 1.47e+04
10 7.69e+17 9.44e+06 1.21e+14 4.15e+05

Table 2
Condition number of the 2D matrices for the triangle 𝐾̂3

0.4.

𝑘 Mass Stiffness

(i) (ii) (iii) (i) (ii) (iii)

1 1.81e+03 4.51e+02 6.00e+00 1.00e+00 1.00e+00 7.50e+01
2 3.07e+06 2.01e+06 6.56e+01 4.52e+02 1.13e+02 8.44e+01
3 4.79e+09 7.90e+07 7.25e+02 3.48e+05 3.74e+04 3.96e+02
4 7.09e+12 2.99e+10 6.77e+03 3.06e+08 1.34e+07 1.24e+03
5 1.01e+16 1.08e+13 8.64e+04 2.91e+11 5.65e+09 5.76e+03
6 8.63e+18 3.85e+15 9.75e+05 2.89e+14 2.50e+12 2.47e+04
7 2.77e+20 1.17e+18 1.07e+07 1.82e+17 1.13e+15 1.32e+05
8 2.85e+22 6.80e+18 1.43e+08 7.16e+18 4.45e+17 1.07e+06

Table 3
Condition number of the 2D matrices for the pentagon 𝐾̂5

0.4.

𝑘 Mass Stiffness

(i) (ii) (iii) (i) (ii) (iii)

1 1.70e+03 4.26e+02 4.70e+00 1.00e+00 1.00e+00 9.05e+01
2 3.11e+06 2.05e+05 3.45e+01 4.25e+02 1.06e+02 9.61e+01
3 5.26e+09 8.67e+07 2.59e+02 3.54e+05 3.67e+04 4.81e+02
4 8.59e+12 3.59e+10 2.30e+03 3.38e+08 9.84e+06 1.31e+03
5 1.38e+16 1.44e+13 1.85e+04 3.54e+11 3.54e+09 6.16e+03
6 8.99e+17 5.73e+15 1.61e+05 3.94e+14 1.19e+12 2.39e+04
7 6.49e+20 1.73e+18 1.42e+06 3.31e+17 4.47e+14 1.18e+05
8 8.55e+22 1.32e+19 1.28e+07 1.29e+19 1.30e+17 5.31e+05

already at 𝑘 = 4 a huge ill-conditioning is observed (Table 4, columns (iii)). This situation is cured by aligning the monomial basis
ith the element’s inertia axes [4], but applying the appropriate scaling. The standard inertia matrix is therefore introduced

∫𝑇
(𝒙 − 𝒙𝑇 )(𝒙 − 𝒙𝑇 )𝑇 d𝒙 = 𝐐Λ𝐐𝑇 ∈ R𝑑×𝑑 , 𝒙 ∈ 𝑇 ,

nd factorized in a diagonal Λ containing its eigenvalues and an orthonormal 𝐐 with its eigenvectors as columns. Letting 𝜆max =
max(Λ), the linear transformation defined by the matrix 𝐁(𝜂) ∶= 𝜂ℎ−1𝑇

√

𝜆max

√

Λ−1𝐐𝑇 allows to evaluate the monomials in a reference
frame aligned with the principal axes of 𝑇 . It can be easily seen that also in this case the correct choice is 𝜂 = 2, and the
transformation just introduced allows to write the scaled and principal-axis-aligned monomial basis as

𝜇̄𝑇 ,𝛼(𝒙) ∶=
𝑑
∏

𝑖=1
(𝐁(2)(𝒙 − 𝒙𝑇 ))

𝛼𝑖
𝑖 . (5)

Table 4 reports the comparison of the condition numbers obtained using the setting (iii) described above and using the mapping 𝐁(𝜂)

as in (5) but with 𝜂 ∈ {1, 2} to evaluate the monomials. It can be noticed how the choice 𝜂 = 2 provides significant improvement
over (iii) and over the setting 𝜂 = 1 already used in [4].

The monomials defined by (5), underlining the choice 𝜂 = 2, are therefore the ‘‘optimal’’ monomial basis in terms of finite element
matrix conditioning, and it is what should be implemented if monomial bases are to be used. We remark that the computation of
𝐁(2) is inexpensive, as it requires to solve, once per element, only a 𝑑 × 𝑑 eigenvalue problem.

4. Conclusions

Scaled monomials are largely used in polygonal FEM, but at the same time dismissed as ill-conditioned. Unnecessarily high
3

ill-conditioning however frequently results from a wrong scaling of the basis functions. As demonstrated algebraically and with
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Table 4
Condition number of the 2D matrices for the pentagon 𝐾̄5

0.4.

𝑘 Mass Stiffness

(iii) 𝐁(1) 𝐁(2) (iii) 𝐁(1) 𝐁(2)

1 2.26e+02 1.70e+01 4.26e+00 1.00e+00 1.00e+02 1.00e+02
2 9.60e+04 4.30e+02 3.15e+01 1.13e+02 4.26e+02 1.06e+02
3 3.60e+07 1.17e+04 2.26e+02 3.66e+04 3.32e+03 5.82e+02
4 1.47e+10 3.52e+05 1.94e+03 1.15e+07 3.09e+04 1.76e+03
5 5.65e+12 1.00e+07 1.48e+04 4.16e+09 3.37e+05 8.40e+03
6 2.33e+15 3.03e+08 1.27e+05 1.56e+12 3.94e+06 3.61e+04
7 7.01e+15 9.05e+09 1.08e+06 6.11e+14 4.97e+07 1.83e+05
8 5.42e+16 2.76e+11 9.41e+06 6.98e+15 7.22e+08 9.00e+05

the numerical tests, the ill-conditioning can be strongly mitigated by using an easy to implement and computationally inexpensive
variation of the definition normally found in literature.

Data availability

The numerical results for the article were obtained using the DiSk++ open source library, available at https://github.com/
areHHOuse/diskpp.
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