
03 September 2024

POLITECNICO DI TORINO
Repository ISTITUZIONALE

Dynamic Cluster Analysis to Detect and Track Novelty in Network Telescopes / Huang, Kai; Gioacchini, Luca; Mellia,
Marco; Vassio, Luca. - (2024), pp. 287-296. (Intervento presentato al convegno 2024 IEEE European Symposium on
Security and Privacy Workshops (EuroS&PW) tenutosi a Vienna (AUT) nel 08-12 July 2024)
[10.1109/EuroSPW61312.2024.00037].

Original

Dynamic Cluster Analysis to Detect and Track Novelty in Network Telescopes

IEEE postprint/Author's Accepted Manuscript

Publisher:

Published
DOI:10.1109/EuroSPW61312.2024.00037

Terms of use:

Publisher copyright

©2024 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any
current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating
new collecting works, for resale or lists, or reuse of any copyrighted component of this work in other works.

(Article begins on next page)

This article is made available under terms and conditions as specified in the  corresponding bibliographic description in
the repository

Availability:
This version is available at: 11583/2991924 since: 2024-08-26T07:50:44Z

IEEE



Dynamic Cluster Analysis to Detect and Track Novelty in Network Telescopes

Kai Huang
Politecnico di Torino

Turin, Italy
kai.huang@polito.it

Luca Gioacchini
Politecnico di Torino

Turin, Italy
luca.gioacchini@polito.it

Marco Mellia
Politecnico di Torino

Turin, Italy
marco.mellia@polito.it

Luca Vassio
Politecnico di Torino

Turin, Italy
luca.vassio@polito.it

Abstract—In the context of cybersecurity, tracking the activi-
ties of coordinated hosts over time is a daunting task because
both participants and their behaviours evolve at a fast pace.
We address this scenario by solving a dynamic novelty dis-
covery problem with the aim of both re-identifying patterns
seen in the past and highlighting new patterns. We focus
on traffic collected by Network Telescopes, a primary and
noisy source for cybersecurity analysis. We propose a 3-stage
pipeline: (i) we learn compact representations (embeddings)
of hosts through their traffic in a self-supervised fashion;
(ii) via clustering, we distinguish groups of hosts performing
similar activities; (iii) we track the cluster temporal evolution
to highlight novel patterns. We apply our methodology to
20 days of telescope traffic during which we observe more
than 8 thousand active hosts. Our results show that we
efficiently identify 50-70 well-shaped clusters per day, 60-
70% of which we associate with already analysed cases,
while we pinpoint 10-20 previously unseen clusters per day.
These correspond to activity changes and new incidents, of
which we document some. In short, our novelty discovery
methodology enormously simplifies the manual analysis the
security analysts have to conduct to gain insights to interpret
novel coordinated activities.

Index Terms—Network telescope, clustering, dynamic cluster
analysis, novelty detection

1. Introduction

In the context of network monitoring and cyberse-
curity, the ever-evolving landscape presents a perpetual
challenge, with the daily emergence of new threats and
vulnerabilities [22], [42]. Take botnets which have always
attracted the attention of network administrators and se-
curity experts. Botnets are groups of machines compro-
mised by the same malware acting under the control of
a central server (Command-and-Control paradigm [35]).
These compromised machines become part of a large
system that the controller can remotely instruct to engage
in coordinated malicious activities.

Botnets constantly evolve, adapting their attack pat-
terns and network scanning behaviours to the latest vul-
nerabilities. For instance, the FritzFrog botnet [16] started
exploiting the Log4Shell vulnerability [43] to improve
its spreading strategy [9]. Similarly, the widely known
Mirai botnet [4], [5] evolved to at least three new variants
only in 2023 [32], [33]. This dynamic nature requires
a proactive and collaborative cybersecurity approach for
effective mitigation and eradication [34].

How to represent and detect such coordinated activi-
ties among senders is a crucial aspect of cyber defence.
Solutions based on Artificial Intelligence (AI) have proven
instrumental in identifying these coordinated groups of
senders, offering a proactive approach to cybersecurity.
Many works represent senders through traditional feature
engineering approaches and process the resulting datasets
through (sparse) Autoencoders [18], [21], [25], traditional
Convolutional Neural Networks [3], [36] or (temporal)
Graph Neural Networks [13]. Other works identify analo-
gies between sequences of packets (or flows) and words in
text documents. Hence, they represent senders borrowing
techniques from the Natural Language Processing (NLP)
field [8], [14], [15], [37]. The detection of senders per-
forming similar actions is then faced by addressing a
clustering problem through unsupervised techniques in the
embedding space [14], [15], [18].

However, distinguishing clusters and activity patterns
that are already known from those that are novel is still
an open challenge. Consider the clustering results obtained
from analysing data referring to two periods of time, e.g.,
yesterday and today. Dynamic Cluster Analysis (DCA)
aims at identifying which of today’s clusters are novel and
which can be mapped to yesterday’s activity. Among many
evolutionary clustering techniques for data stream [23],
[26], [27], MONIC [40] is one of the most adopted solu-
tions. It defines a framework for modelling and tracking
cluster transitions over time. In short, it defines a set of
possible evolutions to describe cluster dynamics and to
match clusters across temporal snapshots.

Clustering techniques are commonly used to analyse
network telescope traffic, with embeddings [14], [21],
leveraging feature vectors [19], [6], or based on graphs
[39]. However, very few works monitor the evolution of
activities and detect novelties. The closest to our work
is [21], in which the authors proposed an optimal mass
transport problem to detect temporal changes in clusters,
whereas their approach focuses on unveiling large-scale
incidences like Mirai onset in 2016 but lacks tracking
the evolution of individual clusters and identifying newly
emerged activities.

In this paper, we address these challenges by solving a
dynamic novelty discovery problem focusing on Network
Telescopes, or Darknets. They are subnets that host neither
production services nor clients [12] and only observe
received unsolicited traffic. They represent a privileged
source of information for network security and monitoring
activities [11], [20]. Here, we analyse 20 days of telescope
traffic, i.e., 20 independent snapshots of data. We automat-
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Figure 1: 3-stage pipeline for dynamic novelty discovery.

ically detect groups of senders exhibiting coordination in
the traffic they send and study the evolution and dynamics
over time of such groups.

In short, we start the known 2-stage pipeline [15], [17],
[24] in which, given a batch of data, a self-supervised
upstream task (Stage 1) generates compact representations
of input data in a latent space (i.e. embeddings) without
the need for ground truth or prior knowledge on the data; a
clustering algorithm (Stage 2) identifies groups of senders
exhibiting similar patterns on top of the generated embed-
dings. Here, we introduce a novel DCA stage (Stage 3)
where we match the current clusters with previously seen
ones. This allows us to investigate evolving dynamics, and
pinpoint new previously unseen events.

Our analysis shows that the proposed approach greatly
simplifies the analysis of the humongous amount of data
a network telescope collects. Each day, we identify 50-70
clusters of coordinated senders. We immediately match
60-70% of them to previously known clusters and identify
only 10-20 new clusters, each collecting hundreds of
senders that exhibit a clear pattern. We manually analyse
some of them, identifying some periodic network scans,
the sudden emergence of attacks, morphing patterns in a
group of senders, etc.

In summary, the key contributions of this work are as
follows: We proposed a DCA approach for detecting and
tracking coordinated scanning activities on the internet by
presenting a novel framework based on MONIC. We apply
our approach to 20 days of real-world data collected from
a /24 network telescope. The results show our methodol-
ogy successfully detects novel activities, limiting human
effort. We also manually analyse some of the identified
cases and report our findings.

All in all, our proposed pipeline demonstrates how
modern machine-learning approaches can support the
analysis of traffic for cybersecurity goals. In the future,
we plan to move into the real-time implementation of the
system and continuous analysis.

TABLE 1: Traffic from active senders data characterisa-
tion. Total refers to distinct senders and ports.

20 Days Avg. Daily±std.
IPs Ports IPs Ports

TCP 48,275 65,536 7,146±376 32,149±9,367
UDP 5,825 3,897 1,413±105 413±105
ICMP 930 – 151±42 −
GRE 1,396 – 286±154 −

Total 52,418 65,536 8,088±443 32,294±9,326

2. Network Traffic Analysis Pipeline

Figure 1 shows the 3-stage pipeline we detail in the
following. Starting from the data collection, we summarise
the self-supervised construction of embedding (1) and the
unsupervised cluster creation (2) that we borrow from
previous works. We then present the details of the new
DCA process (3) we introduce in this paper.

2.1. Network Telescope Sensor

In this work, we rely on data collected from the same
/24 telescope as in [15] situated in our campus network.
We focus on 50 days of telescope traffic, from 2021-05-
01 to 2021-06-19. In total, we observed more than 100
million packets sent by 785 thousand senders. Here we
consider senders sending more than 5 packets daily as
“active”. After filtering out the inactive senders we are left
with about 130,000 active senders in the whole period. We
use the first 30 days for bootstrapping the system and the
remaining 20 days for testing it. Figure 2 shows the total
number of senders seen each day (green) (about 45,000).
About 8,000 are active each day (blue), with about 2,000
new (red) daily senders appearing for the first time even
after 20 days. In fact, most senders are active for very few
days as the Empirical Complementary Cumulative Density
Function (ECCDF) shows in Figure 3.

We detail some further statistics in Table 1. In short,
we face a very variable scenario, with 52,418 active
senders hitting the network telescope in the last 20 days,
of which each day ≈8,000 are active. They target all TCP
and thousands UDP ports, but also generate a significant
fraction of ICMP and GRE traffic.

2.2. Self-Supervised Upstream Task: Sender Em-
beddings

We generate sender embeddings through the state-of-
the-art approach i-DarkVec that we proposed [15], which
relies on Word2Vec [29] and incremental training to au-
tomatically create a vector representation for each sender
sending traffic to the traffic telescope in a given period.
We assume that the reader is familiar with Word2Vec and
provide a brief overview of i-DarkVec. i-DarkVec receives
the sequence of packets as observed by the telescope in
one day. Its goal is to represent senders (identified by
their IP addresses) so that senders performing similar
activities in the same period get projected in the same
portion of the space. For this, i-Darkvec extracts the
sequences of packets having the same protocol (ICMP/-
GRE/UDP/TCP) and set of destination ports for TCP/UDP
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Figure 2: Daily senders on the 20-day dataset.
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Figure 3: ECCDF of number of active days per sender on
the 20-day dataset. Only 20% of the senders are active for
3 days or more.

packets. Analogously to NLP, senders represent “words”
and their sequence represents “sentences”. We feed the
generated sentences as input to Word2Vec to map each
sender to a vector in an E-dimension space. i-DarkVec
(Word2Vec) produces sender (word) embeddings such that
senders (words) co-occurring in sequences (sentences)
appear close in the latent space [15].

Formally, given a vocabulary of senders V =
{v1, v2, . . .} and the sequences of packets they send we
map each entity vj ∈ V → uj ∈ RE where uj is the em-
bedding of vj in the E dimensional space. The function
e : V → RE is the embedding function (i.e. Word2Vec)
that we train by giving in input the sequences of packets.

We consider each day as a new batch of data and we
process it to extract the embedding of each day.

2.3. Downtream Task: Unsupervised Clustering

We apply unsupervised downstream task on the
produced embeddings using HDBSCAN [28], a non-
overlapping density-based clustering method. We employ
the cosine distance as the metric to measure the dis-
tance between sender embeddings. Different from DB-
SCAN [10], HDBSCAN simplifies the parameter selec-
tion. It only requires the minClusterSize, an intuitive and
easy-to-choose parameter that constrains the smallest size
of clusters one wants.

In short, HDBSCAN effectively identifies clusters of
points that lie in a dense region of the space. It does not
assume any shape for the cluster and accommodates clus-
ters with diverse internal densities. It extracts well-shaped

clusters, enhancing its robustness against noise. Points that
fall in dense regions with less than minClusterSize will be
assigned the noise cluster.

Formally, at each discrete time window t, we partition
the senders V t into clusters Xt

i , V t =
⋃

i X
t
i . We call the

partition ζt := {Xt
i}i. The cluster Xt

−1 with the index
i = −1 is the noise cluster.

We assess the cluster quality by measuring the Silhou-
ette, Sh ∈ [−1, 1], a measure of the cluster separation.
Values close to 1 indicate perfect separation of clusters.
An average silhouette of over 0.7 is considered to be
strong, a value over 0.5 reasonable, and over 0.25 weak.
Negative values are an indication of bad clustering.

Given the embedding obtained for each batch of data
t, we cluster active senders to obtain ζt.

2.4. Dynamic Clusters Analysis

At the end of each time batch t we obtain an in-
dependent clustering ζt. Hence, we need a way to track
changes and detect novelties among the clusters, i.e., to
solve the DCA problem. MONIC [41] is a framework that
implements a DCA to model and track cluster transitions.
It takes as an input the clustering outcomes, e.g., ζt and
ζt+1 and defines a set of transitions that identify possible
changes involving multiple clusters. Consequently, it of-
fers valuable insights into the overall cluster dynamics. To
align the MONIC method with the IP embedding clusters
scenario and to enhance its suitability, we introduce some
modifications. This adaptation accounts for the presence
of samples being clustered as noise and the significant
variation in samples for clustering (i.e., the active senders)
across different batches which are peculiar to our scenario.

Our DCA problem deals with the changes in members
of clusters rather than their spatial properties. Thus, the
fundamental building block is the set-overlap operator
defined as OL(X,Y ) := |X∩Y |

|X| , where X and Y are two
sets. Notice that the overlap operator is not symmetrical.

Given two clustering outcomes ζt and ζt+1, we iden-
tify various types of transitions according to the overlap
among clusters. Let Xi be a cluster in ζt and Yj be a
cluster in ζt+1.1 Different from MONIC, we include the
noise cluster in the partitions, denoted as X−1 and Y−1.

Some senders active in t may not be active in the
following time slot, while some senders would still active
in t + 1. The fraction of still present senders is key to
re-identify a cluster. Let us define the operator A(X) as
the number of active elements of X ∈ ζt that are found
in t+ 1:

A(X) :=
∑

Y ∈ζt+1

OL(X,Y ).

Let τ0 ∈ [0.5, 1] and τ1 ∈ (0, 0.5) be two thresholds.
If OL(X,Y )/A(X) ≥ τ0, we say that X strongly

matches Y . If OL(X,Y )/A(X) ≥ τ1, we say that X
loosely matches Y .2

First, we verify if a cluster is not anymore active in
t+ 1:

• Inactive: A(Xi) < τ1; i.e., the fraction of active
senders in t+ 1 is smaller than τ1.

1. For simplicity, we omit the index t from the notation of the clusters.
2. This is a simplification w.r.t. MONIC original paper [41] in which

there is an ageing function.
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Figure 4: Statistics of clustering results.

Otherwise, we say the cluster Xi is Active.
For active clusters, we define the following transfor-

mations:
• Disappeared: ∀Yj ∈ ζt+1 :

OL(Xi,Yj)
A(Xi)

< τ1 or
OL(Xi,Y−1)

A(Xi)
≥ τ0; i.e., there is no loosely match with

any other clusters; or there is a strong match with the
noise cluster.

• Split: ∀Yj ∈ ζt+1 :
OL(Xi,Yj)

A(Xi)
< τ0 and ∃Yj ∈

ζt+1, j ̸= −1 :
OL(Xi,Yj)

A(Xi)
≥ τ1; i.e., there is not a

strong match and there exists at least a loosely match
in t+ 1.

• Survived: ∃Yj ∈ ζt+1, j ̸= −1 :
OL(Xi,Yj)

A(Xi)
≥ τ0 and

∄k ̸= i :
OL(Xk,Yj)

A(Xk)
≥ τ0; i.e., Xi is the only cluster

that strongly matches another cluster Yj ∈ ζt+1.
Similarly, Xi survives if ∃k2 ̸= i :

OL(Xk2
,Yj)

A(Xk2
) ≥ τ0

and OL(Yj , Xi) ≥ τ0; i.e., there are other clusters
that strongly matches Yj , but Xi has a backward
overlap larger than τ0 (Xi is the main component
of Yj).

• Absorbed: Yj ∈ ζt+1, j ̸= −1 :
OL(Xi,Yj)

A(Xi)
≥ τ0

and ∃k ̸= i :
OL(Xk,Yj)

A(Xk)
≥ τ0; i.e., A cluster Xi

strongly matches the cluster Yj , but there is also
another cluster Xk ∈ ζt that strongly matches Yj .
in this case, we require that the backward overlap of
Xi w.r.t. Yj is limited, i.e. OL(Yj , Xi) < τ0.

At last, we consider the case new clusters emerge. In
details, we consider Yj in ζt+1 as:

• Emerged: ∀Xi ∈ ζt, i ̸= −1 :
OL(Xi,Yj)

A(Xi)
< τ0; i.e.,

there is no cluster in t that strongly matches Yj . Or
∀Xi ∈ ζt : OL(Yj , Xi) < τ0; i.e., there are two or
more clusters in t that strongly matches Yj , but none
of them is a major component of Yj .

The transitions Inactive and Emerged are not defined
in the original formulation of MONIC. In addition, we
added the backward overlap to make sure that if most
of the points of Yj are present in Xi then Xi survived
(otherwise it would have been absorbed).

In our dynamic cluster analysis, given a newly
emerged cluster Y at time t+ 1, we perform a backward
matching also with the past batches, b = [t − 1, t −
2, . . . , 0]. For every past cluster X ∈ ∪b(ζb), we check
whether there exists some old X which overlaps Y , i.e.
if OL(X,Y ) ≥ τ0. If there is not such a matching, we
consider Y as a Novelty, i.e. we observe Y for the first
time in t+ 1.

3. Ground Truth for Testing

To verify the performance of both the clustering and
the dynamic analysis we leverage a partial ground truth
(GT) representing 13 classes of senders whose coordi-
nation is known a priori. These are mostly set of IP
addresses belonging to well-known projects or botnets. In
detail, we label Mirai-like senders by checking the Mirai
packet signature [7], and we label acknowledged internet
scanners publicly advertised in online repositories3. We
mark all the remaining senders as Unknown, ending up
with a highly unbalanced GT – e.g. thousands of senders
exhibit the Mirai-like label, while only hundreds or dozens
belong to classes of acknowledged scanners.

To assign a cluster label, we employ a majority voting
rule, i.e. we assign a cluster the most frequently occurring
label within samples in that cluster. We also consider the
purity of a cluster [38], i.e. the proportion of samples
within a cluster bearing the predominant label.

In general, we expect that senders belonging to the
same GT class shall consistently belong to the same
cluster which survives over time. We eventually expect
subgroups of senders in a given class to perform different
scan activities4. We instead expect new clusters to Emerge,
Disappear or be Absorbed for senders in the unknown
class.

4. Experimental Results

The size of the embeddings E is chosen as 200, as
in [15]. We set HDBSCAN with minClusterSize = 10 and
τ0 = 0.65 and τ1 = 0.3 for the DCA algorithm. While
there is room for future tuning of these parameters, we
empirically found these choices have little impact on the
overall results.

4.1. Generic Clustering Results

As previously said, we consider batch size equal to
one day and run HDBSCAN for the 20 testing days in
our dataset. For each day, we apply clustering only for
active senders.

Figure 4a shows the number of clusters found in each
day. We observe a quite variable setup, with from 53 to

3. https://gitlab.com/mcollins at isi/acknowledged scanners
4. We already observed subsets of senders of a known class that

perform different scans [15].

https://gitlab.com/mcollins_at_isi/acknowledged_scanners


TABLE 2: Cluster evolution on the 20 days of test according to MONIC framework.

Labelled Unknown
Clusters† Avg. IPs Avg. Sh Avg. purity Clusters Avg. IPs Avg. Sh

Absorbed 3.5% 110 0.56 0.89 2.6% 69 0.63
Split 2.1% 186 0.47 0.75 2.8% 72 0.60
Disappeared 2.0% 19 0.70 0.93 3% 16 0.69
Survived 85.2% 41 0.79 0.95 71.8% 119 0.73
Inactive 7.2% 38 0.86 0.96 19.7% 174 0.72

Total 785 46 0.78 0.95 490 125 0.72

Emerged†† 115 74 0.70 0.90 127 124 0.71
† Percentages exclude the clusters on the last day, since we do not know their future transitions.
†† We detail characteristics of Emerged clusters (already included in the Total row).
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Figure 5: Dynamic cluster analysis.

69 clusters found each day. Considering the quality of
clustering, in Figure 4b we show the empirical cumulative
distribution function (ECDF) of the silhouette for the
clusters identified in the initial, mid, and final days of
the dataset. We observe some variations of cluster quality
across different dates, but typically more than 80% of
clusters have sh ≥ 0.6, i.e., most of the clusters are
well-separated and compact. To complete the clustering
characterization, Figure 4c shows the ECDF of cluster
sizes. Most of them have less than 100 senders but some
tops to 1,000 samples (notice the log x-scale).

In short, the clustering step produces few and well-
shaped clusters, reducing by two order of magnitude the
entities to analyse. The question remains which of the
cluster present at batch t + 1 can be linked to clusters
seen in the past batches. We answer to this question next.
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Figure 6: Evolution of all activities. Lines link clusters that
split (dotted green line) or get absorbed (orange dotted
line).

4.2. Overall Results of DCA

In Figure 5, we evaluate cluster evolution with the
outcomes of the DCA. Every day, after obtaining new
clustering, we backtrack changes in activities from the
previous days. Figure 5a shows the breakdown of clusters
among Survived, Inactive, Absorbed, Disappeared and
Split. We observe that the majority of clusters (40 to
50) survive, indicating most of the previously identified
coordinated activities persist. There is no need to analyse
these new clusters if one did it in the past.

A small portion of clusters becomes inactive (blue),
i.e., their senders are not present in t+ 1 anymore. Very
few clusters occurred in some other transition, most of
which correspond to senders being Absorbed by larger
clusters (green) or getting Split (cyan), i.e., their behaviour
is not part of a strong coordinated pattern. By manually
inspecting some of these cases, we observe mostly noisy
senders which send few packets but do not follow a
particular pattern.

Each day, the DCA algorithm identifies also some
Emerged clusters (7-20 each day). Figure 5b details this
reporting those that will Survive in the next days and those
that will never be re-identified in the future. About half of
them would survive for at least one more day. The analysts
should give priority to checking these potentially new (and
persistent) clusters that could represent new anomalies and
threats.

Using the DCA we identify 216 different coordinated
activities, we can label about 37.5% of them. Figure 6
provides an overview of the overall pattern of these. On
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Figure 7: Examples of evolution of some clusters of known classes with DCA framework.

the x-axis, we have the time. The y-axis reports the cluster
ID (in increasing order). When a new cluster Emerges for
the first time, we assign it a new ID. If a cluster Survives,
we report it by assigning the previous ID and reporting it
with a dash. When a cluster disappears, we mark the last
time we saw it by a corresponding ending event (Absorbed
or Disappeared). In the case of Split, we link the new
clusters to the originating one (orange lines). Same for
Absorbed (green lines).

Some consideration holds: 1) some clusters are iden-
tified on the first day and survive throughout the 20
days (bottom part of the plot); 2) some emerge later and
then survive for multiple days (linear growth followed by
horizontal dashes); 3) some become inactive for several
days, then re-appear (intermittent dash patterns). Only a
few clusters Split or are Absorbed.

For completeness, we detail the transitions with la-
belled and unknown clusters in Table 2. As expected,
clusters with labels are more stable because they in-
volve senders controlled by research projects or security
crawlers that exhibit regular and constant activities. The
DCA can easily match most of them as Surviving (85.2%).
Notice 115 clusters Emerge5, a small fraction compared to
the 785 that we observe in the whole 20 days. Notice that
these labelled clusters exhibit high purity and silhouette,
which confirms accurate clustering. A small portion of
clusters have low purity and tend to Split more easily. For
instance, some noise points are initially clustered together
labelled points. In the next batch, the clustering step may
remove those noise points (which may generate a separate
cluster, resulting in a Split).

Focus now on unknown clusters – right part of the
Table 2. They manifest greater dynamism with nearly
20% of them becoming inactive (w.r.t. 7.2% for labelled
clusters). Only 72% of clusters survive for more than one
day (w.r.t. 85%). We also witness more Emerging clusters
(127 Emerged over a total of 490 clusters identified over
20 days). Interestingly, unknown clusters are generally
larger than labelled ones. This can be linked to possible
botnet activities which can involve a larger number of
senders than research projects (which rely on limited and
fixed senders acting as scanners). In fact, the diversity of

5. We do not consider the clusters at the first day as Emerged.

IP addresses and subnets found in these clusters confirms
this assumption.

4.3. Example of Labelled Cluster Evolution

To give the intuition of the goodness of the DCA
process, we focus on the clusters of senders belonging
to two well-known acknowledged security engines: Shad-
owserver [2] and Censys [1]. We know these projects keep
periodically scanning the entire IPv4 address space look-
ing for vulnerable services. They generate a continuous
and regular stream of packets and we expect them to
be consistently present and well-identified by i-Darkvec
and the clustering step, while we expect the DCA to
keep strongly matching current clusters with past ones
(Survived).

Focus on Shadowserver first. In Figure 7a we show
the evolution of labelled clusters with the majority of
senders being known Shadowserver scanners. We identify
16 clusters on the first day (we report them using their
unique cluster ID as it appears in Figure 6). This reflects
the fact that different groups of Shadowserver’s senders
perform different scan activities. In the following days, the
DCA analysis shows a very stable picture which reflects
the periodic scan Shadowserver’s senders do – i.e. all
of the clusters Survive for 20 days. There are a few
exceptions: clusters 9 and 10 which are absorbed together
into cluster 16 for some days. By manually verifying these
cases, we notice in fact that senders in these two clusters
generate less traffic on those days, and our pipeline reflects
this.

Focus now on Censys in Figure 7b. We identify 20
clusters, all labelled as Censys. Here, some clusters be-
come Inactive (missing dash) and reappear from time to
time. Some are Absorbed into clusters with unlabelled
IPs (red dashed lines in the plot), Split or even Disappear
into noise. By manually checking some of these events,
we confirm that Censys scanners are split into groups
performing different scan activities. Their activity is less
constant in time. In fact, some senders sometimes disap-
pear for days or portions of a day. This alters the sequence
of packets i-Darkvec sees, modifying the host embedding
and making these more similar to (and thus clustered with)



(a) Online services scanning cluster. (b) GRE backscattering cluster.

(c) 9530/TCP-scan clusters evolution.

Figure 8: Patterns of activity for senders of some example clusters.

other intermittent or noisy senders. The DCA pinpoints
these changes. When those senders become active again,
i-Darkvec and the clustering assign them to their original
cluster and the DCA matches it with its last occurrence.

These two examples show the robustness of our
DCA methodology in successfully clustering and match-
ing senders performing similar activities.

5. Novelty Examples

We manually analyse some of the clusters (mostly
unknown) and look for insights about their activities. We
leverage external information offered by DNS and whois
and summarise some interesting findings.

5.1. Detailed Examples

SIP and RDP scanners in Google Cloud Figure 8a
shows the patterns of senders in Cluster 27 that DCA
identifies in the first day. The x-axis represents the time,
and the y-axis the senders, ordered by time of appearance;
a point marks the time in which the given sender sends a
packet. The bottom 90 senders are from three /24 subnets
located in different Google Cloud IP address ranges. Their
activities show evident temporal patterns (see the bottom
of the figure), which persist for 20 days. These senders
target port 5060/TCP (SIP initialization protocol) and port
3389/TCP (used for Windows Remote Desktop - RDP).

Some of them are reported in some database for unautho-
rized connection attempts. This evidence strongly suggests
some malicious scan activity from actors leveraging the
Google Cloud. Senders 90-150 in the top part of the Figure
are less regular but perform scans to the same ports with
a similar pattern. Thus the clustering algorithm correctly
places them in the same cluster (C27). Their IP are like
bots scattered in random networks and also reported for
abuse in some database. These senders could be controlled
by other entities, or be part of a distributed botnet the
malicious actor controls as well.

GRE DDoS attack Figure 8b shows the activity
pattern exhibited by Cluster 62 (C62) senders over time.
The y-axis shows the senders of this cluster in order
of appearance. Here we are also reporting (x-axis) what
happens during some prior days of bootstrapping. This
cluster suddenly emerges and survives for 20 days. In the
first days, we observe more than 700 senders. The number
keeps shrinking, with about 100 senders still present on
the last day. Around 30% of the senders belong to the
domain name rr.com, a webmail provider. Most of the
traffic is Generic Routing Encapsulation (GRE) protocol.
Senders hit our network telescope on 2021-05-30, right
before our test period and become very active in the
following few days. Manually checking the packet trace,
we conclude these are back-scattering packets sent by
victims of a Distributed Denial of Service (DDoS) attack
where rr.com senders are the victims. The attacker sends
GRE packets to rr.com servers with randomly spoofed IP

rr.com
rr.com
rr.com


sender addresses. By chance, these happen to be one of
our /24 darknet addresses. The victim then replies with
a GRE error message, sending packets to our darknet IP
addresses. The decrease in senders is likely due to some
mitigation action the victim put in place.

9530/TCP scan clusters Figure 8c shows the evolu-
tion of Clusters 105, 176 and 187. These senders mostly
target port 9530/TCP, which is reported as a vulnerability
(backdoor) of some surveillance devices [31]. We identify
C105 firstly on 2021-06-03 (first day shown on the x-axis)
with only 15 senders (11 of them are Mirai-like senders).
This cluster expands significantly up to about 800 senders
on 06-12 when suddenly we observe a lot of packets (see
the dense red pattern). Most of those senders go suddenly
silent the day after, and only a small portion remains still
active. The DCA fails to match the new cluster C176 with
C105 (because OL(C105, C176)/A(C105) < τ0) as most
senders of C105 are inactive now). We thus identify C176

as newly emerged and classify it as a novelty. Most of
the inactive senders suddenly become active again in 06-
14 and are now matched with C176 (see the dense green
pattern). On 06-15, they suddenly become inactive, and
the DCA identifies the few remaining active as a new
cluster – C187, whose members grow in the next few days.

This example shows our approach successfully iden-
tifies the dynamic. Yet, the extreme on/off/on pattern
challenges our ability to match newly emerged clusters
with previous ones. This shows the complexity of possible
scenarios, and opens the opportunity to improve the DCA.

5.2. Other Examples

Mongolian /24 scanner (C0) The cluster appears for
the first time on 2021-05-31 then became inactive for
several days until the 2021-06-13 when it survives for
three days. In total, we observe 256 senders in this cluster,
253 of which belong to the same subnet 180.149.126.0/24
located in Mongolia. These senders perform TCP scans
to some very specific ports for the whole 48 hours of the
weekend in local time. Some of these addresses have been
reported in the past as a possible network scanner6.

Targeted port scan (C7) The cluster survives through-
out the 20 days. The cluster is composed of 21 senders
distributed in random networks (only four of them are
from the same /24 subnet). All senders were performing
scans at a high frequency for 20 days. However, on the
evening of 06-07 all scan activities paused for about 12
hours, which reflects an evident coordination. Senders
constantly target the same 35 ports, all well-known for
vulnerable services, e.g. port 1900 used by SSDP [30].
This clearly hints at a malicious coordinated activity. Even
if only 21 senders are involved, our methodology could
pinpoint and highlight it.

New Shadowserver senders (C20) The cluster sur-
vives for the whole 20 days, being remarkably stable.
It includes about 200 senders from the same /24 net-
work 64.62.197.0/24. A reverse DNS lookup reports these
belong to Shadowserver, and their temporal patterns are
consistent with the other known Shadowserver scanners.
Hence, we confirm a new group of Shadowserver senders

6. https://www.abuseipdb.com/check/180.149.126.40

was added to their infrastructure, but not included in the
publicly available GT.

Botnet targeting port 23 (C61) The cluster is quite
large and dynamic. Its size varies dramatically day by day,
from around 500 to more than 1,100. Each day, about
half of the senders in that cluster became inactive and
hundreds of new senders joined. Nevertheless, the cluster
is always identified as surviving. In total, we observe
nearly 7 thousand senders in the cluster, with more than
3,500 IPs just appearing once. They target mostly the
23/TCP port. This suggests these senders are part of a
large botnet. Interestingly, on the first day, 90% of senders
are labelled Mirai-like. The cluster purity decreases from
0.9 to about 0.5 so that since day 13 the majority of
senders are unknown. After inspecting the traffic of these
new senders, we find that most of them exhibit the Mirai
fingerprint. These are new senders that were not present
in the dataset we used to build the GT. This testifies the
Mirai-like botnet keeps growing, and that our approach
can simplify the tracking of new bots appearing.

6. Conclusions

In this paper, we presented a preliminary exploration
to track the evolution of coordinated activities and de-
tect novelty from traffic observed via network telescopes.
We proposed a dynamic clusters analysis approach for
activities in network telescopes inspired by the MONIC
framework.

Experimental results show that our methodology can:
(i) reduce human effort to analyse newly observed groups
of coordinates senders; (ii) provide deeper insights into
activities, highlight changes and incidence by tracking the
clusters evolution.

Future development includes improving the robust-
ness of the approach by defining improved strategies to
match clusters at distant times and thoroughly exploring
the sensitivity to parameters. A promising extension of
the proposed methodology is to leverage other features
in addition to those extracted by i-DarkVec, introducing
criteria on priority to check new clusters and automatically
highlight changes within a cluster. Furthermore, we are
looking forward to deploying the system in real-time and
performing continuous analysis.

Ethical Considerations

Our work focuses solely on technical advancements in
utilising dynamic cluster analysis to enhance cybersecurity
and deepen the knowledge of traffic observed in network
telescopes. We only employ passive measurement tech-
niques, this means that we do not engage with or influence
any entities we measure. No further ethical considerations
apply to our research, as our primary objective is to
improve the effectiveness of network security measures
through innovative AI solutions.
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[27] José Maia, Carlos Alberto Severiano Junior, Frederico Gadelha
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