POLITECNICO DI TORINO
Repository ISTITUZIONALE

Explainable Stacking Models based on Complementary Traffic Embeddings

Original

Explainable Stacking Models based on Complementary Traffic Embeddings / Gioacchini, Luca; Santos, Welton; Lopes,
Barbara; Drago, Idilio; Mellia, Marco; Almeida Jussara, M.; Goncgalves Marcos, André. - (2024), pp. 261-272. (Intervento
presentato al convegno 2024 IEEE European Symposium on Security and Privacy Workshops (EuroS&PW) tenutosi a
Vienna (AUT) nel 08-12 July 2024) [10.1109/EuroSPW61312.2024.00035].

Availability:
This version is available at: 11583/2991923 since: 2024-08-26T07:27:52Z

Publisher:
IEEE

Published
DOI:10.1109/EuroSPW61312.2024.00035

Terms of use:

This article is made available under terms and conditions as specified in the corresponding bibliographic description in
the repository

Publisher copyright
IEEE postprint/Author's Accepted Manuscript

©2024 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any
current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating
new collecting works, for resale or lists, or reuse of any copyrighted component of this work in other works.

(Article begins on next page)

03 September 2024



Explainable Stacking Models based on Complementary Traffic Embeddings

Luca Gioacchini*, Welton Santos’, Barbara Lopes', Idilio Drago?,
Marco Mellia*, Jussara M. Almeidaf, Marcos André Gon(;allvesT
* Politecnico di Torino, Turin, Italy,

{luca.gioacchini, marco.mellia} @polito.it
t Universidade Federal de Minas Gerais, Belo Horizonte, Brazil,
{weltonarsantos, barbara.gcol} @ gmail.com,

{jussara, mgoncalv}@dcc.ufimg.br
Y Universita di Torino, Turin, Italy,
idilio.drago @unito.it

Abstract—Network security relies on effective measurements
and analysis for identifying malicious traffic. Recent propos-
als aim at automatically learning compact and informative
representations (i.e. embeddings) of network traffic that cap-
ture salient features. These representations can serve mul-
tiple downstream tasks, streamlining the machine learning
pipeline. Researchers have proposed techniques borrowed
from Natural Language Processing (NLP) and Graph Neural
Networks (GNN) to learn such embeddings, with both lines
delivering promising results.

This paper investigates the benefits of combining comple-
mentary sources of information represented by embeddings
learnt via different techniques and from different data. We
rely on classifiers based on traditional features engineering
and on automatic embedding generation (borrowing from
NLP and GNN) to classify hosts observed from darknets
and honeypots. We then stack these base classifiers trained on
each embedding through meta-learning to combine the com-
plementary information sources to improve performance.

Our results show that meta-learning outperforms each
single classifier. Importantly, the proposed meta-learner pro-
vides explainability on the importance of the embedding types
and the impact of each data source on the outcome. All in all,
this work is a step forward in the search for more effective,
general, understandable, and practical representations that
could carry multiple traffic characteristics.

Index Terms—Representation learning, traffic classification,
meta-learning, model stacking

1. Introduction

Artificial Intelligence (AI) increasingly supports net-
work analysts and security experts to address growing and
complex challenges in the ever-evolving landscape of net-
work security. This surge is notably marked by the number
of novel proposals targeting various applications, from
traffic classification [1], [16], [27], [28], to cybersecurity
problems [9], [25], [30], and unsupervised exploration of
traffic [12], [19], [29], to cite a few.

A common trend in such techniques consists of learn-
ing embeddings, i.e. compact yet highly informative nu-
merical representations of network entities (e.g. hosts [12],
ports [4], traffic flows [15], etc.) capturing the main as-
pects of the traffic. These embeddings are later fed as input

to specialised Deep Learning (DL) or Shallow Learning
(SL) models to accomplish diverse downstream tasks [17],
[22].

Yet, how to represent network data to produce ro-
bust embeddings is still an open problem. Many stud-
ies rely on classic feature engineering [21] or automatic
autoencoders [18], [19] to process network traces that
offer traffic-related measurements that are then fed into
deep neural networks (DNN). More recently, some au-
thors started using Natural Language Processing (NLP)
techniques to build “documents” in which the temporal
sequence of entities (e.g., host IP addresses appearing
on network logs) are treated as sequences of words [12],
[29]. Such texts are then processed through specific DNNs
to produce context-aware embeddings [23], [24]. Another
emerging yet promising approach is representing network
data as a graph [11] reflecting the network topology and
the relationships between entities. The graph is processed
through a Graph Neural Network (GNN), a deep learning
model that exploits the structural information of a graph
to generate meaningful representations for its nodes and
their connections.

These models prove instrumental in summarising net-
work data and measurements, enabling the identification
of patterns and anomalies that might go unnoticed through
traditional methods [12], [19]. Nevertheless, despite their
effectiveness in several tasks, such techniques are often
tailored to a specific context, as exemplified by their
applications in Wireless Networks [3], Honeypots [20],
inter alia. In essence, the embeddings produced from
these heterogeneous networks are characterised by in-
herent diversity, providing distinct yet complementary
sources of information. This contextual specificity calls
for approaches to seamlessly integrate diverse (comple-
mentary) models, data sources, and information to build
general knowledge across networks, broadening the range
of applications they can serve.

Early works toward the direction of combining dif-
ferent network data sources explore multi-modality. Typi-
cally, they merge the informative content of heterogeneous
features that are not originally comparable (e.g. text,
images, audio, etc.) [21], [31], [34]. A few works focus
on combining specialised models rather than focusing on
the raw data [33]. In this work, we focus on a particular
type of model ensemble — stacking [14] — which consists



of learning how to combine multiple models trained on
different sources and fusing their predictions (e.g. through
a meta-model in case of Meta-learning) to achieve a more
comprehensive view [10] of a given network.

Unlike prior work focusing on multi-modal data be-
longing to the same networks, here we investigate the
benefit of stacking models trained on different representa-
tions derived from complementary sources of information
related to heterogeneous network setups.

Namely, we address a supervised host classification
problem as a case study. We generate host embeddings
using (i) standard features engineering of domain-specific
data, (ii)) NLP techniques for temporal co-occurrences
of hosts [12] and (iii) GNN approaches for capturing
the evolution of host interactions [11]. Departing from
a hypothesis that these three sources are complementary,
we examine the extent to which building classifiers by
stacking multiple base learners built on top of these com-
plementary embedding representations can boost perfor-
mance. In particular, we consider a simple naive majority
voting and a full-fledged Meta-Learning (ML) stacking
that learns how to combine the output (class probabilities)
of the base learners.

Additionally, we investigate the benefit of combining
embeddings learnt from the traffic observed in different
sources of data. As use cases, we consider a darknet (or
network telescope) and honeypots. The first is a passive
monitoring system designed to sense activities on unused
portions of the Internet [32]; the latter are decoy systems
intentionally set up to attract and interact with cyber
attackers [20].

Our experimental evaluation using data collected dur-
ing 31 days shows that stacking solutions boost perfor-
mance, confirming our hypothesis of complementarity of
the base classifiers. Furthermore, the experiments show
the benefits of combining information from different data
sources, confirming another source of complementarity.
The best stacking alternative —the Meta-Learner— achieves
93% of the Fl-score in the host classification task.

Fundamental, the meta-learner layer provides explain-
ability by suggesting which are the features that drive
the classifier in making its decision, a key requirement in
network security and monitoring where the analyst shall
understand the rationale of a machine learning decision.

2. Host Classification Methods

We compare alternative methods used to classify hosts
exchanging traffic in a network. We consider classifiers
trained on host embeddings generated according to dif-
ferent strategies as a baseline. Next, we consider stacking
approaches that combine the outputs of those baselines to
produce a final classification.

Figure 1 presents an overview of the full pipeline
of execution. From left to right, we first gather a se-
quence of temporal snapshots of network traffic collected
by two network monitors!, i.e. a darknet and honeypots
(see Section 3 for more details). The approach can be
easily extended to encompass other scenarios; in the
representation learning stage (A) we represent the hosts

1. In the following we use the term “network™ to state the type of
data a network monitor exposes.
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Figure 1: Overview of the full pipeline: first, we col-
lect data from different networks; (A) process traffic
traces and produce (i) traffic-related domain-specific host
embeddings through features engineering, (ii) text host
embeddings through i-DarkVec, (ii) graph host embed-
dings through GNNs; (B) train downstream classifiers
specialised on each host embedding, retrieving the class
prediction probabilities; (C) predict the final class of
a host, stacking the prediction probabilities of the spe-
cialised classifiers.

that generated the traffic adopting a specific embedding
approach to transform the raw data into features (see Sec-
tion 2.1); for each feature, we solve a host classification
problem (B) training a specialised classifier that learns
class probabilities (see Section 2.2). For the stacking step,
(C) we combine the contributions of the single classifiers,
i.e., their output class probabilities, to produce a final
classification (see Section 2.3).

2.1. Representation Learning: Host Embeddings

In the representation learning stage, we describe the
host activities observed within a network by producing
host embeddings. We can obtain them via classic fea-
ture engineering driven by domain knowledge, or via
automated learning processes as done in a Deep Neural
Network style. In a nutshell, we define an embedding
as a numerical representation of a host, e.g. the features
that characterise the intensity of traffic hosts generate
or the temporal relationships among hosts observed in a
network. Here, we describe the three techniques we adopt
to produce host embeddings.

2.1.1. Domain-driven Features Engineering. Given the
wide range of patterns of a host when exchanging traffic
in a network, we focus on features that describe the in-
tensity and type of traffic generated by hosts. We consider
information about traffic volume and the range of services
that reveal insights into the host’s intentions.

We process raw traffic traces collected in different
networks to extract traffic-related features. We rely on
traditional features engineering techniques to associate
each host to a feature vector which summarises its traffic
intensity and type, e.g. sum, average, and standard devia-
tion of the packets sent by a host (see the Host Features
column of Table 5, Appendix A for more details).



2.1.2. Text Embeddings. We rely on i-DarkVec [12]
to generate host embeddings capturing the temporal co-
occurrence of hosts when generating traffic, using the
(TCP) port numbers as a proxy for coarsely grouping the
traffic by service. i-DarkVec relies on a NLP algorithm,
Word2Vec, and incremental training. We refer to [23]
for details on Word2Vec and only provide here a brief
overview of i-DarkVec.

In a nutshell, i-DarkVec represents hosts sourcing
the traffic (identified by IP addresses) highlighting their
common communication patterns. We build “documents”
that report the sequences of source IP addresses present in
traffic traces, grouping senders by the destination TCP port
they contact. Analogously to NLP, IP addresses represent
“words”, and their sequence represents “sentences”’. We
feed the generated documents as input to Word2Vec,
which is trained in a self-supervised way [24] to produce
contextual embeddings — i.e. hosts co-occurring in time
when targeting similar ports belong to the same context
and appear close to each other in the embedding space.

2.1.3. Graph Embeddings (GNN). We consider the ob-
served sequence of traffic snapshots and represent network
traffic as a bipartite graph. At each snapshot ¢ we build a
bipartite graph from the raw traffic traces. The two node
layers of the bipartite graph are (i) source host nodes and
(ii) destination port nodes. A link exists between a pair
of nodes if the host sends packets towards the port in the
considered snapshot. The link weight is the number of sent
packets. Similarly to the feature-engineered embeddings,
we associate each node with a traffic-related feature vec-
tor. We refer the reader to Table 5, Appendix A for more
details.

We feed the graph as input to an i-GCN-GRU [11], a
temporal GNN, which we train in a self-supervised way to
produce host embeddings. We refer the reader to [11] for
a description of i-GCN-GRU. In a nutshell, we train the
GNN to predict the presence of a link between two nodes
given the links of neighbouring nodes. Upon training, the
GNN produces the final host embeddings.

2.2. Classification Task

For each host embedding generated according to one
of the methods described above, we train a specialised
classifier to accomplish a host classification task. Specif-
ically, we aim to identify groups of hosts engaged in
similar activities in a network. Hence, we rely on an
external ground truth (described in Section 3) whose labels
indicate groups of hosts whose coordination is known a
priori.

Motivated by the assumption that sufficiently robust
and informative embeddings can cater to various tasks
independently from the employed model [8], we use
a simple k-nearest-neighbours classifier (kNN) [7] that
classifies data points based on the class probabilities in
their neighbourhood. Specifically, kNN estimates the class
probabilities of a given point based on the class frequen-
cies among their k-nearest neighbours in the embedding
space. The output is the class with the highest probability.

Besides being fast for practical purposes, kNN is
also calibrated: it outputs reliable probabilities that are
strongly correlated with the accuracy of the model [6].

This is an important requirement for the stacking methods,
which combine the probabilities for a final decision.

We refer to the three classifiers built by employing
kNN along with one of the host embedding methods de-
scribed in the previous section as i) “DS” for the domain-
specific traffic embeddings, ii) “text” for the i-DarkVec
embeddings and iii) “graph” the GNN embeddings, thus
highlighting that their differences lie solely on the embed-
ding strategy employed. We take these classifiers as base-
lines for comparison with the proposed stacking models.

2.3. Stacking Methods

Our stacking approaches leverage the specialised kNN
classifiers. We combine the host class probabilities pro-
duced by each classifier through two stacking approaches:
(i) an unsupervised naive stacking, based on a simple
Majority Voting strategy and (ii) a machine learning model
trained to learn how to combine the outputs (probabilities)
of the base methods. We call the latter the meta-learner
(ML) since it learns based on the output of other models.

Naive stacking We consider the output of each base
model as a “vote” for a class. Each classifier “votes” for
the highest probability class, and the naive stacking model
outputs the class with the most votes. In case of a tie, we
randomly choose one of the most voted classes.

ML stacking We train a meta-learning model with
the class probabilities produced by each base model in a
supervised way to accomplish the same host classification
task as the base models, i.e., to produce a host class. Given
practical applicability concerns and preliminary experi-
ments among several alternatives, we choose a Logistic
Regression (LR) model [5] as the meta-learner. LR is
very effective for the task, efficient at training and testing
time and, like kNN, calibrated. Additionally, unlike more
complex alternatives like neural networks, LR provides
explainability — i.e. the coefficients of the LR models
provide insights into the importance of each feature.”

In a nutshell, for each class, the meta-learner learns
a (LR) function that combines the different (base) class
probabilities into a final class probability. That is, given
m base models and Y classes, the meta-learner learns
Y different functions, one for each class. Each function
combines the Y x m class probabilities produced by all
base models and outputs a probability of the data point be-
longing to the corresponding class. Learning the functions
corresponds to learning how to weight the contributions
(i.e., the class probabilities) of the different base models to
produce a final class probability. By building Y different
functions, the ML model allows for different weights to be
used for estimating the probabilities of different classes.
In the end, the class with the highest estimated probability
is chosen.

3. Datasets

We focus on two network deployments commonly
used in cybersecurity applications, i.e. darknets and hon-
eypots. We collect 31 days of traffic (from 2022-10-01 to

2. Notice that the features of the meta-learner are the base class
probabilities. Nevertheless, base models are specialised on the different
embeddings. Hence, we consider the LR features as a proxy for the
embedding resulting from the different methods.



TABLE 1: Number of hosts seen in each network. We
report values for (i) each network independently; (ii) hosts
active in both the networks (D N H); (iii) total observed
hosts without repetitions (D U H).

Darknet D  Honeypots H DNH DUH
Mirai-like 76 176 92 077 62955 105298
Spammer 5395 6615 4189 7 821
ShadowServer 3074 3074 3074 3074
Driftnet 2772 3456 2772 3456
InternetCensus 2 400 2 404 2 395 2 409
Bruteforcer 2618 18 194 2223 18 589
Censys 1210 1510 1210 1510
Rapid7 1255 1267 1201 1321
Onyphe 728 829 725 832
Shodan 295 315 292 318
SecurityTrails 162 162 162 162
Ipip 132 202 132 202
Exploiter 111 895 91 915
IntrinSec 56 149 54 151
Michigan Uni. 30 42 30 42
Unknown 47 093 62212 34 809 74 565
Total 143 507 193 403 116 314 220 665

2022-10-31) from each network. We reserve the first 20
days for bootstrapping the embedding generation method-
ologies and focus our analysis and dataset characterisation
on the last 11 days. Notice that both datasets cover the
same period.

Darknets, D: Darknets (or network telescopes) are
sets of IP addresses announced on the Internet but with-
out hosting any services. They collect mostly large-scale
Internet scans. We collect data from a /24 darknet. As in
previous works [12] we focus on TCP SYN packets and
remove hosts that send less than 5 packets per day. This
step removes most of the backscattering traffic (i.e., traffic
coming from victims of attacks with IP spoofing). The
final dataset contains more than 52 thousand hosts that
sent more than 15 million SYN packets over 11 days.

Honeypots, H: Honeypots are sets of IP addresses
hosting (real or emulated) vulnerable services to attract at-
tackers. They provide a controlled environment for the ob-
servation of malicious activities. We install a setup based
on the honeypots distributed by the T-Pot project [13]. We
deploy only low-interaction honeypots, exposing remote
terminal services (e.g., SSH and telnet), remote desktop,
and file-sharing services (e.g., based on SAMBA), among
others. Each service logs all TCP connections and applica-
tion interactions, which include not only scan traffic but
also brute-force login attempts and initial exploit steps.
We rely on the T-Pot 20.06 bundle and deploy services on
their standard ports. Moreover, we deploy the DPIPot [32],
which performs deep packet inspection to handle traffic
reaching non-standard ports.

We consider here the SYN packets of successfully
negotiated TCP sessions with the honeypots and apply the
same filtering approach used for the darknets. The final
dataset contains 73 thousand hosts sending more than 60
million TCP flows over 11 days.

Ground Truth: We perform the final host classifica-
tion task relying on a ground truth that contains groups
of hosts engaged in similar activities. We rely on four
data sources: (i) ground truth available from [12] (ii) the
presence of fingerprints of Mirai-like malware observed
in received packets [2]; (iii) information from a public

repository of acknowledged scanners,® i.e. non-hostile

hosts performing scanning activities; (iv) labels provided
by domain experts (Bruteforcer, Spammer and Exploiter)
based on the activity observed on the honeypots. The
resulting ground truth labels 54% of the hosts observed
within each network into 15 classes. Such labelled hosts
are responsible for 34% of the observed darknet flows and
43% of the honeypot flows over 11 days. We mark all the
remaining hosts as the additional class, Unknown, having,
in total Y = 16 classes. Notice that, as the Unknown class
includes hosts whose characteristics we cannot verify, we
consider samples belonging to this class when training the
models, but do not report classification metrics for them.

In Table 1 we report the number of hosts, divided
by class, in each network: (i) Darknet D and Honeypot
H independently; (ii) hosts observed in both networks
(i.e. DN H); and (iii) the total number of unique hosts
observed (i.e. D U H). A significant portion of the hosts
is active in both networks (=52%). The table highlights a
high imbalance in the datasets towards the most popular
class — Mirai-like — having around half of the hosts in
both networks. Conversely, classes like Michigan Uni.
or SecurityTrails are very small, with just a few dozen
or a few hundred hosts. Such a high skewness in class
distribution challenges learning-based methods, like ML
stacking, and requires proper addressing to avoid biasing
results towards the largest class. We address this issue in
Section 4.

4. Experimental Setup

Our study is driven by two research questions: RQ
What are the benefits of stacking in comparison with the
baselines? and RQy: What is the benefit of combining
multiple data sources? Next, we describe the evaluation
scenarios and methodology devised to address these ques-
tions.

4.1. Evaluation scenarios

Focusing on host classification use case, we derive
three scenarios for testing the stacking alternatives. Each
scenario characterises the data used as input to build the
base classification models. They are:

Scenario 1 — Darknets only (D): only data from the
darknet is used to build the three baselines (DS, text and
graph), and the stacking method combines the produced
class probabilities. As darknets provide mostly visibility
on scanning traffic, here we test whether stacking methods
help to better classify the categories of scanners.

Scenario 2 — Honeypots only (H): only data from
the honeypots is used to build each of the base models.
We combine their outputs with the meta-learner. Here
we want to validate whether our approach and findings
are verified in a different host classification scenario, in
particular considering the completely different attacking
steps observed in honeypots.

Scenario 3 — Both data, common hosts (D N H):
in this scenario, we compare the stacking methods with
different data sources, i.e. the stacking of the six base

3. https://gitlab.com/mcollins_at_isi/acknowledged_scanners
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Figure 2: Overview of the validation methodology for
ML stacking. Green indicates training fold samples, red
indicates test fold samples and different shapes indicate
different classes.

models built on different networks independently (three
on D and three on H).

We use subscripts D, H and D N H to distinguish
across the scenarios. For a fair comparison, in this sce-
nario, all methods are tested on the same dataset (i.e., data
in DN H).

4.2. Evaluation Methodology

Using our ground-truth classes we build all models
and perform predictions of the host categories using daily
traffic. We use the per-class F1 Score as a primary evalua-
tion metric. We then report the average per-class F1 Score
along with the standard deviation across the 11 testing
days. We also produce an aggregated result by averaging
the daily per-class F1 Score, weighting all classes equally
(macro-average, to avoid biases towards the more popular
classes).

Baselines: We consider as baselines the six classi-
fiers that use as input the daily embeddings produced by
each representation learning technique. At each day we
evaluate the whole embedding space through a leave-one-
out validation [26]. In a nutshell, we iteratively consider
each observation (i.e. host) as a test sample. For each test
sample, we feed the embeddings of all the hosts as input
to the kNN classifier, retrieving the class probabilities
for the considered sample. We then assign the class with
the highest probability to the test sample, repeating the
process for all observations.

Naive stacking: Since this method predicts the class
of a test sample by just applying majority voting on the
class probabilities output by different baselines, we em-
ploy the same leave-one-out validation strategy to evaluate
its performance.

ML stacking: Since the ML approach requires the
training of the meta-learner, we use a different validation
methodology, i.e. a stratified 10-fold cross-validation (see
Figure 2). In a nutshell, we split each daily dataset into
10 equally-sized folds; 9 folds are used for training the
meta-learners and the remaining fold is used for testing.
We rotate the fold 10 times so that each fold is used as a
test set once.*

4. Notice that, as discussed in Section 3, since we do not report the
performance metrics for the hosts labelled as “Unknown”, we include
them always in the training fold, but disregard them in the test.

TABLE 2: Overview of the main results: Classification
F1-Scores (11-day average) of all methods (baselines and
stacking) and information sources. Best results in bold.

Stacking

Scenario Baseline Support
DS Text Graph | Naive ML | >"PP
1: Darknet D 083 0.76  0.81 0.85 0.90 96 414
2: Honeypot H | 0.73 0.86  0.74 0.82 0.91 | 131191
: Stacking
Scenario ‘ Naive ML, MLy MLpoy ‘ Support
3: Common pny | 091 0.91 091 093 | 81505

At each round of the cross-validation, we first retrieve
the class probabilities for each sample in the training
from the set of kNN classifiers, restricting the leave-one-
out methodology to the training samples only. To avoid
biases via data leakage, we retrieve the probabilities for
the test samples using only the training fold (i.e. for each
test sample we consider its nearest neighbours among the
training samples, as illustrated in the right bottom part
of Figure 2). We then train the meta-learners with the
probabilities for the training set. Finally, for testing, we
apply the meta-learners to the test samples (using as input
the probabilities obtained with the training) to produce the
final class probabilities (and thus the class assignments)
of the test samples.

Notice that for the baselines and naive stacking we
learn the class probabilities via leave-one-out on the entire
dataset (but the test sample itself), whereas for the ML
stacking, we learn the probabilities only from the training
fold (9 folds out of 10). This slightly smaller training set
(90% of the one used in the leave-one-out) may negatively
impact the performance of the ML stacking. Yet, we
understand this is a potential cost to be paid for using
the ML stacking, which requires a different data split into
training and test sets to train the meta-learners.’

The high prevalence of hosts labelled as “Unknown”
and whose characteristics we cannot verify, could lead
to misclassification in the learning process of the ML.
Hence, we undersample the training data through random
sampling, i.e. we reduce the size of the “Unknown” class
to the size of the third largest class in the respective
datasets.

We run our experiments following the same setup of
[11], [12]. Hence, we generate text embeddings and graph
embeddings € R28 following the same methodology of
the reference works. For the kNN, we set £ = 3 and
compute the neighbourhood through cosine distance.

5. Experimental Results

5.1. Overview of the main results

Table 2 summarizes the main results across all meth-
ods, datasets and scenarios. As shown, Meta-Learner (ML)
is the overall best method, being superior not only to all
baselines but also to the Naive stacking approach.

When we use data from the darknet only (Scenario
1: D), both stacking methods outperform the best base-
line (Domain-Specific - DS). The ML is the overall best

5. Learning the model with a leave-one-out approach would lead to an
extremely high computational cost and a lack of model generalization.



performer, with F1-Score gains of 7% over DS (0.90
compared to 0.83) and of 6% over naive stacking. Hence,
integrating complementary information by combining the
baselines improves classification. Such a combination re-
quires learning beyond majority voting.

When we use data from the honeypots only (Scenario
2: H), text embeddings lead to the best base results (0.86
F1-Score). Yet, ML is still the best performer, with F1-
Score gains of az 6% over the baseline. Notably, the naive
stacking is not able to outperform the best baseline (0.82
compared to 0.86), possibly due to the poorer performance
of the other two baselines, which may have biased the sim-
ple majority voting decisions. Intuitively, a naive stacking
approach is sensitive if “individual voters” do not perform
well. This further demonstrates the power and flexibility
of the ML stacking, which adapts to different scenarios,
outperforming naive stacking by = 11%.

As shown in the bottom part of Table 2, relying on
data from both networks (Scenario 3: D N H) benefits all
stacking approaches. The combination of six baselines,
as opposed to only three, explores more sources of in-
formation, bringing further improvements to ML (0.93
of F1-Score). Despite also naive stacking benefits from
more sources, the simple majority voting decisions are
not robust.

All in all, despite the smaller support in this scenario
(rightmost column in Table 2), ML~y outperforms ML
in both Scenarios 1 and 2. Hence, the benefits of bringing
different sources of information outweigh the drawbacks
of reducing the training data. In practical terms, MLpn g
allows cybersecurity applications to increase precision
when identifying the activity of hosts in the network, at
the expense of missing some hosts not visible on both
darknet and honeypot sensors.

5.2. Breaking down of the results per class

Table 3 shows the results for Scenario 2 (H) broken
down per class. The relative performance of the baselines
varies greatly across classes, with no overall single winner.
This motivates the stacking of those methods to explore
their complementarity, resulting in improved performance
across most classes — ML is the best alternative for 10 out
of 15 classes. When not strictly the best, MLy performs
on par with the text embeddings baseline (as in the Rapid7
and ShadowServer classes).

Notably, the performance gains for some classes are
impressive, e.g. +11% of MLy over DS embeddings
for Exploiter. Additionally, when one baseline strongly
outperforms the others, ML seems to be able to “choose”
the best source performing on par with it — e.g. Ipip for
which the graph embeddings strongly influence the MLy
(= 0.60 of F1-Score in both cases). As already mentioned,
in such cases the naive stacking is not robust enough to
limit the contribution of the worst performers. Similar
considerations can be drawn from Table 6 for Scenario
1 (D) in Appendix B.

In Table 4, we compare the stacking performance in
Scenario 3. The best performer between MLp and MLy
trained on embeddings learnt from a single network (3
sources) varies across classes with some large perfor-
mance gaps. This is somehow expected since darknets and
honeypots observe different types and stages of attacks.

TABLE 3: Classification average F1-Scores (11-day aver-
age). Hosts observed within Honeypot H. Best results are
in bold.

Baseline
DS Text

Stacking

Graph Naive MLy |Support

Mirai-like 0.9740.01 0.9910.00 0.98+0.00(0.99+0.00 0.991-0.00| 92 077
Bruteforcer  {0.914-0.01 0.90£0.02 0.914-0.01{0.944-0.01 0.95+0.00| 18 194
Spammer 0.73£0.03 0.8010.01 0.66£0.04]0.76£0.02 0.83+0.03| 6 615

ShadowServer |0.714-0.03 1.00£0.00 0.704-0.03|0.944-0.01 0.99+£0.00| 3 074
Driftnet 0.9240.03 0.96+0.01 0.79£0.05]{0.89+0.02 0.99+0.00| 3 456
InternetCensus|0.8910.05 0.97£0.01 0.7640.06]0.9540.02 0.98+£0.00| 2 404

Rapid7 0.91£0.05 1.00+0.00 0.94£0.02{0.86£0.03 0.994+0.00| 1267
Censys 0.80£0.02 0.9240.03 0.72£0.05{0.99£0.00 0.93+0.03| 1510
Exploiter 0.81£0.15 0.7240.09 0.73£0.18]0.79£0.15 0.901+0.04 895
Onyphe 0.8540.05 0.9740.01 0.85+0.05{0.94£0.01 0.981-0.00 829
Shodan 0.80+0.03 0.7540.07 0.65+0.10{0.76£0.06 0.784+0.04 315

Ipip 0.14£0.18 0.3740.17 0.60£0.10{0.36=£0.15 0.61+0.15 202
SecurityTrails {1.0010.00 0.98+0.01 0.964-0.06|0.994-0.02 1.00-£0.00 162
IntrinSec 0.2240.18 0.78+0.07 0.41£0.15]0.57£0.13 0.744+0.33 149
Michigan Uni. |0.00=£0.00 0.98+0.03 0.41+0.28|0.50+0.34 0.94+0.03 42

|0.734:0.04 0.864-0.02 0.7440.03|0.82£0.03 0.91£0.02| 131 191

Average

TABLE 4: Comparing Meta-Learner (ML) classification
F1-Scores (11-day average). Results are referred to hosts
active in both networks D N H. The best average results
are in bold.

3 Sources 6 Sources Support

ML p MLy Naive MLpng DNH

Mirai-like 0.99£0.00 0.99+0.00 | 1.004+0.00 0.9940.00 | 62955
Spammer 0.874+0.01 0.82+0.02 | 0.80£0.03 0.8740.01 4189
ShadowServer | 0.99£0.01 0.99+0.00 | 0.974+0.01 0.9940.00 3074
Driftnet 0.99£0.00 0.99+0.00 | 1.004+0.00 0.9940.00 2772
InternetCensus | 0.99+0.00 0.99+£0.00 | 0.99£0.00 0.99+0.00 2395
Bruteforcer 0.82£0.02 0.81£0.02 | 0.714+0.03  0.9040.01 2223
Censys 0.98+£0.00 0.96+0.01 | 0.974+0.01 0.9940.00 1210
Rapid7 0.9940.00 0.99+0.00 | 1.00+£0.00 1.004-0.00 1201
Onyphe 0.99£0.00 0.98+0.00 | 0.991+0.01 0.9940.00 725
Shodan 0.85+£0.02 0.80+0.03 | 0.844+0.04 0.8440.03 292
SecurityTrails | 1.00+£0.00 1.00£0.00 | 1.00£0.01 1.00+0.00 162
Ipip 0.9740.03 0.83£0.09 | 0.94+0.06 0.9940.01 132
Exploiter 0.38+£0.28 0.64+0.17 | 0.56+0.27 0.5340.30 91
IntrinSec 0.8740.04 0.90+0.04 | 0.92+£0.08 0.9610.04 54
Michigan Uni. | 0.984+0.02 0.92+0.02 | 0.98+0.03 0.98+0.02 30

Average | 0.9140.02 0.91£0.02 | 0.91£0.02 0.9340.02 | 81 505

Indeed, the two networks offer complementary informa-
tion favouring different classes.

Relying on data from both networks (6 sources),
ML png improves both the single network performance
MLp, MLy and the naive stacking. Indeed, the ML-
based stacking produces the best results for 11 out of 15
classes and delivers performance on par with the single
network stacking for 3 other classes. The only exception
is Exploiter, for which MLy significantly outperforms
ML pn . For instance, the Exploiter class is composed of
hosts that achieve the deeper stages in the attack chains
observed in the honeypots. As darknets provide mostly
information about scanning traffic, their contribution to
the identification of this class is expected to be marginal.
Therefore, ML pn is penalized by the reduction in cov-
erage during training and the expected lack of quality
of classifiers built with darknet traffic alone. Indeed, the
MLy model is trained on 829 Exploiter samples, com-
pared to MLpng, trained on 91 hosts active in both the
networks (compare results and support for this class in
Table 3 and Table 4).

Finally, we note that the gains of M Lpnpy are ob-
tained in the presence of a very high data skewness:
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Figure 3: Confusion matrix from the final classification
task. Scenario 2 (H). One testing day, i.e. 2022-10-28.

the majority class (Mirai-like) corresponds to 78% of
the instances, and is roughly 15x larger than the second
largest class. Such large skewness is a challenge to any
classifier due to the bias towards the majority class. Yet,
as Table 4 shows, M Lpny manages to achieve almost
perfect results even for some of the smallest classes. The
undersampling procedure of the unknown class used in the
training of the meta-learners (see Section 4) helps mitigate
this issue. Nevertheless, even with the undersampling,
the good performance in some of the smallest classes
is positively surprising. Next, we delve deeper into the
explanations of these results.

6. Explaining the Stacking Results

6.1. Classification Results

We focus on a sample day of Scenario 2 (honeypots)
and compare confusion matrices resulting from two ap-
proaches: (i) the base model trained on graph embeddings
(Figure 3a) and (ii)) MLy trained on three different em-
beddings (Figure 3b). In each matrix, the cell indicates
the number of samples of a true class assigned to the
predicted classes. See also Figure 5, Appendix C for the
matrices with the relative values.

We see that MLy drastically reduces the confusion
among the classes. The graph embeddings used in Fig-
ure 3a deliver information about the relationships between
hosts and the contacted honeypot services. Despite the
good classification performance (notice the almost di-
agonal matrix that indicates correct class assignments),
classes like Mirai-like, Bruteforcer and Spammer are prob-
lematic — see the light-red area in the top-left corner of
Figure 3a. It is largely expected that the hosts performing
brute-force attacks or trying to send spam generate high-
intensity traffic to only a few services. This is also the case
for the typically aggressive scans performed by Mirai-
like bots. From Figure 3a we conjecture that the graph
embeddings have not captured (and cannot capture) these
characteristics well.

Conversely, Figure 3b confirms that combining het-
erogeneous sources of information represented by the
three embeddings drastically improves the classification
performance. More than 80% of the senders are correctly
classified (values on the diagonal). Including informa-
tion related to the temporal co-occurrence of hosts (text
embeddings) and the intensity of generated traffic (DS
embeddings) drastically reduces the number of misclassi-
fied samples. Notice also the reduced number of samples
misclassified as Unknown. Similar observations can be
made for the comparison with the other methods.

6.2. Meta-Learner Coefficients

Recall we adopt a set of LR functions as meta-learner,
which output a final probability for each target class given
the base models’ probabilities. An advantage of using LR
is that we can analyse the final coefficients to infer the
relative importance (and contribution) of different inputs
to the final classification.’

Embeddings contribution We firstly focus on Fig-
ure 4a, which reports the LR coefficients of the base
models trained on different embeddings obtained in one
day of Scenario 2. We report results for five classes. We
consider the coefficient values (x-axis) as a measure of
the relative importance the meta-learner gives to each base
classifier when assigning samples to a given label (y-axis).
For the sake of completeness, we report the complete set
of coefficients for all classes in Figure 6, Appendix C.

As shown in the figure, the contributions of the base-
lines to the ML classification vary across classes. For
instance, for high-intensity traffic classes, like Bruteforcer
and Spammer, the meta-learner assigns almost equal im-
portance to the three baselines (which is consistent with
their roughly similar performance in Table 3), with an
emphasis on the text baseline, which reflects the temporal
co-occurrence of hosts [12] indicating similar scanning
activities.

For the Censys class, the meta-learner gives much
more importance to the text embedding classifier. This
is expected, considering the known extreme coordination
of Censys hosts in their scanning routine [12].

Conversely, for the Exploiter class, the domain-
specific features contribute slightly more than the other

6. The comparison of coefficients of different LR functions can be
done since all functions take as input the same class probabilities, which
are normalised values between 0 and 1.
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Figure 4: Logistic Regression coefficients for one testing
day, i.e. 2022-10-28.

baselines, whereas for Ipip, the graph embeddings have
the highest coefficients. This is in line with the superior
performance of text and graph baselines for the respective
classes in Table 3 and testifies that these classes exhibit
peculiar patterns in the DS and Graph features, respec-
tively.

In a nutshell, the meta-learner successfully learns to
differently weight the baselines based on their perfor-
mance for each class, reducing misclassifications.

Data contribution: Finally, we focus on one day
of Scenario 3, MLpny trained on data observed from
honeypots and darknet networks. In Figure 4b, for each
class, we compute the average of the LR coefficient over
the three base models. We consider the average values as
a proxy for the importance the meta-learner gives to the
information coming from the different sources of data (i.e.
darknet or honeypots).

Interestingly, for some classes whose ground truth
labels can only be derived from honeypot logs, such as
Bruteforcer and Exploiter, the meta-learning uses mostly
honeypot-based classifiers for its decision. Notice how the

embeddings from honeypots have high coefficients for the
Bruteforcer class. Similar behaviour is expected for the
Exploiter class. The meta-learner considers only honeypot-
based classifiers for this class, as none of the hosts have
been active in the darknet on the considered day.

In the case of Spammer and Censys for which stacking
three baseline models from the same network leads to
comparable performance (see ML p and ML in Table 4),
the meta-learner weights almost equally the two sources
of information improving the final classification. Con-
versely, for the Ipip class, stacking models trained on
darknet embeddings (MLp in Table 4) leads to superior
performance than the honeypot case (MLy in Table 4).
Once again, the meta-learner successfully learns how to
combine the base predictions favouring the source with
the higher informative content (i.e. the darknet).

All in all, by investigating the LR coefficients we can
provide insights on the informative content the different
sources bring. In most cases, this combination follows the
intuition coming from our domain knowledge. This fur-
ther corroborates the benefit of combining heterogeneous
information through model stacking while providing the
analysts useful insights on which features drive the most
the classification process.

7. Conclusions

We investigated the benefits of stacking models trained
on embeddings generated with different techniques and
from different types of input data for cybersecurity ap-
plications. Our results show that (i) combining different
embeddings learnt from the same network leads to im-
provements in solving host classification; (ii) combining
information from the different networks, particularly with
meta-learning techniques, allows enriching the representa-
tions improving the quality of the embedding and leads to
the best classification results; (iii) stacking models through
meta-learning provides some degree of interpretability,
allowing to understand the different contribution of each
source of information to the final classification.

Future developments will include the exploration of
other networks beyond the cybersecurity application and
the exploration of other embedding generation techniques,
along with the impact of different meta-learning models
and strategies. Additionally, the adoption of more sophis-
ticated explainability techniques, like SHAP, could deepen
the understanding of the obtained representations.

Ethical Considerations

Our work focuses on technical advancements in using
model stacking to enhance cybersecurity and deepen the
knowledge of traffic observed in different networks. There
is no sensitive information in the data we collect. As we
do not probe deeper into the identity of the sender or
gather additional personal information, no further ethical
considerations apply to our research.

Our primary objective is to improve the effectiveness
of network security measures through innovative Al solu-
tions.
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Appendix

1. Host Features

We here complement the information about the em-
beddings generation explained in Section 2.

TABLE 5: Host and port domain-specific (DS) embed-
dings extracted through standard features engineering.

Host Features Port Features

#Contacted network ports #Hosts contacting a port

STATS(#Packets per source host

STATS(#Packets per network port) contacting a port)

#Contacted network hosts 0-valued dummy feature

STATS(#Packets per network host) 0-valued dummy feature

STATS(Size) STATS(Size)
STATS(TTL) ) STATS(TTL)
Source g, STATS(MSS) retwork ot STATS(MSS)
STATS(WIN) POIL - g raTS(WIN)
STATS(TS) STATS(TS)

In Table 5 we provide an overview of the features
generated for source hosts targeting a network and the
destination ports. The function STATS(-) extracts the sum,
minimum, maximum, average and standard deviation of
the provided entity.

Notice that, in the case of DS embeddings, we produce
only the Host Features. In the case of tGNN embeddings,
we assign features to both hosts and port nodes of the
graph.

2. Darknet Classification Performance.

Table 6 complements the per-class results of the down-
stream classifier discussed in Section 5.

3. Explainability

We here complement the analysis of the Meta-Learner
explainability provided in Section 6. In Figure 5 we
report the confusion matrix obtained when classifying
hosts observed only within Honeypot (Scenario 2 — H)
during 2022-10-28, Model MLy . In Figure 6, we show the
complete set of LR coefficients for Scenario 2 of Figure 4.

TABLE 6: Classification average F1-Scores over 11 test-
ing days. Hosts observed within the darknet D. Best
average results are in bold.

Baseline Stacking

DS Text Graph Naive MLp |Support
Mirai-like 1.0040.00 0.99+0.00 1.004-0.00(/1.004-0.00 0.99+0.00| 76 176
Spammer 0.77£0.03 0.76+0.02 0.74=£0.02{0.77£0.03 0.86+0.01| 5 395
ShadowServer |0.701-0.03 0.99+0.00 0.704-0.02|0.8840.02 0.99+£0.00| 3 074
Driftnet 1.004+0.00 0.98+0.01 0.984+0.01{0.9940.00 0.99+0.00| 2 772
Bruteforcer  |0.4940.04 0.440.05 0.5040.05|0.4640.05 0.75+£0.03| 2618
InternetCensus|0.9540.03 0.97+0.01 0.914-0.04{0.9740.01 0.99+£0.00| 2 400
Rapid7 0.98+0.01 1.00+0.00 0.97+0.02{1.00£0.00 0.99+0.00| 1255
Censys 0.9740.02 0.7110.05 0.81£0.04{0.90£0.03 0.98+0.00| 1210
Onyphe 0.9540.03 0.961-0.02 0.93£0.03{0.97£0.01 0.991-0.00 728
Shodan 0.88+0.03 0.76+0.07 0.67£0.12{0.81£0.04 0.841-0.02 295
SecurityTrails |0.9610.04 1.00=£0.01 0.9340.03|0.9640.02 1.00-£0.00 162
Ipip 0.98+0.04 0.071-0.08 0.98+0.02{0.98+0.04 0.971-0.03 132
Exploiter 0.3740.22 0.2040.28 0.38+£0.19{0.29+0.20 0.324+0.23 111
IntrinSec 0.4940.23 0.88+0.10 0.73£0.19{0.85+0.08 0.8710.06 56
Michigan Uni. |0.63£0.10 0.98+0.03 0.98+0.03|0.98+0.03 0.98+0.02 30
Average |0.8340.03 0.761-0.03 0.8140.03]|0.85-£0.03 0.90-£0.02| 96 414
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Figure 5: Confusion matrix resulting from the final classification task. Scenario 2 (H). One testing day, i.e. 2022-10-28.
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Figure 6: Logistic Regression coefficients for one of the testing days, i.e. 2022-10-28. Contribution of different embedding
types on Honeypot (H) —Model MLy . Scenario 2.
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