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Generative Approaches to Sound-Squatting: AI Tools
and Validation

Rodolfo Vieira Valentim

Cyber-squatting, a cyber-crime involving the registration of domain names to ex-
ploit established trademarks or identities, encompasses various strategies, including
sound-squatting. Sound-squatting leverages phonetic similarities to deceive users,
a risk amplified by the proliferation of smart speakers, voice assistants, and audio
content. Sound-squatting presents challenges due to the inherent variations in pro-
nunciation across different languages and among individuals. This thesis explores
the complexities of sound-squatting across single-language, and cross-language
scenarios.

Our primary goal is to develop a robust methodology for generating sound-
squatting candidates that effectively handles various linguistic scenarios. By employ-
ing a data-driven approach using machine learning models, particularly Transformer
Neural Networks, we successfully produce sound-squatting candidates across di-
verse scenarios, surpassing traditional list-based models in capturing pronunciation
nuances.

The research follows a multi-stage process, starting with a naive baseline model
and advancing to sophisticated architectures utilizing raw audio, spectrograms,
and token-based pronunciation encoding. Evaluations are both quantitative and
qualitative, assessing homophone coverage, quasi-homophone generation quality,
and multi-language support.

Furthermore, the thesis examines whether these models can predict user transcrip-
tion errors resulting from pronunciation misunderstandings. We compare collected
user data on transcription mistakes with the model outputs to evaluate predictive
accuracy.

Practical implications are explored through case studies on domain registrations
and Python package repositories. We analyze Transport Layer Security (TLS) certifi-
cates and the Python Package Index (PyPI) to identify sound-squatting candidates,
revealing real-world exploitation potential.

Key contributions of this thesis include developing a comprehensive approach to
sound-squatting generation using advanced machine learning techniques, providing a



systematic validation framework for assessing these tools, and conducting an analysis
of the tools’ predictive capabilities regarding user transcription errors. Additionally,
the thesis offers an extensive checking of the sound-squatting attack surface in
domain registrations and Python packages.

This research enhances the understanding of sound-squatting and provides prac-
tical tools and methodologies to mitigate associated risks. The findings highlight
the need for proactive cybersecurity measures and offer valuable insights for future
studies and applications.


