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Abstract

We derive an effective equation for the dynamics of many identical bosons in dimension one in the presence of a tiny impurity. The interaction between every pair of bosons is mediated by the impurity through a positive three-body potential. Assuming a simultaneous mean-field and short-range scaling with the short-range proceeding slower than the mean-field, and choosing an initial fully condensed state, we prove propagation of chaos and obtain an effective one-particle Schrödinger equation with a defocusing nonlinearity concentrated at a point. More precisely, we prove convergence of one-particle density operators in the trace-class topology and estimate the fluctuations as superexponential. This is the first derivation of the so-called nonlinear delta model, widely investigated in the last decades.

1 Introduction

Concentrated nonlinearities for the Schrödinger equation were introduced in the nineties of the twentieth century with the aim of effectively modeling several physical phenomena. In [39] a model with a concentrated nonlinearity was proposed to describe the nonlinear effects arising when a bunch of electrons experiences resonant tunneling through a double-well potential. In that case the effect of the trapped electrons inside the well was described by a nonlinearity that vanishes outside the well. Since the double well arises along one direction only, the problem resulted in the analysis of a one-dimensional system. In [34] the spatial range of the nonlinearity was reduced to a single point, so that the interaction was described as a nonlinear point interaction also called nonlinear delta, namely a delta potential whose strength depends on the function to which it applies. In [38] a short-range nonlinearity was studied in the context of open quantum systems using a more abstract mathematical framework.

Generally speaking, a nonlinear point interaction is supposed to be useful for the sake of describing the action of a nonlinear layer whose transverse dimension is much smaller than the typical wavelength of the incoming particle.

Formally the model is realized by the Schrödinger equation

$$i\partial_t u_t = -u''_t + \mu|u_t|^p\delta u_t.$$  \hspace{1cm} (1.1)

Here the Dirac delta on the right-hand side acts as a multiplicative factor, working as a potential concentrated at a single point. It is often said that such a term describes the effect of an impurity characterized by a range that is much smaller than the wavelength of the particle described by the wave function $u_t$.

Despite its apparent simplicity, this model proves to be nontrivial to define in dimensions two and three, where it is necessary to apply the theory of self-adjoint extensions of symmetric operators [9]. The result of
the rigorous construction does not coincide with the ordinary notion of a delta distribution, and this is the reason for the use of quotation marks in (1.1).

The rigorous analysis of the Schrödinger equation with a nonlinear point interaction was initially carried out in dimension one [8], three [3], and finally in dimension two [15]. In these works well-posedness is established in appropriate functional spaces and it is demonstrated that the main feature of the models is the reduction to nonlinear integral equations with singular kernels. Further investigations provided results on the existence of blow-up solutions [4, 28, 1], on the presence of standing waves with their orbital and asymptotic stability [2, 12, 31, 6, 7], and on supercritical scattering [5].

In contrast to the case of the standard nonlinear Schrödinger equation (NLS) or Hartree equation, however, a rigorous derivation of (1.1) as the effective dynamics for a quantum system has not been previously accomplished. Indeed, in the only available mathematical results of this kind, i.e. [13] for dimension one and [14] for dimension three, equation (1.1) is derived as the limiting behaviour of a predefined short-range nonlinearity. Thus the question of how the concentrated nonlinearity arises from an underlying fundamental linear model remained untouched.

Here we present the first rigorous derivation of equation (1.1) from a many-body quantum dynamics in the special case $p = 2$, i.e. we rigorously deduce a cubic equation with a pointwise nonlinearity. We limit our analysis to the one-dimensional setting, however we plan to explore the corresponding problem in dimensions two and three in the near future. Furthermore, here we treat the case of defocusing nonlinearity. This choice is due to the fact that the target equation is $L^2$-critical and for the moment we prefer to focus on the derivation of the pointwise nonlinearity avoiding to deal with issues related to the existence of blow-up solutions.

The purpose of this paper is to demonstrate that, analogously to the standard NLS and Hartree equations, (1.1) can be constructed as the effective dynamics for a quantum system consisting of a large number $N$ of identical bosons. This result links the equation for an $N$-body linear quantum system with the equation for a one-body nonlinear dynamics.

The characteristic feature of the present model is the way bosons interact with one another. Indeed, instead of experiencing a usual two-body interaction, every pair of particles undergoes an interaction mediated by a third body, that is an impurity, whose position is fixed. In other words, in order to derive a nonlinear point interaction, we use a three-body interaction potential that acts on triplets made of a pair of bosons and the impurity.

In terms of scaling, we consider for the potential a mean-field regime together with a short-range limit. This means that the strength of the interaction scales as the inverse of the number of particles $N$, so that the kinetic and potential energies scale in the same way as $N$ grows and simultaneously the range of the interaction shrinks to a single point. However, the shrinking limit is slower than the mean-field.

Concerning the initial data, we make use of a factorized state, so that all bosons share the same quantum state $\phi$. Then the $N$-body dynamics we consider is

$$
\begin{align*}
\left\{ \begin{array}{l}
    i\partial_{x_j} \Psi_{N,t}(X_N) = -\sum_{j=1}^N \Delta_{x_j} \Psi_{N,t}(X_N) + \frac{\mu}{N} \sum_{1 \leq k < \ell \leq N} W_\varepsilon(c, x_k, x_\ell) \Psi_{N,t}(X_N) \\
    \Psi_{N,0}(X_N) = \phi \otimes N(X_N) = \varphi(x_1) \cdots \varphi(x_N)
\end{array} \right. \\
\text{(1.2)}
\end{align*}
$$

where:

- $x_j$ is the spatial coordinates of the $j$-th boson and $\Delta_{x_j} = \partial_{x_j}^2$;
- $X_N = (x_1, \ldots, x_N) \in \mathbb{R}^N$ is the string of the coordinates of the $N$ bosons;
- $\Psi_{N,t}$ is the wave function at time $t$ of the system made of $N$ identical bosons;
- The initial data is the $N$.th tensor power of the same function $\varphi \in H^1(\mathbb{R})$, that satisfies the normalization condition $\int_{\mathbb{R}} dx |\varphi(x)|^2 = 1$. 

• \( \mu > 0 \) denotes the strength of the interaction;
• The short-range parameter \( \varepsilon \) depends on \( N \). In order for our techniques to work, we assume that
  \[ \varepsilon^{-1} = o(\log N) \]
So, to fix ideas, one can take, e.g.,
  \[ \varepsilon := (\log N)^{-\frac{1}{2}}; \tag{1.3} \]
• \( W_{\varepsilon} \) is the three-body potential that describes the interaction between couples of bosons and the impurity, located at the point \( c \). One can think of it as of
  \[ W_{\varepsilon}(c, x_k, x_\ell) := w_{\varepsilon}(c - x_k)w_{\varepsilon}(c - x_\ell), \quad \text{with} \quad w_{\varepsilon}(x) := \varepsilon^{-1}w(\varepsilon^{-1}x), \]
where \( w \) is a positive, even, and in Schwartz class.
Furthermore, placing the origin of the coordinates at the position of the impurity, one gets \( c = 0 \), so the potential simplifies to
  \[ W_{\varepsilon}(x_k, x_\ell) := W_{\varepsilon}(0, x_k, x_\ell) = w_{\varepsilon}(x_k)w_{\varepsilon}(x_\ell); \tag{1.4} \]
• Denoting by \( H_N \) the Hamiltonian operator that generates the dynamics of the \( N \)-body system in the presence of the impurity, namely
  \[ H_N = -\sum_{j=1}^{N} \Delta x_j + \frac{\mu}{N} \sum_{1 \leq k < \ell \leq N} W_{\varepsilon}(x_k, x_\ell), \tag{1.5} \]
one can express the system (1.2) in the shorthand way
  \[ \Psi_{N,t} := e^{-it H_N} \otimes^N \varphi; \]
• Since both the initial data and the Hamiltonian are symmetric under exchange of coordinates, at any time the solution \( \Psi_{N,t} \) preserves the same symmetry.
• As we choose the one-particle initial data \( \varphi \) as an element of \( H^1(\mathbb{R}) \), we are interested in the so-called mild solution to the problem (1.2), namely, the solution in the energy space \( H^1(\mathbb{R}^N) \), that strictly speaking solves the integral version of (1.2).

We can now state our main result.

**Theorem 1.1.** Given a function \( \varphi \in H^1(\mathbb{R}) \), normalized in \( L^2(\mathbb{R}) \), let \( \Psi_{N,t} \) be the mild solution to the Cauchy problem (1.2) with \( \mu > 0 \). Define the one-particle reduced density matrix \( \gamma_{N,t}^{(1)} \) as the integral operator whose kernel is defined by
  \[ \gamma_{N,t}^{(1)}(x,y) := \int_{\mathbb{R}^{N-1}} \mathrm{d}Z \frac{\Psi_{N,t}(y,Z)\Psi_{N,t}(x,Z)}{\Psi_{N,t}(x,Z)} . \tag{1.6} \]
Let \( \varphi_t \) be the mild solution to the equation
  \[ i\partial_t \varphi_t = -\varphi''_t + \mu |\varphi_t|^2 \delta \varphi_t \]
with initial data \( \varphi_0 = \varphi \), namely, the solution to the integral equation
  \[ \varphi_t = U(t)\varphi - i\mu \int_0^t \mathrm{d}s U(t-s)|\varphi_s|^2 \delta \varphi_s , \tag{1.8} \]
where \( U(t) \) denotes the free Schrödinger propagator in dimension one.

Then, for \( 0 < \varepsilon < 1 \) and \( 0 < \eta < 1/2 \), there exist positive constants \( C \) and \( K \) such that the following bound holds:
  \[ \text{Tr} \left| \gamma_{N,t}^{(1)} - |\varphi_t\rangle \langle \varphi_t| \right| \leq C \frac{1}{N} \left( 1 + \frac{1}{\varepsilon^{3/2}} + \frac{1}{\varepsilon^{3/2} N} + \frac{1}{\varepsilon^{37} N^2} \right) \exp \left( K(1 + \varepsilon^{-1})t \right) + C \varepsilon^\eta e^{Kt} \tag{1.9} \]
where \( |\varphi_t\rangle \langle \varphi_t| \) denotes the projection operator to \( \varphi_t \) in \( L^2(\mathbb{R}) \).
The following immediate Corollary points out the convergence in trace norm:

**Corollary 1.2.** With the same assumptions as stated in Theorem [1.1], we have

\[ \text{Tr} \left[ \gamma^{(1)}_{N,t} - |\varphi_t\rangle \langle \varphi_t| \right] \to 0 \text{ as } N \to \infty \]

when \( \varepsilon \to 0 \) as \( N \to \infty \) satisfies that \( \varepsilon^{-1} = o(\log N) \) and \( 0 \leq t = o(\log \varepsilon) \).

**Remarks:**

1) As usual the notation \( X = o(Y) \) is used to express that \( X \) grows at a much smaller rate than \( Y \) as \( N \to \infty \). This is crucial for obtaining the convergence of the first term in [1.9].

2) One can add to the \( N \)-body model a standard mean-field term as well as a short-scale potential, and obtain, as a result of the scaling limit, equation [1.7] with additional Hartree and NLS term, namely \( (V * |\varphi_t^2|)\varphi_t \) and \( |\varphi_t|^2 \varphi_t \). However, our aim is to rigorously derive from a microscopic dynamics the nonlinear point interaction, which is the novelty of our work, therefore we omit such terms.

3) The existence and uniqueness of the mild solution to [1.8] have been proven in [8].

4) To describe the three-body interaction that takes place between the bosons and the impurity, one may employ an interaction potential that involves direct interaction between the bosons, like e.g.

\[ W_z(c, x_k, x_{\ell}) \]

\[ := q_c^2 q_k q_{\ell} w_z(c - x_k) w_z(c - x_{\ell}) + q_c q_k^2 q_{\ell} w_z(c - x_k) v_z(x_k - x_{\ell}) + q_c q_k q_{\ell}^2 w_z(c - x_{\ell}) v_z(x_k - x_{\ell}) \]

where \( q_c, q_k, q_{\ell} \) denote the charge with which the impurity located at \( c \) and the particles at \( x_k \) and \( x_{\ell} \) interact. Moreover, we considered two different potentials: \( w_z \) for the interaction between the impurity and the bosons, and \( v_z \) the interaction among the bosons, to distinguish between different physical cases.

If we assume that the interaction is electromagnetic and the charge of the impurity considerably surpasses that of the bosons, e.g. \( q_c = N \) and \( q_k, q_{\ell} = N^{-1} \), we can disregard the interaction terms with \( v_z \). This results in the interaction potential described above. Furthermore, we expect that for the case where \( q_c \) and all \( q_k \) are of same order, one can follow the strategy given in this paper to derive [1.7] with a coefficient slightly different from \( \mu \).

Let us show heuristically how equation [1.7] is related to [1.2]. Putting \( c = 0 \) as in Theorem [1.1] the \( N \)-body energy for the factorized state \( \varphi^{\otimes N}_t \) reads

\[ \mathcal{E}(\varphi^{\otimes N}_t) = \frac{1}{2} \sum_{j=1}^{N} \int \text{d}x_j |\varphi'_t(x_j)|^2 + \frac{\mu}{2N} \sum_{1 \leq k < \ell \leq N} \int \text{d}x_k \text{d}x_{\ell} W_z(x_k, x_{\ell}) |\varphi_t(x_k)|^2 |\varphi_t(x_{\ell})|^2. \]

Now we equally distribute the energy among the \( N \) particles. To this aim, we rewrite the interaction term in the energy as follows:

\[ \mathcal{E}(\varphi^{\otimes N}_t) = \frac{1}{2} \sum_{j=1}^{N} \int \text{d}x_j |\varphi'_t(x_j)|^2 + \frac{\mu}{4N} \sum_{1 \leq k, \ell \leq N} \int \text{d}x_k \text{d}x_{\ell} W_z(x_k, x_{\ell}) |\varphi_t(x_k)|^2 |\varphi_t(x_{\ell})|^2. \]

Exploiting the symmetry of the system, we can focus on the contribution of the energy of the first particle, namely

\[ \frac{1}{2} \int \text{d}x_1 |\varphi'_t(x_1)|^2 + \frac{\mu}{4N} \sum_{\ell=2}^{N} \int \text{d}x_1 \text{d}x_{\ell} W_z(x_1, x_{\ell}) |\varphi_t(x_1)|^2 |\varphi_t(x_{\ell})|^2 \]
\[ \frac{1}{2} \int dx_1 |\varphi'_t(x_1)|^2 + \frac{\mu}{4} \left( \int dx_1 w_\varepsilon(x_1)|\varphi_t(x_1)|^2 \right) \left( \frac{1}{N} \sum_{\ell=2}^N \int dx_\ell w_\varepsilon(x_\ell)|\varphi_t(x_\ell)|^2 \right) \]

\[ = \frac{1}{2} \int dx_1 |\varphi'_t(x_1)|^2 + \frac{\mu}{4} \frac{N-1}{N} \left( \int dx_1 w_\varepsilon(x_1)|\varphi_t(x_1)|^2 \right)^2. \]

Now, taking the limit \( N \to \infty \), and recalling that \( \varepsilon \to 0 \) as \( N \to \infty \), the previous expression converges to:

\[ \frac{1}{2} \int dx_1 |\varphi'_t(x_1)|^2 + \frac{\mu}{4} |\varphi_t(0)|^4, \]

which coincides with the one-particle energy of the solution of (1.7).

However, as well understood in this kind of problems, the limit to be performed is conveniently formulated in terms of the reduced density matrix, because proving \( L^2 \)-convergence for the wave function, i.e. \( \Psi_{N,t} \approx \varphi_t^{\otimes N} \) in the \( L^2 \)-norm, is out of reach: if we consider an \( N \)-body wave function \( \Psi_N = \varphi^{\otimes (N-1)} \vee \varphi^\perp \) orthogonal to \( \varphi \), we find indeed that the distance between \( \Psi_N \) and \( \varphi^{\otimes (N-1)} \vee \varphi^\perp \) equals \( \sqrt{2} \) because the two \( N \)-particle states are orthogonal. Therefore, an uncontrolled behaviour of one sole particle could result in the maximal distance between two quantum states, even though all other particles reside in the same state \( \varphi \). On the other hand, if one proceeds like in Theorem 1.1 and considers the trace norm distance between the one-particle reduced density matrix associated to \( \varphi^{\otimes (N-1)} \vee \varphi^\perp \) with the one associated to \( \varphi^{\otimes N} \), then it can be checked that the trace norm distance is bounded by \( CN^{-1} \). Moreover, from the physical point of view the trace class norm proves to be meaningful as it provides convergence of the expectation values of bounded observables.

Our strategy consists in separating the mean-field and the shrinking limit. Specifically, the mean-field limit \( N \to \infty \) is achieved by adapting to our problem the techniques of [20] [52]. Eventually, one obtains the following one-body equation

\[ i\partial_t u_t = -u''_t + w_\varepsilon(u_t)u_t, \quad (1.10) \]

to which we will refer as to the concentrated Hartree equation, since it is a Hartree-type equation whose nonlinear term is concentrated by the presence of the factor \( w_\varepsilon \). Exactly because of this localization of the interaction, equation (1.10) cannot be straightforwardly derived using previous results. Furthermore, notice that in (1.10) the convolution term is evaluated at the origin, where the impurity is located. Introducing the bracket notation \( \langle \cdot, \cdot \rangle \) for the hermitian product in \( L^2(\mathbb{R}) \), we can rewrite equation (1.10) as

\[ i\partial_t u_t = -u''_t + w_\varepsilon(u_t, u_t^2)u_t. \quad (1.11) \]

We stress that, notwithstanding the localization at zero of the convolution term, equation (1.11) remains nonlocal, since the value of \( u_t \) at every point contributes to the hermitian product. At this stage, equation (1.11) can be considered as an intermediate problem between (1.2) and (1.7).

Once obtained (1.11), as a second step we perform the limit \( \varepsilon \to 0 \). Such a step relies on comparing two different one-particle evolutions, and this is carried out by employing a method inspired by [13]. Again, the limit we perform is new and techniques already known have been suitably adapted.

Consistently with the two steps just described, we estimate the error by splitting the limit in two parts, through the triangular inequality

\[ \text{Tr} \left| \gamma_{N,t}^{(1)} - |\varphi_t\rangle \langle \varphi_t| \right| \leq \text{Tr} \left| \gamma_{N,t}^{(1)} - |u_{\varepsilon,t}\rangle \langle u_{\varepsilon,t}| \right| + \text{Tr} \left| |u_{\varepsilon,t}\rangle \langle u_{\varepsilon,t}| - |\varphi_t\rangle \langle \varphi_t| \right| \quad (1.12) \]

where \( u_{\varepsilon,t} \) is the mild solution to the intermediate equation (1.11) with initial data \( \varphi \), and by estimating the two terms in the r.h.s. separately.

We warn the reader that, even though conceptually the limit in \( N \) precedes that in \( \varepsilon \), in order to make the paper more readable we proceed in the inverse order.

Concerning the techniques, we follow the recent achievements on mean-field and Gross-Pitaevskii limits. In particular, we make use of the breakthrough results in [40] where, inspired by [27] [22] [23], the authors
employed the coherent state approach in Fock space to derive the mean-field limit of the dynamics of many-body quantum systems with two-body interactions. The gain with respect to previous derivations (e.g., [41]) lies in the estimate of the width of the fluctuations around the limit. Later, in [30] another strategy to derive mean-field limit with an estimate of the error was developed. The optimal convergence rate for Gross-Pitaevskii limits was finally obtained in [11], while in [25, 26] the authors employed the Bogoliubov transformation to derive second-order corrections to mean-field evolution of weakly interacting bosons. Results on approximation in norm were obtained in [35, 36, 10].

The large \(N\)-limit of the dynamics of \(N\)-body quantum systems with three-body interaction was rigorously studied in [19] where the Gross–Pitaevskii limit of a Bose gas with three-body interactions was achieved using the method of the BBGKY hierarchy, obtaining the quintic nonlinear Schrödinger equation (qNLS). Later, in [21, 32] the mean-field limit of three-body interacting Bose gas was obtained. Complementarily, in the recent paper [37] the ground state energy of a low-density Bose gas with three-body interactions was investigated.

From the technical point of view it is worth remarking that we employ only the Weyl transformation rather than Bogoliubov transformations in the language of second quantization. We believe that, together with the two-step strategy illustrated before, this choice streamlines the discussion, reduces computational costs, and necessitates fewer concepts. While this approach sacrifices the speed of the scaling limit, in our opinion it enhances clarity and simplicity of the derivation.

The paper is organized as follows: Section 2 contains results on the well-posedness and on the conservation laws of the dynamics generated by the target equation (1.7) and that generated by the concentrated Hartree equation (1.11); in fact, while for the former we just quote results from [8], for the latter the results are new and their proof is given in detail. We notice that, owing to the one-dimensional character of the model, the theory can be easily developed in the energy space \(H^1(\mathbb{R})\).

Section 3 is devoted to the proof of the convergence from (1.11) to (1.7) as \(\varepsilon\) vanishes, that encodes the transition from nonlocal to local nonlinearity at the one-body level.

In Section 4 we introduce the second quantized formalism and provide several notions and results that prove useful for microscopic derivation. Since second quantization is sometimes considered as complicated and cumbersome, we privilege self-containedness and assume sometimes a pedagogical attitude. In particular, we establish some \(a\ priori\) estimates, define Fock spaces and recall some of their basic properties, delve into unitary operators and their generators, and introduce the fluctuation dynamics. Part of the content of this section has the character of a quick review.

Lastly, Section 5 presents the proof of Theorem 1.1.

Along the paper we denote by \((\cdot,\cdot)\) either the standard Hermitian product in \(L^2(\mathbb{R})\) or the inner product in Fock space. Consistently, \(\|\cdot\|\) may represent either the standard \(L^2(\mathbb{R})\)-norm or the norm in Fock space. The context will avoid every possible confusion or ambiguity caused by this abuse of notation. As in the statement of Theorem 1.1 we use the Dirac ket-bra notation \(|f\rangle\langle f|\) to denote the orthogonal projection in \(L^2(\mathbb{R})\) on the linear span of the function \(f\).

We use the symbol \(U(t,x)\) to denote the integral kernel of the unitary group generated by the free Schrödinger equation in one dimension, i.e.,

\[
U(t,x) = \frac{e^{ix^2/4\pi it}}{\sqrt{4\pi it}},
\]

so that for every \(f \in L^2(\mathbb{R})\) it holds

\[
(U(t)f)(x) = \int_{\mathbb{R}} dy U(t,x-y)f(y) = \frac{1}{\sqrt{4\pi it}} \int_{\mathbb{R}} dy e^{i(x-y)^2/4\pi it} f(y).
\]

It is well-known that for every \(t \in \mathbb{R}\), \(U(t)\) is a unitary operator in all Sobolev spaces \(H^s(\mathbb{R})\).

We define the Fourier Transform \(\hat{f}\) of the function \(f\) as follows:

\[
\hat{f}(k) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} f(x) e^{-ikx} dx,
\]

so that it is a unitary operator in \(L^2(\mathbb{R})\).
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2 Properties of one-body dynamics

In this section we give results on the two one-body nonlinear dynamics (1.7) and (1.11). As anticipated in Section 1 we are interested in finite energy states, therefore we aim at studying mild solutions rather than strong solutions. Mild solutions are solutions to the integral version of the equations obtained through the Duhamel’s formula, namely, for (1.7) one gets (1.8), while for (1.11) one has

\[ u_{\varepsilon,t} = U(t)\varphi - i\mu \int_0^t ds U(t-s)w_\varepsilon(w_{\varepsilon,s}|u_{\varepsilon,s}|^2)u_{\varepsilon,s}. \]  

(2.1)

For the definition of the first model (1.7) as well as for the proof of global well-posedness in \(H^1(\mathbb{R})\) and of conservation laws of \(L^2\)-norm and energy, we refer to [8], from which we borrow the following results:

**Lemma 2.1** (Global well-posedness and Conservation Laws for the NLS with pointwise nonlinearity). Consider the Cauchy problem given by equation (1.7) with \(\mu > 0\) and the initial data \(\varphi \in H^1(\mathbb{R})\). Then

1. There exists a unique mild solution \(\varphi_t \in C^0([0,T),H^1(\mathbb{R}))\) (Global well-posedness [8, Theorem 14]).
2. The solution \(\varphi_t\) satisfies

   \[ \|\varphi_t\|_{L^2(\mathbb{R})} = \|\varphi\|_{L^2(\mathbb{R})} \]  

   (Conservation of the \(L^2\)-norm [8, Theorem 7]).
3. Defined the functional

   \[ E(\varphi_t) := \frac{1}{2}\|\varphi_t\|_{L^2(\mathbb{R})}^2 + \frac{\mu}{4}|\varphi_t(0)|^4; \]

   there holds

   \[ E(\varphi_t) = E(\varphi) \]  

   (Conservation of the energy [8, Theorem 13]).

In Section 2.1 we provided detailed proofs of well-posedness and conservation laws for the concentrated Hartree equation (2.1).

2.1 Concentrated Hartree equation in the energy domain

In this section we prove global existence and uniqueness of equation (2.1) with the initial one-particle state \(\varphi \in H^1(\mathbb{R})\). We follow the usual path starting with local well-posedness, that we prove on \(H^\sigma\) with \(\sigma > 1/2\), then showing the conservation laws of \(L^2\)-norm end energy, and finally using them to prove global well-posedness. In order to prove the conservation of the energy we need to consider at first initial data \(\varphi \in H^2(\mathbb{R})\), then through an approximation argument we obtain the conservation of the energy in \(H^1(\mathbb{R})\), from which we get uniform estimates in \(t\) which are used to show global well-posedness.

**Lemma 2.2** (Local well-posedness). Let \(\sigma > 1/2\) and \(\varphi \in H^\sigma(\mathbb{R})\). Moreover, let \(\varepsilon > 0\) be fixed. Then the integral equation (2.1) is locally well-posed, i.e. there exists \(T > 0\) such that a unique solution \(u_\varepsilon \in C^0([0,T),H^\sigma(\mathbb{R}))\) exists for (2.1).
Proof. Let \( T > 0 \) to be specified later. In the space \( X := C^0([0,T], H^s(\mathbb{R})) \), consider the closed ball \( X_\rho \) of radius \( \rho > 0 \) centred at \( U(\cdot)\varphi \), namely
\[
X_\rho := \{ v \in X, \| v - U(\cdot)\varphi \|_X \leq \rho \},
\]
where we considered the standard norm \( \| u \|_X := \sup_{t \in [0,T]} \| u_t \|_{H^s(\mathbb{R})} \). As well-known, \( X_\rho \) is complete as a metric space.

We introduce in \( X \) the map \( \Phi \), defined by
\[
(\Phi v)_t := U(t)\varphi - i\mu \int_0^t ds U(t-s)w_x(w_s|v_s|^2)v_s.
\]
(2.2)

Since \( \sigma > 1/2 \), the space \( H^s(\mathbb{R}) \) is an algebra, therefore
\[
\left\| \int_0^t ds U(t-s)w_x(w_s|v_s|^2)v_s \right\|_{H^s(\mathbb{R})} \leq \int_0^t ds \| w_x \|_{H^s(\mathbb{R})} \| v_s \|_{H^s(\mathbb{R})} \leq C \| w \|_1 \| w \|_{H^s(\mathbb{R})} \int_0^t ds \| v_s \|_{H^s(\mathbb{R})} \leq CT \| v \|_X^3.
\]
(2.3)

Thus by (2.2) one obtains
\[
\| \Phi v - U(\cdot)\varphi \|_X \leq C \| v \|_X^3 T
\]
(2.4)

and by
\[
\| v \|_X \leq \| v - U(\cdot)\varphi \|_X + \| U(\cdot)\varphi \|_X \leq \rho + \| \varphi \|_{H^s(\mathbb{R})},
\]

one gets
\[
\| \Phi v - U(\cdot)\varphi \|_X \leq C \left( \rho + \| \varphi \|_{H^s(\mathbb{R})} \right)^3 T
\]
(2.5)

so that, provided
\[
T < \frac{\rho}{C \left( \rho + \| \varphi \|_{H^s(\mathbb{R})} \right)^3},
\]
(2.6)

one concludes that \( \Phi \) maps \( X_\rho \) into itself. We look for further conditions on \( T \) that guarantee that \( \Phi \) is a contraction of \( X_\rho \). Consider \( \xi \) and \( \zeta \) elements of \( X_\rho \) and notice that
\[
\| \xi \|_X \leq \| \xi - U(\cdot)\varphi \|_X + \| U(\cdot)\varphi \|_X \leq \rho + \| \varphi \|_{H^s(\mathbb{R})}
\]
(2.7)

and the same for \( \| \zeta \|_X \).

Then
\[
\| (\Phi \xi)_t - (\Phi \zeta)_t \|_{H^s(\mathbb{R})} \leq C \| w_x \|_{H^s(\mathbb{R})} \left\| \langle w_x, |\xi_s|^2 \rangle \xi_s - \langle w_x, |\zeta_s|^2 \rangle \zeta_s \right\|_{H^s(\mathbb{R})},
\]
(2.8)

We split the last factor in the integral as follows
\[
\left\| \langle w_x, |\xi_s|^2 \rangle \xi_s - \langle w_x, |\zeta_s|^2 \rangle \zeta_s \right\|_{H^s(\mathbb{R})} \leq \left\| \langle w_x, |\xi_s|^2 \rangle (\xi_s - \zeta_s) \right\|_{H^s(\mathbb{R})} + \left\| \langle w_x, |\zeta_s|^2 \rangle (\zeta_s - \xi_s) \right\|_{H^s(\mathbb{R})}
\]
(2.9)

Using \( \int dx w_x(x) = 1 \)
\[
\left| \langle w_x, |\xi_s|^2 - |\zeta_s|^2 \rangle \right| = \left| \int dx w_x(x) \left( \| \xi_s(x) \| + |\xi_s(x)| \right) \left( |\xi_s(x)| - |\zeta_s(x)| \right) \right|
\leq \left| \int dx w_x(x) \left( \| \xi_s(x) \| + |\zeta_s(x)| \right) |\xi_s(x) - \zeta_s(x)| \right|
\leq C \left( \| \xi \|_{L^\infty} + \| \zeta \|_{L^\infty} \right) \| \xi_s - \zeta_s \|_{L^\infty}
\leq C \left( \| \xi \|_X + \| \zeta \|_X \right) \| \xi - \zeta \|_X,
\]
(2.10)
Then, given the definition (2.14), straightforward computations yield

\[ \| (\Phi \xi)_t - (\Phi \xi)_t \|_{H^s(\mathbb{R})} \leq C \| w_\varepsilon \|_{H^s(\mathbb{R})} T \left( \| \xi \|_2 \| \xi - \zeta \|_s + \| \zeta \|_s \left( \| \xi \|_s + \| \zeta \|_s \right) \right) \| \xi - \zeta \|_s \]
\[ \leq CT \left( \| \xi \|_2 + \| \zeta \|_2 \right) \| \xi - \zeta \|_s \]
\[ \leq CT \left( \rho + \| \varphi \|_{H^s(\mathbb{R})} \right)^2 \| \xi - \zeta \|_s. \]  

(2.11)

Thus, owing to (2.6) and (2.11), if

\[ T < \min \left( \frac{1}{C (\rho + \| \varphi \|_{H^s(\mathbb{R})})^2}, \frac{\rho}{C (\rho + \| \varphi \|_{H^s(\mathbb{R})})^3} \right), \]  

(2.12)

then the map \( \Phi \) is a contraction of \( X_\rho \) into itself and by Banach-Caccioppoli fixed point theorem it admits a unique fixed point, that is a unique function \( u_{\varepsilon,t} \) such that

\[ u_{\varepsilon,t} = (\Phi u_\varepsilon)_t = U(t) \varphi - i \mu \int_0^t ds U(t - s) w_\varepsilon \langle w_\varepsilon, |u_{\varepsilon,s}|^2 \rangle u_{\varepsilon,s}, \]  

(2.13)

then \( u_{\varepsilon,t} \) is the unique solution to (2.1), which is then well-posed in the space \( H^s(\mathbb{R}) \) and the proof is complete.

Notice that the existence time \( T \) depends on \( \varepsilon \) through the constant \( C \), which in turn contains the norm in \( H^s(\mathbb{R}) \) of the function \( w_\varepsilon \), that diverges as \( \varepsilon \) vanishes. This is unavoidable as we need to obtain a delta potential in the limit. Of course, this feature is absent in standard Hartree models.

In order to pass from local to global existence, one needs to exploit the conservation laws of the \( L^2 \)-norm and of the energy. For the latter it is required to have more regularity, namely it must be \( \sigma \geq 1 \).

**Lemma 2.3** (Conservation laws, Global well-posedness). Let \( \varepsilon > 0 \) be fixed. Consider \( \varphi \in H^1(\mathbb{R}) \) and let \( u_{\varepsilon,t} \) denote the solution at time \( t \) of equation (2.1) with initial data \( u_{\varepsilon,0} = \varphi \), whose existence is guaranteed by Lemma 2.2. Then, the following statements hold:

1. The \( L^2 \)-norm is conserved by the flow, i.e. \( \| u_{\varepsilon,t} \| = \| \varphi \| \).
2. The Energy
\[ E_c(u_{\varepsilon,t}) = \frac{1}{2} \| u_{\varepsilon,t} \|_2^2 + \frac{\mu}{4} \langle w_\varepsilon, |u_{\varepsilon,t}|^2 \rangle^2 \]

(2.14)

is conserved by the flow, i.e. \( E_c(u_{\varepsilon,t}) = E_c(\varphi) \).
3. The solution \( u_{\varepsilon,t} \) can be extended to a global solution.

**Proof.** As a solution to (2.1), the function \( u_{\varepsilon,t} \) satisfies \( \partial_t u_{\varepsilon,t} \in H^{-1}(\mathbb{R}) \). Then, one can compute

\[ \partial_t \| u_{\varepsilon,t} \|^2 = 2 \text{Re} \langle u_{\varepsilon,t}, \partial_t u_{\varepsilon,t} \rangle = 2 \text{Im} \langle w_\varepsilon, -u_{\varepsilon,t}^\prime \rangle + 2 \text{Im} \langle w_\varepsilon, |u_{\varepsilon,t}|^2 \rangle^2 = 0, \]  

(2.15)

so conservation of the \( L^2 \)-norm is proven at every time of existence of the solution.

To prove the conservation of energy, let us first suppose more regularity for the initial data, say \( \varphi \in H^2(\mathbb{R}) \). Then, given the definition (2.13), straightforward computations yield

\[ \partial_t E_c(u_{\varepsilon,t}) := \text{Re} \left( \langle u_{\varepsilon,t}^\prime, \partial_t u_{\varepsilon,t}^\prime \rangle + \mu \langle w_\varepsilon, |u_{\varepsilon,t}|^2 \rangle \langle w_\varepsilon, \overline{u_{\varepsilon,t}} \partial_t u_{\varepsilon,t} \rangle \right) \]

(2.16)

The first term in parentheses can be computed as follows

\[ \text{Re} \langle u_{\varepsilon,t}^\prime, \partial_t u_{\varepsilon,t}^\prime \rangle = - \text{Im} \langle u_{\varepsilon,t}^\prime, -u_{\varepsilon,t}^\prime + \mu c w_\varepsilon u_{\varepsilon,t} \rangle = - \mu c \text{Im} \langle u_{\varepsilon,t}^\prime, w_\varepsilon u_{\varepsilon,t} \rangle. \]  

(2.17)
Let us drop the auxiliary hypothesis $H$ in the topology of $\phi$ with
so that the solution can be always extended for a further time given by
$T$ amount of time $t$ defined at every $\varepsilon, n$.

On the other hand, for the second term in the parentheses of (2.16) one immediately has

$$
\mu c \Re \langle w_\varepsilon, u_\varepsilon, t \partial_t u_\varepsilon, t \rangle = \mu c \Im \langle w_\varepsilon, u_\varepsilon, t \rangle (-u_\varepsilon' + \mu c w_\varepsilon, t) \\
= \mu c \Im \langle w_\varepsilon, -u_\varepsilon, t w_\varepsilon' \rangle \\
= \mu c \Im \langle u_\varepsilon', t w_\varepsilon u_\varepsilon, t \rangle
$$

(2.18)

Therefore, from (2.16), (2.17), and (2.18), one concludes

$$
\partial_t E_c(u_\varepsilon, t) \equiv 0.
$$

(2.19)

Owing to the positivity of the interaction, conservation of energy immediately gives that the solutions are
global. Indeed, from (2.12) it appears that a solution in $H^1$ can always be prolonged for a time $T$ that
depends on the $H^1$-norm of the solution only. Now, due to the expression (2.14) of the conserved energy of
the system and to conservation of the $L^2$-norm, one has

$$
\|u_\varepsilon, t\|_{H^1(\mathbb{R})} \leq \sqrt{2E_c(\varphi)} + \|\varphi\|^2
$$

(2.20)

so that the solution can be always extended for a further time given by

$$
T_\varepsilon = \frac{1}{2} \min \left( \frac{1}{C \left( \rho + \sqrt{2E_c(\varphi)} + \|\varphi\|^2 \right)^2}, \frac{\rho}{C \left( \rho + \sqrt{2E_c(\varphi)} + \|\varphi\|^2 \right)^3} \right),
$$

(2.21)

which depends on $\varphi$ and $\varepsilon$. Thus, iterating the extension, at each step the solution is extended by the same
amount of time $T_\varepsilon$, so globality in time is eventually reached.

To allow for initial data in $H^1(\mathbb{R})$ we exploit the continuity of the solution with respect to initial data.
Let us drop the auxiliary hypothesis $\varphi \in H^2(\mathbb{R})$ and consider a sequence $\varphi^{(n)} \in H^2(\mathbb{R})$ such that $\varphi^{(n)} \rightarrow \varphi$
in the topology of $H^1(\mathbb{R})$. Denote by $u^{(n)}_{\varepsilon, t}$ the solution to (2.1) with initial data $\varphi^{(n)}$ and as usual by $u_{\varepsilon, t}$ the
solution to (2.11) with initial data $\varphi$. We stress that the solution $u_{\varepsilon, t}$ is initially defined in an interval $[0, T]$, with $T$ satisfying the condition (2.12). On the other hand, being solutions in $H^2(\mathbb{R})$, the functions $u^{(n)}_{\varepsilon, t}$ are
defined at every $t \in \mathbb{R}$. Furthermore, the quantity $\|u^{(n)}_{\varepsilon, t}\|_{H^1(\mathbb{R})}$ can be bounded by a constant $C$ independent
of $\varepsilon, n$ and $t$:

$$
\|u^{(n)}_{\varepsilon, t}\|_{H^1(\mathbb{R})}^2 \leq 2E_c(\varphi^{(n)}) + \|\varphi^{(n)}\|^2 \leq \|\varphi^{(n)}\|^2 + \|\varphi^{(n)}\|_{\infty}^4 + \|\varphi^{(n)}\|^2 \leq C,
$$

(2.22)

where we used (2.20), if $\int w_\varepsilon \, dx = 1$, and the fact that the $H^1$- convergence of the sequence $\varphi^{(n)}$ entails the
boundedness of $\|\varphi^{(n)}\|_{\infty}$, $\|\varphi^{(n)}\|_{\infty}$, and $\|\varphi^{(n)}\|_{\infty}$.

On the other hand, by Lemma 2.2 one has $\|u_{\varepsilon, t}\|_{H^1(\mathbb{R})} \leq C_\varepsilon$ for every $t \in [0, T]$, but the dependence on
$\varepsilon$ cannot be ruled out until we prove conservation of energy.

From (2.1) one has

$$
\|u^{(n)}_{\varepsilon, t} - u_{\varepsilon, t}\|_{H^1(\mathbb{R})} \\
\leq \|\varphi^{(n)} - \varphi\|_{H^1(\mathbb{R})} + \mu \int_0^t ds \left\| w_\varepsilon \left( (w_\varepsilon, u_{\varepsilon, s})^2, u^{(n)}_{\varepsilon, t} - (w_\varepsilon, u_{\varepsilon, s})^2 u_{\varepsilon, s} \right) \right\|_{H^1(\mathbb{R})} \\
\leq C_n + \mu \|w_\varepsilon\|_{H^1(\mathbb{R})} \int_0^t ds \left( \|u^{(n)}_{\varepsilon, t}\|_{H^1(\mathbb{R})}^2 + \|u_{\varepsilon, s}\|_{\infty}^2 + \|w_\varepsilon\|_{H^1(\mathbb{R})} \|u_{\varepsilon, s}\|_{H^1(\mathbb{R})} \right) \\
\leq C_n + C_\varepsilon \int_0^t ds \left( \|u^{(n)}_{\varepsilon, t}(0)\|^2 + \|u^{(n)}_{\varepsilon, t} - u_{\varepsilon, s}\|_{H^1(\mathbb{R})} + \|u^{(n)}_{\varepsilon, t}\|_{H^1(\mathbb{R})}^2 + \|u_{\varepsilon, s}\|_{H^1(\mathbb{R})} \|u^{(n)}_{\varepsilon, t}(t) - u_{\varepsilon, s}(t)\|_{H^1(\mathbb{R})} \right) \\
\leq C_n + C_\varepsilon \int_0^t ds \|u^{(n)}_{\varepsilon, t} - u_{\varepsilon, s}\|_{H^1(\mathbb{R})}, \quad \forall t \in [0, T].
$$
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Now, by Grönwall’s estimate
\[ \| u^{(n)}_{\varepsilon,t} - u_{\varepsilon,t} \|_{H^1(\mathbb{R})} \leq C_n e^{C_n t}, \quad \forall t \in [0, T] \tag{2.23} \]
and, since \( C_n := \| \varphi^{(n)} - \varphi \|_{H^1(\mathbb{R})} \) vanishes as \( n \to \infty \), we conclude that
\[ u^{(n)}_{\varepsilon,t} \to u_{\varepsilon,t}, \quad n \to \infty, \quad \forall t \in [0, T]. \]

Finally, since the energy functional is continuous in \( H^1(\mathbb{R}) \), one has
\[ E(u_{\varepsilon,t}) = \lim_{n \to \infty} E(u^{(n)}_{\varepsilon,t}) = \lim_{n \to \infty} E(\varphi^{(n)}) = E(\varphi), \quad \forall t \in [0, T], \]
then conservation of energy is proven up to time \( T \). It is now possible to proceed as we did for the \( H^2 \)-solutions, namely extend the solution \( u_{\varepsilon,t} \) in \( H^1(\mathbb{R}) \) for a time \( T \) given by (2.21) infinitely many times, obtaining then a global solution in \( H^1(\mathbb{R}) \).

3 From nonlocal to local nonlinearity

In the present section we prove that, as the number \( N \) of particles grows to infinity and then \( \varepsilon \) vanishes, the solution \( u_{\varepsilon,t} \) of (1.11) converges to the solution \( \varphi_t \) of the mild version (1.8) of the target equation (1.7). There are some similarities with the analogous result proved in [13], but first, here the starting equation (2.1) is different from that of [13], and second, here we aim at estimating the error for large times, whereas in that work the result was given for times of order 1.

Preliminarily, we highlight an important uniform estimate:

**Remark 3.1.** For the sake of taking the limit of \( u_{\varepsilon,t} \) as \( \varepsilon \to 0 \) while keeping fixed the initial data \( \varphi \), it is essential to notice that
\[ \| u_{\varepsilon,t} \|_{H^1(\mathbb{R})} \leq \sqrt{\| u_{\varepsilon,t} \|^2 + 2E(u_{\varepsilon,t})} = \sqrt{\| \varphi \|^2 + 2E(\varphi)} \leq \sqrt{\| \varphi \|_{H^1(\mathbb{R})}^2 + \frac{1}{2} \| \varphi \|_{\infty}^4}, \]
that is a uniform bound in \( \varepsilon \) and \( t \). As a consequence, one has the uniform estimate
\[ \langle w_{\varepsilon,t}, |u_{\varepsilon,t}|^2 \rangle \leq \| u_{\varepsilon,t} \|_{\infty}^2 \leq C. \]

Before proving the main result of the section, we give a Grönwall-type inequality, suited for our purposes.

**Lemma 3.2.** Let \( w : [0, +\infty) \to \mathbb{R} \) be a non-negative and continuous function satisfying the bound
\[ w(t) \leq A(t) + B \int_0^t ds \frac{w(s)}{\sqrt{t-s}}, \tag{3.1} \]
where \( A : [0, +\infty) \to [0, +\infty) \) is continuous and \( B \geq 0 \).

Then, the following inequality holds:
\[ w(t) \leq D(t) + \pi B^2 e^{\pi B^2 t} \int_0^t ds D(s)e^{-\pi B^2 s}, \tag{3.2} \]
where
\[ D(t) = A(t) + B \int_0^t ds \frac{A(s)}{\sqrt{t-s}}. \]
Proof. Iterating the Grönwall-Abel inequality (3.1) one finds
\[ w(t) \leq A(t) + B \int_0^t ds \frac{A(s)}{\sqrt{t-s}} + B^2 \int_0^t ds \int_0^s ds' \frac{w(s')}{\sqrt{t-s}}. \]

Exchanging the integrals in \( s \) and \( s' \) and recalling that
\[ \int_s^t ds = \pi, \]
one gets
\[ w(t) \leq D(t) + \pi B^2 \int_0^t ds' w(s'), \]
that, by the classical Grönwall inequality, yields the result.

We prove the following

**Theorem 3.3** (Convergence of the one-body dynamics). Let \( \varphi \in H^1(\mathbb{R}) \) and \( w \) in the Schwartz class. Then, for any \( t > 0 \),
\[
\|u_{\varepsilon,t} - \varphi_t\|_{L^2(\mathbb{R})} \leq C\varepsilon^{2\eta} e^{Ct}, \quad \forall \eta, t, \quad 0 < \eta < \frac{1}{2}, \quad t \geq 0, \tag{3.3}
\]
where \( C \) is independent of \( \varepsilon \) and \( t \).

**Proof.** First, we split \( u_{\varepsilon,t} - \varphi_t \) into four terms, namely
\[
u_{\varepsilon,t} - \varphi_t = (I) + (II) + (III) + (IV), \tag{3.4}
\]
where
\[
(I) = -i\mu \int_0^t \frac{ds}{\sqrt{t-s}} U(t-s) \left( w_{\varepsilon,s}(w_{\varepsilon,s} - \delta u_{\varepsilon,s}(w_{\varepsilon,s} |- u_{\varepsilon,s}|^2) \right)

(II) = -i\mu \int_0^t \frac{ds}{\sqrt{t-s}} U(t-s) \left( \delta u_{\varepsilon,s}(w_{\varepsilon,s}|- u_{\varepsilon,s}|^2) - \delta u_{\varepsilon,s}(-u_{\varepsilon,s}(0))^2 \right)

(III) = -i\mu \int_0^t \frac{ds}{\sqrt{t-s}} U(t-s) \left( \delta u_{\varepsilon,s}|- u_{\varepsilon,s}(0)|^2 - \delta \varphi_s|- \varphi_s(0)|^2 \right)

(IV) = -i\mu \int_0^t \frac{ds}{\sqrt{t-s}} U(t-s) \left( \delta \varphi_s|- \varphi_s|^2 - \delta \varphi_s|- \varphi_s(0)|^2 \right). \tag{3.5}
\]

We preliminarily show that that (IV) = 0:
\[
(IV) = -i\mu \int_0^t ds U(t-s) \left( \delta \varphi_s|- \varphi_s|^2 - \delta \varphi_s|- \varphi_s(0)|^2 \right)

= -i\mu \int_0^t ds \delta \varphi_s \left( \int dy U(t-s, x-y) \left( \delta(y)|| \varphi_s(y)||^2 - \delta(y)|| \varphi_s(0)||^2 \right) \right)

= -i\mu \int_0^t ds \varphi_s \left( \int dy U(t-s, x) \left( || \varphi_s(0)||^2 - || \varphi_s(0)||^2 \right) \right)

= 0,
\]
thus the quantity we have to estimate reduces to (I) + (II) + (III).
Let us first estimate (I). To this aim, we use the strategy outlined in [14]:

\[
(I) = -i\mu \int_{0}^{t} ds \langle w_{\varepsilon}, |u_{\varepsilon,s}|^{2} \rangle \int_{\mathbb{R}} dy \left( U(t-s,x-y) \left( w_{\varepsilon}(y)u_{\varepsilon,s}(y) - \delta(y)u_{\varepsilon,s}(0) \right) \right)
\]

\[
= -i\mu \int_{0}^{t} ds \langle w_{\varepsilon}, |u_{\varepsilon,s}|^{2} \rangle \left( \left( \int_{\mathbb{R}} dy \left( U(t-s,x-y)w_{\varepsilon}(y)u_{\varepsilon,s}(y) \right) - U(t-s,x)u_{\varepsilon,s}(0) \right) \right)
\]

where we performed the change of variable \( y \mapsto \varepsilon y \) and used the definition of \( w_{\varepsilon} \). Furthermore, since \( \int w = 1 \), we have

\[
(I) = -i\mu \int_{0}^{t} ds \langle w_{\varepsilon}, |u_{\varepsilon,s}|^{2} \rangle \int_{\mathbb{R}} dy \left( U(t-s,x-\varepsilon y) - U(t-s,x) \right) w(\varepsilon y)u_{\varepsilon,s}(\varepsilon y) - u_{\varepsilon,s}(0) \) \quad (3.8)
\]

\[
= (Ia) + (Ib)
\]

We estimate the \( L^{2} \)-norm in the variable \( x \) of the terms (Ia) and (Ib). We preliminarily introduce the shorthand notation

\[
f(y) := \mu w(y) u_{\varepsilon,s}(\varepsilon y) \langle w_{\varepsilon}, |u_{\varepsilon,s}|^{2} \rangle,
\]

so that

\[
\| (Ia) \|^{2} = \int_{\mathbb{R}} dx \int_{[0,\varepsilon]^{2}} ds \ ds' \int_{\mathbb{R}} dy \int_{\mathbb{R}} dy' \left( U(t-s,x-\varepsilon y) - U(t-s,x) \right) \times \left( U(t-s',x-\varepsilon y') - U(t-s',x) \right).
\]

Since \( f \) does not depend on \( x \), by exchanging the integrals one is led to compute

\[
\int_{\mathbb{R}} \left( U(t-s,x-\varepsilon y) - U(t-s,x) \right) \left( U(t-s',x-\varepsilon y') - U(t-s',x) \right) dx.
\]

We notice that

\[
U(\tau, \eta) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} dk e^{ik\eta} e^{-ik^{2}\tau}.
\]

Then, by standard computations

\[
\int_{\mathbb{R}} U(t-s,x-\varepsilon y) U(t-s',x-\varepsilon y') dx
\]

\[
= \frac{1}{2\pi} \int dx dk d\xi e^{-ik(x-\varepsilon y)} e^{ik^{2}(t-s)} e^{i\xi(x-\varepsilon y')} e^{-i\xi^{2}(t-s')}
\]

\[
= \int dk e^{i\xi k(y-y')} e^{-i\xi^{2}(s-s')}
\]

\[
= \sqrt{2\pi} U(s-s', \varepsilon(y-y')),
\]

thus

\[
\int_{\mathbb{R}} dx U(t-s,x-\varepsilon y) U(t-s',x) = \sqrt{2\pi} U(s-s', \varepsilon y)
\]

\[
\int_{\mathbb{R}} dx U(t-s,x,x-\varepsilon y') U(t-s',x-\varepsilon y') = \sqrt{2\pi} U(s-s', -\varepsilon y')
\]
\[
\int dx \frac{U(t-s,x)U(t-s',x)}{\sqrt{2\pi}} = \frac{e^{-ik(t-s)}}{\sqrt{2\pi}} U(s-s',0). \quad (3.11)
\]

Plugging the previous estimates in (3.10), one gets
\[
\|[Ia]\|^2 = \sqrt{2\pi} \int_{[0,t]^2} ds ds' \int dy dy' \frac{f(y)f(y')}{\sqrt{2\pi}} \left( U(s-s',\varepsilon(y-y')) - U(s-s',\varepsilon y) - U(s-s',-\varepsilon y') + U(s-s',0) \right)
\]
\[
\leq \sqrt{2\pi} \int_{[0,t]^2} ds ds' \int dy dy' \frac{|f(y)||f(y')|}{\sqrt{2\pi}} \left( |U(s-s',\varepsilon(y-y')) - U(s-s',\varepsilon y)| + |U(s-s',-\varepsilon y') - U(s-s',0)| \right) \quad (3.12)
\]

In order to estimate the two last terms we use the elementary inequality
\[
|z^2 - 1| \leq |z|^\eta, \quad \forall z \in \mathbb{R}, \quad 0 < \eta < \frac{1}{2}
\]
and obtain
\[
|U(s-s',\varepsilon(y-y')) - U(s-s',\varepsilon y)| \leq C\varepsilon^{2\eta} \frac{|2|y||y'| + |y'|^2|^\eta}{|s-s'|^{1+\eta}} \leq C\varepsilon^{2\eta} \frac{|y|^{2\eta} + |y'|^{2\eta}}{|s-s'|^{1+\eta}}
\]
\[
|U(s-s',-\varepsilon y') - U(s-s',0)| \leq C\varepsilon^{2\eta} \frac{|y'|^{2\eta}}{|s-s'|^{1+\eta}}
\]
so that
\[
\|[Ia]\|^2 \leq C\varepsilon^{2\eta} \int_{[0,t]^2} ds ds' \frac{1}{|s-s'|^{1+\eta}} \int dy dy' \frac{f(y)||f(y')|(|y|^{2\eta} + |y'|^{2\eta})}{\sqrt{2\pi}}. \quad (3.13)
\]

By (3.9) and since \[\|u_{\varepsilon,s}\|_\infty \leq C,\]
\[
|f(y)| \leq C|w(y)|
\]
and, since \(w\) is rapidly decaying, the integral in (3.14) is finite, so that we conclude
\[
\|[Ia]\|^2 \leq C\varepsilon^{2\eta} t^{\frac{1}{2}-\eta}. \quad (3.15)
\]

Let us now estimate the term
\[
(Ib) = \mu \int_0^t ds \langle w_{\varepsilon,s}, |u_{\varepsilon,s}|^2 \rangle U(t-s,x) \int dy w(y) (u_{\varepsilon,s}(\varepsilon y) - u_{\varepsilon,s}(0)).
\]

Using Cauchy-Schwarz inequality we notice that
\[
|u_{\varepsilon,s}(\varepsilon y) - u_{\varepsilon,s}(0)| = \left| \int_0^{\varepsilon y} dt u_{\varepsilon,s}'(t) \right| \leq \sqrt{\varepsilon |y|} \|u_{\varepsilon,s}'\| \leq \sqrt{\varepsilon |y|} \|u_{\varepsilon,s}\|_{H^1} \leq C \sqrt{\varepsilon |y|}, \quad (3.16)
\]
so that
\[
\|[Ib]\| \leq C\sqrt{\varepsilon} \int dy \sqrt{|y|} w(y) \left| \int_0^t ds \langle w_{\varepsilon,s}, |u_{\varepsilon,s}|^2 \rangle U(t-s,\cdot) \right| \quad (3.17)
\]

To estimate the second factor in (3.17) we pass to the Fourier space:
\[
\left| \int_0^t ds \langle w_{\varepsilon,s}, |u_{\varepsilon,s}|^2 \rangle U(t-s,\cdot) \right|^2 = \left| \int_0^t ds \langle w_{\varepsilon,s}, |u_{\varepsilon,s}|^2 \rangle e^{-ik^2(t-s)} \right|_{L^2_x}^2
\]
\[
= \int_0^t ds \left( \int_0^t ds' \langle w_{\varepsilon,s}, |u_{\varepsilon,s}|^2 \rangle \int_0^t ds'' \langle w_{\varepsilon,s'}, |u_{\varepsilon,s'}|^2 \rangle \int dk e^{-ik^2(s-s')} \right)
\]
\[
\leq C \int_0^t ds \int_0^t ds' \langle w_{\varepsilon,s}, |u_{\varepsilon,s}|^2 \rangle \langle w_{\varepsilon,s'}, |u_{\varepsilon,s'}|^2 \rangle \leq C \int_{[0,t]^2} \frac{ds ds'}{\sqrt{|s-s'|}} \quad (3.18)
\]
\[
= C t^2. \quad 14
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Therefore, by (3.17) and (3.18) one gets
\[ \| (I_b) \|^2 \leq C \varepsilon t^2 \]
that, together with (3.15), yields
\[ \| (I) \|^2 \leq C \varepsilon^{2 \eta} (t^{\frac{3}{2} - \eta} + t^2), \quad 0 < \eta < \frac{1}{2}. \] (3.19)

Let us now estimate term (II) in (3.3). We rewrite it as
\[ (II) = -i \mu \int_0^t ds \int dy U(t-s, x-y) \left( \delta(y) u_{\varepsilon,s}(y) \left( \int dz w_{\varepsilon}(z) |u_{\varepsilon,s}(z)|^2 \right) - \delta(y) u_{\varepsilon,s}(y) |u_{\varepsilon,s}(0)|^2 \right) \]
\[ = -i \mu \int_0^t ds U(t-s, x) u_{\varepsilon,s}(0) \left( \left( \int dz w_{\varepsilon}(z) |u_{\varepsilon,s}(z)|^2 \right) - |u_{\varepsilon,s}(0)|^2 \right) \]
\[ = -i \mu \int_0^t ds U(t-s, x) \zeta^\prime_{\varepsilon}(s), \]
where we denoted
\[ \zeta^\prime_{\varepsilon}(s) := \chi_{[0, t]} u_{\varepsilon,s}(0) \left( \left( \int dz w_{\varepsilon}(z) |u_{\varepsilon,s}(z)|^2 \right) - |u_{\varepsilon,s}(0)|^2 \right) = \chi_{[0, t]} u_{\varepsilon,s}(0) \int dz w_{\varepsilon}(z) \left( |u_{\varepsilon,s}(z)|^2 - |u_{\varepsilon,s}(0)|^2 \right), \]
with \( \chi_I \) the characteristic function of the interval \( I \).

As a first step we prove a uniform bound for \( \zeta^\prime_{\varepsilon} \):
\[ | \zeta^\prime_{\varepsilon}(s) | \leq |u_{\varepsilon,s}(0)| \int dz w_{\varepsilon}(z) \left( |u_{\varepsilon,s}(z)|^2 - |u_{\varepsilon,s}(0)|^2 \right) \]
\[ = |u_{\varepsilon,s}(0)| \int dz w_{\varepsilon}(z) \left( |u_{\varepsilon,s}(z)| + |u_{\varepsilon,s}(0)| \right) \left( |u_{\varepsilon,s}(z)| - |u_{\varepsilon,s}(0)| \right) \]
\[ \leq C \| u_{\varepsilon,s} \|_{H^1}^2 \int dz w_{\varepsilon}(z) | u_{\varepsilon,s}(z) - u_{\varepsilon,s}(0) |. \] (3.21)

Then, proceeding like in (3.16),
\[ | \zeta^\prime_{\varepsilon}(s) | \leq C \| u_{\varepsilon,s} \|_{H^1}^3 \int dz w_{\varepsilon}(z) \sqrt{|z|} \]
\[ = C \varepsilon \| u_{\varepsilon,s} \|_{H^1}^3 \int dz w(z) \sqrt{|z|} \]
\[ = C \varepsilon, \] (3.22)

Going back to the estimate of the \( L^2 \)-norm of (II), one obtains
\[ \| (II) \|^2 = \mu^2 \int_R dx \left( \int_R ds u(t-s, x) \zeta^\prime_{\varepsilon}(s) \right)^2 \]
\[ = 2 \mu^2 \int_0^\infty dk \left( \int_R ds e^{ik^2s} \zeta^\prime_{\varepsilon}(s) \right)^2 \]
\[ = 2 \mu^2 \int_0^1 dk \left( \int_R ds e^{ik^2s} \zeta^\prime_{\varepsilon}(s) \right)^2 + 2 \mu^2 \int_1^\infty dk \left( \int_R ds e^{ik^2s} \zeta^\prime_{\varepsilon}(s) \right)^2 \]
\[ = C \varepsilon t^2 + 2 \pi \mu^2 \int_1^\infty dk \frac{\left( \xi(t/w) \right)^2}{\sqrt{w}}, \] (3.23)
where for the first term we used (3.21) and the fact that \( \zeta^\prime_{\varepsilon} \) vanishes outside the interval \([0, t]\), while in the second we denoted by \( \hat{\zeta}_{\varepsilon} \) the Fourier transform of \( \zeta^\prime_{\varepsilon} \).

Now, exploiting the Plancherel’s formula and the fact that \( \omega \geq 1 \),
\[ \| (II) \|^2 = C \varepsilon t^2 + 2 \pi \mu^2 \| \zeta^\prime_{\varepsilon} \|^2 \leq C \varepsilon (t + t^2), \] (3.24)
where in the last inequality we used (3.22) and that \( \zeta \) is supported in \([0, \ell]\).

Let us now estimate \( \| (\text{III}) \| \). Define the function

\[
h_\varepsilon(s) := |u_{\varepsilon, s}(0)|^2 u_{\varepsilon, s}(0) - |\varphi_s(0)|^2 \varphi_s(0),
\]

so that

\[
\text{(III)} = -i \mu \int_0^t ds U(t-s) (\delta u_{\varepsilon, s}|u_{\varepsilon, s}(0)|^2 - \delta \varphi_s|\varphi_s(0)|^2) = -i \mu \int_0^t ds U(t-s, x) h_\varepsilon(s)
\]

then, by (3.11) we bound

\[
\| (\text{III}) \|^2 = \mu^2 \int dx \left| \int_0^t ds U(t-s, x) h_\varepsilon(s) \right|^2 \\
= \mu^2 \int_{[0, t]^2} ds ds' h_\varepsilon(s) \overline{h_\varepsilon(s')} \int dx U(t-s, x) U(t-s', x) \\
= \sqrt{2\pi} \mu^2 \int_{[0, t]^2} ds ds' h_\varepsilon(s) \overline{h_\varepsilon(s')} U(s' - s, 0)
\]

(3.25)

To estimate \( |h_\varepsilon(s)| \) we first use the triangular inequality and Remark 3.1

\[
|h_\varepsilon(s)| \leq \left| |u_{\varepsilon, s}(0)|^2 u_{\varepsilon, s}(0) - |\varphi_s(0)|^2 \varphi_s(0) \right| \\
= \left| (|u_{\varepsilon, s}(0)|^2 - |\varphi_s(0)|^2) u_{\varepsilon, s}(0) + |\varphi_s(0)|^2 (u_{\varepsilon, s}(0) - \varphi_s(0)) \right| \\
\leq \left| |u_{\varepsilon, s}(0)|^2 - |\varphi_s(0)|^2 \right| |u_{\varepsilon, s}(0)| + |\varphi_s(0)|^2 |u_{\varepsilon, s}(0) - \varphi_s(0)| \\
\leq \left( |u_{\varepsilon, s}(0)|^2 + |u_{\varepsilon, s}(0)||\varphi_s(0)| + |\varphi_s(0)|^2 \right) |u_{\varepsilon, s}(0) - \varphi_s(0)| \\
\leq C |u_{\varepsilon, s}(0) - \varphi_s(0)|.
\]

(3.26)

then, in order to bound \( |u_{\varepsilon, s}(0) - \varphi_s(0)| \), we evaluate at \( x = 0 \) and \( t = s \) the terms in (3.5). We start by (I). Specializing (3.8) at \( x = 0 \) and \( t = s \) we obtain

\[
(\text{I}) = -i \mu \int_0^s ds_1 \langle w_\varepsilon, |u_{\varepsilon, s_1}|^2 \rangle \int_{\mathbb{R}} dy w(y) u_{\varepsilon, s_1}(\varepsilon y) (U(s - s_1, -\varepsilon y) - U(s - s_1, 0)) \\
- i \mu \int_0^s ds_1 \langle w_\varepsilon, |u_{\varepsilon, s_1}|^2 \rangle U(s - s_1, 0) \int_{\mathbb{R}} dy w(y) (u_{\varepsilon, s_1}(\varepsilon y) - u_{\varepsilon, s_1}(0))
\]

(3.27)

Proceeding like in (3.13) one has

\[
|U(s - s_1, -\varepsilon y) - U(s - s_1, 0)| \leq C \varepsilon^{2\eta} |y|^{2\eta} \frac{2\eta}{|s - s_1|^{-\eta}}, \quad 0 < \eta < \frac{1}{2},
\]

so we immediately conclude

\[
|\langle \text{I} \rangle| \leq C \varepsilon^{2\eta} \int_0^s ds_1 \frac{|u_{\varepsilon, s_1}|^3}{|s - s_1|^{-\eta}} \int_{\mathbb{R}} dy |y|^{2\eta} w(y) \leq C \varepsilon^{2\eta} s^{-\frac{1}{2} - \eta}.
\]

(3.28)
To estimate |(Ib0)|, by (3.16) we obtain
\[
|\text{Ib0}| \leq C\sqrt{\varepsilon} \int_0^s ds_1 \frac{\|u_{\varepsilon,s_1}\|^3_{H_1}}{\sqrt{s-s_1}} \int dy \sqrt{|y|w(y)} \leq C\sqrt{\varepsilon}s. \tag{3.29}
\]

Let us now estimate |(II0)|, namely the value of (II) at \(x = 0\) and \(t = s\). From (3.20) we get
\[
(\text{II0}) = -i\mu \int_0^s ds_1 U(s-s_1,0) \zeta_s^s(s_1)
\]
and by (3.21)
\[
|(\text{II0})| \leq C\sqrt{\varepsilon} \int_0^s ds_1 \frac{|h_\varepsilon(s_1)|}{\sqrt{s-s_1}} \leq C\sqrt{\varepsilon}s. \tag{3.30}
\]

It remains to estimate the term (III0) defined as the evaluation of (III) in (3.5) at \(x = 0\) and \(t = s\), namely
\[
(\text{III0}) = -i\mu \int_0^s ds_1 \frac{h_\varepsilon(s_1)}{\sqrt{4\pi i(s-s_1)}}.
\]
Thus, collecting (3.26), (3.28), (3.29), and (3.30), we get
\[
|h_\varepsilon(s)| \leq C |u_{\varepsilon,s}(0) - \varphi_s(0)|
\leq C (|(\text{Ia0})| + |(\text{Ib0})| + |(\text{II0})| + |(\text{III0})|)
\leq C\varepsilon^{2\eta} s^{1-\eta} + C\sqrt{\varepsilon}s + C \int_0^s ds_1 \frac{|h_\varepsilon(s_1)|}{\sqrt{s-s_1}}, \quad \eta < \frac{1}{2} \tag{3.31}
\]
where we set \(\eta = \frac{1}{4}\). By Lemma 3.2 with \(A(t) = C\sqrt{\varepsilon}t^{\frac{1}{4}}\), and since by well-known properties of Abel integral operators \(D(t) = C\sqrt{\varepsilon}(t^{\frac{1}{4}} + t^{\frac{3}{4}})\), one gets
\[
|h(s)| \leq C\sqrt{\varepsilon}\left(s^{\frac{1}{4}} + s^{\frac{3}{4}} + e^{Cs} \int_0^s ds_1 s_1^{\frac{1}{2}} e^{-Cs_1}\right) \leq C\sqrt{\varepsilon}\left(s^{\frac{1}{4}} e^{Cs} + s^{\frac{3}{4}}\right) \leq C\varepsilon s^{\frac{1}{4}} e^{Cs} \tag{3.32}
\]
where we used \(s \geq 0\), \(\int_0^s e^{-Cs_1} ds_1 \leq C\), and possibly modified the value of the constant \(C\) from line to line.

Now, plugging (3.32) in (3.25) for \(h(s)\) and for \(h(s')\) yields
\[
\|(\text{III})\|^2 \leq C \int_0^t ds |h(s)| \int_0^s ds' \frac{|h(s')|}{\sqrt{s-s'}} \leq C\varepsilon \int_0^t ds s^{\frac{1}{4}} e^{Cs} \int_0^s ds' (s')^{\frac{1}{4}} e^{Cs'} \leq C\varepsilon t^2 e^{Ct} \tag{3.33}
\]
Together with (3.19) and (3.24), the last inequality gives
\[
\|u_{\varepsilon,t} - \varphi_t\|^2 \leq C\varepsilon^{2\eta}(t + t^2) e^{Ct} \quad 0 < \eta < \frac{1}{2}, \ t \geq 0.
\]
By using the fact that exponential function dominates polynomial, we get the result.
4 From the $N$-body to the one-body problem: microscopic derivation

This section is the core of the present work, as it is devoted to the proof of the transition from the $N$-body, linear dynamics driven by (1.2) to the one-body regime identified with the concentrated Hartree equation (1.11). As proved in Section 3, such a solution converges to the solution of (1.7) as $\varepsilon$ vanishes.

As the structure of the proof is quite involved, for the convenience of the reader we list here the main steps to be followed in the next sections.

Step 1: First, in Section 4.1 we prove an a priori lower bound for the powers of the $N$-body energy.

Step 2: Second, we introduce the formalism of second quantization. For the sake of self-containedness, we review some established results on Fock spaces and on creation and annihilation operators. This is detailed in Section 4.2.

Step 3: We rephrase the $N$-body dynamics and the reduced density matrix in the formalism of the Fock space. After introducing coherent states and Weyl operators, we modify the reduced density matrix by introducing the coherent states (Section 4.3).

Step 4: Exploiting the fact that the coherent states are eigenstates of the annihilation operator, we express both creation and annihilation operators in terms of the associated eigenvalues. This method is often referred to as the c-number substitution (see (4.21)).

Step 5: After the c-number substitution, in order to prove Theorem 1.1 we are led to control the number operator fluctuation dynamics of an alternative generator, related to the dynamics of Weyl operators (outlined in (4.21)).

Step 6: Because this new generator does not conserve the parity of particle numbers and this makes it harder to control the number operator fluctuation dynamics, we further modify the new generator as in (4.22).

Step 7: Since the modified generator is still hard to be investigated directly, we consider another modified generator which approximates the modified generator given in (4.26) in the large $N$ limit, see Section 4.4.

Step 8: By controlling the number operator fluctuation dynamics associated with the generator given in Step 7 and providing the vicinity of each approximation to its predecessor, we conclude the proof of the main theorem.

4.1 A priori estimate

We second quantize the system. Then we consider a Fock space evolution with a coherent state. To do so, we will need to modify either Proposition 3.1 of [29] or Proposition 2.1 of [19].

Lemma 4.1 (Lemma 2.2 of [19]). For any $W : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ in $L^p(\mathbb{R}^2)$, the estimate

$$\langle \psi_1, W(x_1, x_2)\psi_2 \rangle \leq C_p \|W\|_{L^p_{x_1, x_2}} \|\psi\|_{L^2_{x_1, x_2}} \|\partial_{x_1}\langle \psi_2 \rangle \psi_2\|_{L^2_{x_1, x_2}}$$

holds for any $p > 1$.

Proposition 4.2 (A priori energy bounds). There exists a constant $C > 0$, and for every $k$, there exists $N_0(k)$ such that for all $N \geq N_0(k)$,

$$\langle \Psi, (H_N + N)^k \Psi \rangle \geq C^k N^k \langle \Psi, (1 - \partial^2_{x_1}) \ldots (1 - \partial^2_{x_k}) \Psi \rangle$$

for all $\Psi \in L^2_x(\mathbb{R}^N)$.  
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Proof. We proceed by a two-step induction over \( k \geq 0 \). For \( k = 0 \) the statement is trivial and for \( k = 1 \) it follows from the positivity of the potential. Suppose the claim holds for all \( k \leq n \). We prove it holds for \( k = n + 2 \). In fact, from the induction assumption, and using the notation \( S_i = (1 - \partial_x^2)^{1/2} \), we find

\[
\langle \psi, (H_N + N)^{n+2} \psi \rangle \geq C^n N^n \langle \psi, (H_N + N) S_1^2 \ldots S_{n+1}^2 (H_N + N) \psi \rangle.
\]

(4.1)

Now, writing \( H_N + N = h_1 + h_2 \), with

\[
h_1 = \sum_{j=k+1}^{N} S_j^2 \quad \text{and} \quad h_2 = \sum_{j=1}^{k} S_j^2 + \frac{1}{N} \sum_{i<j}^{N} \varepsilon^{-2} w(\varepsilon^{-1}(x_i)) w(\varepsilon^{-1}(x_j)),
\]

it follows that

\[
\langle \psi, (H_N + N)^{n+2} \psi \rangle \\
\geq C^n N^n \langle \psi, h_1 S_2^2 \ldots S_n^2 h_1 \psi \rangle \\
+ C^n N^n \langle \psi, h_1 S_1^2 \ldots S_n^2 h_2 \psi \rangle + \langle \psi, h_2 S_1^2 \ldots S_n^2 h_1 \psi \rangle \\
\geq C^n N^n (N-n)(N-n-1) \langle \psi, S_2^2 \ldots S_{n+2}^2 \psi \rangle + C^n N^n (N-n) \langle \psi, S_1^2 S_2^2 \ldots S_{n+1}^2 \psi \rangle \\
+ C^n N^n \frac{(N-n)}{N} \varepsilon^{-2} \sum_{i<j}^{N} \left( \langle \psi, S_1^2 \ldots S_{n+1}^2 w(\varepsilon^{-1}(x_i)) w(\varepsilon^{-1}(x_j)) \psi \rangle + \text{complex conjugate} \right).
\]

(4.2)

Because of the permutation symmetry of \( \psi \), we obtain

\[
\langle \psi, (H_N + N)^{n+2} \psi \rangle \\
\geq C^{n+2} N^{n+2} \langle \psi, S_1^2 \ldots S_{n+2}^2 \psi \rangle + C^{n+1} N^{n+1} \langle \psi, S_1^2 S_2^2 \ldots S_{n+1}^2 \psi \rangle \\
+ C^{n} N^{n} \varepsilon^{-2} (N-n)^2 (N-n-1) \langle \psi, S_2^2 \ldots S_{n+1}^2 w(\varepsilon^{-1}(x_{n+2})) w(\varepsilon^{-1}(x_{n+3})) \psi \rangle + \text{c.c.}
\]

(4.3)

\[
= + C^{n} N^{n} \varepsilon^{-2} (N-n)^2 (n+1) \langle \psi, S_1^2 S_2^2 \ldots S_{n+1}^2 w(\varepsilon^{-1}(x_1)) w(\varepsilon^{-1}(x_{n+2})) \psi \rangle + \text{c.c.} \\
+ C^{n} N^{n} \varepsilon^{-2} (N-n)(n+1) \langle \psi, S_1^2 \ldots S_{n+1}^2 w(\varepsilon^{-1}(x_1)) w(\varepsilon^{-1}(x_2)) \psi \rangle + \text{c.c.}.
\]

The last three terms are the errors we need to control. First of all, we remark that the first error term is positive, and thus can be neglected (because we assumed \( w \geq 0 \)). In fact, since \( w(\varepsilon^{-1}(x_{n+2})) w(\varepsilon^{-1}(x_{n+3})) \psi \rangle \) commutes with all derivatives \( S_1, \ldots, S_n \), we have

\[
\langle \psi, S_1^2 \ldots S_{n+1}^2 w(\varepsilon^{-1}(x_{n+2})) w(\varepsilon^{-1}(x_{n+3})) \psi \rangle \\
= \int \text{d}x \ w(\varepsilon^{-1}(x_{n+2})) w(\varepsilon^{-1}(x_{n+3})) \psi)(S_1 \ldots S_{n+1} \psi)(x)^2 \geq 0.
\]

As for the second error term on the r.h.s. of (4.3), we bound it from below by

\[
C^n N^{n-1} \varepsilon^{-2} (N-n)^2 (n+1) \langle \psi, S_1^2 \ldots S_{n+1}^2 w(\varepsilon^{-1}(x_1)) w(\varepsilon^{-1}(x_{n+2})) \psi \rangle + \text{c.c.}
\]

\[
\geq - C(n) N^{n+1} \varepsilon^{-2} \langle \psi, S_{n+1} \ldots S_1 S_1[S_1, w(\varepsilon^{-1}(x_1))] S_2 \ldots S_{n+1} w(\varepsilon^{-1}(x_{n+2})) \psi \rangle
\]

\[
\geq - C(n) N^{n+1} \varepsilon^{-3} \langle \psi, S_{n+1} \ldots S_2 S_1 w(\varepsilon^{-1}(x_1)) S_2 \ldots S_{n+1} w(\varepsilon^{-1}(x_{n+2})) \psi \rangle
\]

\[
\geq - C(n) N^{n+1} \varepsilon^{-3} \langle \mu(\psi, S_1^2 \ldots S_{n+1}^2 S_1^2 |w(\varepsilon^{-1}(x_{n+2}))|)^2 \psi \rangle
\]

\[
+ \mu^{-1}(\psi, S_{n+1} \ldots S_2 |w(\varepsilon^{-1}(x_1))|^2 S_2 \ldots S_{n+1} \psi)
\]

(4.4)

for a constant \( C(n) \) independent of \( N \). Using Lemma [4.1] and

\[
\langle \psi, w(x) \psi \rangle \leq C \| w \|_p (\psi, (1 - \partial_x^2) \psi)
\]

19
for every $p > 1$, we find
\[
C^n N^{n-1} \varepsilon^{-2}(N - n)^2(n + 1) \left( \langle \psi, S^2 \cdot \cdot \cdot S_{n+1}^2 w(\varepsilon^{-1}(x_1)) w(\varepsilon^{-1}(x_{n+2})) \psi \rangle + \text{c.c.} \right) \\
\geq -C(n) N^{n+1} \varepsilon^{-2+\frac{2}{p}} \langle \psi, S^2_1 \cdot \cdot \cdot S_{n+2}^2 \psi \rangle
\]
for arbitrary $\varepsilon > 0$. On the other hand, the last term on the r.h.s. of (4.3), can be controlled by
\[
C^n N^{n-1} \varepsilon^{-2}(N - n)(n + 1) \left( \langle \psi, S^2_1 \cdot \cdot \cdot S_{n+1}^2 w(\varepsilon^{-1}(x_1)) w(\varepsilon^{-1}(x_{n+2})) \psi \rangle + \text{c.c.} \right) \\
\geq -C(n) N^n \varepsilon^{-2} \left( \langle \psi, S^2_{n+1} \cdot \cdot \cdot S_1^2 \psi \rangle \right) \\
\geq -C(n) N^n \varepsilon^{-4} \left( \langle \psi, S^2_{n+1} \cdot \cdot \cdot S_1^2 \psi \rangle \right) \\
\geq -C(n) N^n \varepsilon^{-4} \left( \langle \psi, S^2_{n+1} \cdot \cdot \cdot S_1^2 \psi \rangle \right)
\]
\[
- \langle \psi, S_{n+1} \cdot \cdot \cdot S_3 \mid w'(\varepsilon^{-1}(x_1)) w'(\varepsilon^{-1}(x_2)) \mid S_3 \cdot \cdot \cdot S_{n+1} \psi \rangle \right).
\]
The second term is bounded by
\[
-C(n) N^n \varepsilon^{-4} \langle \psi, S_{n+1} \cdot \cdot \cdot S_3 \mid w'(\varepsilon^{-1}(x_1)) w'(\varepsilon^{-1}(x_2)) \mid S_3 \cdot \cdot \cdot S_{n+1} \psi \rangle
\geq -C(n) N^n \varepsilon^{-4+\frac{2}{p}} \langle \psi, S^2_1 \cdot \cdot \cdot S_{n+1} \psi \rangle.
\]
Inserting (4.7) on the r.h.s. of (4.3), we find
\[
C^n N^{n-1} N^{2\beta}(N - n)(n + 1) \left( \langle \psi, S^2_1 \cdot \cdot \cdot S_{n+1}^2 w(\varepsilon^{-1}(x_1)) w(\varepsilon^{-1}(x_{n+2})) \psi \rangle + \text{c.c.} \right) \\
\geq -C(n) N^n \varepsilon^{-4} \langle \psi, S^2_1 \cdot \cdot \cdot S_{n+1} \psi \rangle - C(n) N^n \varepsilon^{-4+\frac{2}{p}} \langle \psi, S^2_1 \cdot \cdot \cdot S_{n+1} \psi \rangle.
\]
Inserting (4.3) and (4.8) on the r.h.s. of (4.3), we see that all error terms can be controlled by the two positive contributions, and the proposition follows.

\[\square\]

### 4.2 Definitions and properties of Fock space

To investigate the system of $N$-bosons, we want to embed our the system into bosonic Fock space as in [10], [13]. The bosonic Fock space is a Hilbert space defined by
\[
\mathcal{F} = \bigoplus_{n \geq 0} L^2(\mathbb{R})^\otimes n = \mathbb{C} \oplus \bigoplus_{n \geq 1} L^2(\mathbb{R}^n),
\]
where $L^2(\mathbb{R}^n)$ is a subspace of $L^2(\mathbb{R}^n)$ that is the space of all functions symmetric under any permutation of $x_1, x_2, \ldots, x_n$. Note that we let $L^2(\mathbb{R})^\otimes 0 = \mathbb{C}$ for convenience. An element (or state) $\psi \in \mathcal{F}$ is a sequence $\psi = \{\psi^{(n)}\}_{n \geq 0}$ of $n$-particle wave functions $\psi^{(n)} \in L^2(\mathbb{R}^n)$. The inner product on $\mathcal{F}$ is defined by
\[
\langle \psi_1, \psi_2 \rangle = \sum_{n \geq 0} \langle \psi_1^{(n)}, \psi_2^{(n)} \rangle_{L^2(\mathbb{R}^n)}
\]
\[
= \psi_1^{(0)} \psi_2^{(0)} + \sum_{n \geq 0} \int dx_1 \ldots dx_n \psi_1^{(n)}(x_1, \ldots, x_n) \psi_2^{(n)}(x_1, \ldots, x_n).
\]
The vacuum $\Omega := \{1, 0, 0, \ldots\} \in \mathcal{F}$ is describing zero particle state. Note that an element $\psi \in \mathcal{F}$ is a many body quantum state which can has uncertainty of number of particles. Fock space includes the information of the number of particles. Using the following operators, we can add and remove particle from a state in Fock space. For $f \in L^2(\mathbb{R})$, we define the creation operator $a^*(f)$ and the annihilation operator $a(f)$ on $\mathcal{F}$ by
\[
(a^*(f)\psi)^{(n)}(x_1, \ldots, x_n) = \frac{1}{\sqrt{n!}} \sum_{j=1}^{n} f(x_j) \psi^{(n-1)}(x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_n)
\]
\[
(a(f)\psi)^{(n)}(x_1, \ldots, x_n) = \frac{1}{\sqrt{n!}} \sum_{j=1}^{n} f(x_j) \psi^{(n-1)}(x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_n)
\]
Proof. See [40, Lemma 2.1] for (4.14).

Moreover, for any bounded one-particle operator $J$ and for every $\psi \in D(\mathcal{N})$, we find

$$\|d\Gamma(J)\psi\| \leq \|J\| \|\mathcal{N}\psi\|.$$  \hfill (4.15)

Proof. See [40] Lemma 2.1 for (4.14).
4.3 Unitary operators and their generators

After defining bosonic Fock space (we refer Section 4.2), we have to define appropriate Hamiltonian $\mathcal{H}_N$ for our system, that, in some sense, contains the many-body Hamiltonian $H_N$ defined in (1.5). The new Hamiltonian for the Fock space evolution can be written as

$$\mathcal{H}_N = \int dx a_x^*(\partial^2_x)a_x + \frac{\mu}{2N} \int dy w_{\psi}(x)w_{\psi}(y)a_x^*a_ya_x. \quad (4.16)$$

Since we have $(\mathcal{H}_N\psi)^{(N)} = H_N\psi^{(N)}$ for $\psi \in \mathcal{F}$, (4.16) can be justified as an appropriate generalization of (1.5). The one-particle marginal density $\gamma_\psi^{(1)}$ associated with $\psi$ is

$$\gamma_\psi^{(1)}(x; y) = \frac{1}{\langle \psi, N\psi \rangle} \langle \psi, a_x^*a_x\psi \rangle. \quad (4.17)$$

Note that $\gamma_\psi^{(1)}$ is a trace class operator on $L^2(\mathbb{R})$ and $\text{Tr} \gamma_\psi^{(1)} = 1$.

Heuristically, if $\psi = \psi^{(N)} \in \mathcal{F}$ were an eigenvector of $a_x$ with the eigenvalue $\sqrt{N}\phi(x)$, then from (4.17) we get $\gamma_\psi^{(1)}(x; y) = \phi(x)\phi(y)$, which is exactly the same with the one-particle marginal density associated with the factorized wave function $\phi^{\otimes N}$. Even though the eigenvectors of the annihilation operator do not have a fixed number of particles, they still can be utilized for our goal. These eigenvectors are known as the coherent states, defined by

$$\psi_{\text{coh}}(f) = e^{-\|f\|^2/2} \sum_{n \geq 0} \frac{(a_x^*(f))^{n}!}{n!} \Omega = e^{-\|f\|^2/2} \sum_{n \geq 0} \frac{1}{\sqrt{n!}} f^{\otimes n}. \quad (4.18)$$

Here, for the ease of notation, when we say a function $\psi^{(N)} \in L^2(\mathbb{R}^n)$ is a function the the Fock space $\mathcal{F}$, we mean that $\psi^{(N)} = (0, 0, \ldots, 0, \psi^{(N)}, 0, \ldots) \in \mathcal{F}$. For example, we used $f^{\otimes n}$ to denote

$$(0, 0, \ldots, 0, f^{\otimes n}, 0, \ldots) \in \mathcal{F}$$

whose only nonzero component, $f^{\otimes n}$, is in the n-particle sector of the Fock space. Closely related to the coherent states is the Weyl operator. For $f \in L^2(\mathbb{R})$, the Weyl operator $W(f)$ is defined by

$$W(f) := \exp (a_x^*(f) - a(f))$$

and it also satisfies

$$W(f) = e^{-\|f\|^2/2} \exp (a_x^*(f)) \exp (-a(f)), \quad \text{which is known as the Hadamard lemma in Lie algebra.}$$

The coherent state can also be generated by acting Weyl operator to the vacuum as

$$\psi_{\text{coh}}(f) = W(f)\Omega = e^{-\|f\|^2/2} \exp (a_x^*(f)) \Omega = e^{-\|f\|^2/2} \sum_{n \geq 0} \frac{1}{\sqrt{n!}} f^{\otimes n}. \quad (4.18)$$

We collect the useful properties of the Weyl operator and the coherent states in the following lemma.

**Lemma 4.4.** Let $f, g \in L^2(\mathbb{R})$.

1. The commutation relation between the Weyl operators is given by

$$W(f)W(g) = W(g)W(f)e^{-2i\text{Im}(f, g)} = W(f + g)e^{-i\text{Im}(f, g)}.$$

2. The Weyl operator is unitary and satisfies

$$W(f)^* = W(f)^{-1} = W(-f).$$
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3. The coherent states are eigenvectors of annihilation operators, i.e.

\[ a_x \psi(f) = f(x) \psi(f) \quad \Rightarrow \quad a(g) \psi(f) = \langle g, f \rangle L_x \psi(f). \]

The commutation relation between the Weyl operator and the annihilation operator (or the creation operator) is thus

\[ W^*(f) a_x W(f) = a_x + f(x) \quad \text{and} \quad W^*(f) a_x^* W(f) = a_x^* + f(x). \]

4. The distribution of \( N \) with respect to the coherent state \( \psi(f) \) is Poisson. In particular,

\[ \langle \psi(f) , N \psi(f) \rangle = \| f \|^2 \quad \text{and} \quad \langle \psi(f), N^2 \psi(f) \rangle - \langle \psi(f), N \psi(f) \rangle^2 = \| f \|^2. \]

We omit the proof of the lemma, since it can be derived from the definition of the Weyl operator and elementary calculations.

Let

\[ d_N := \frac{\sqrt{N!}}{N^{N/2} e^{-N/2}}. \]

Note that \( C^{-1} N^{1/4} \leq d_N \leq C N^{1/4} \) for some constant \( C \) independent of \( N \), which can be easily checked by using Stirling’s formula.

**Lemma 4.5** ([16] Lemma 6.3). There exists a constant \( C \) independent of \( N \) such that, for any \( \varphi \in L^2(\mathbb{R}) \) with \( \| \varphi \| = 1 \), we have

\[ \left\| (N+1)^{-1/2} W^*(\sqrt{N} \varphi) \frac{(a^*(\varphi))^N}{\sqrt{N!}} \Omega \right\| \leq \frac{C}{d_N}. \]

**Lemma 4.6** ([33] Lemma 7.2). Let \( P_m \) be the projection onto the \( m \)-particle sector of the Fock space \( \mathcal{F} \) for a non-negative integer \( m \). Then, for any non-negative integer \( k \leq (1/2)N^{1/3} \) and any \( \varphi \in L^2(\mathbb{R}) \) with \( \| \varphi \| = 1 \), we have

\[ \left\| P_k W^*(\sqrt{N} \varphi) \frac{(a^*(\varphi))^N}{\sqrt{N!}} \Omega \right\| \leq \frac{2}{d_N} \]

and

\[ \left\| P_{k+1} W^*(\sqrt{N} \varphi) \frac{(a^*(\varphi))^N}{\sqrt{N!}} \Omega \right\| \leq \frac{2(k+1)^{3/2}}{d_N \sqrt{N}}. \]

Let \( \gamma_{N,t}^{(1)} \) be the kernel of the one-particle marginal density associated with the time evolution of the factorized state \( \varphi \otimes N \) with respect to the Hamiltonian \( \mathcal{H}_N \). By definition,

\[
\gamma_{N,t}^{(1)} = \frac{\langle e^{-i\mathcal{H}_N t} \varphi \otimes N, a_y^* a_x e^{-i\mathcal{H}_N t} \varphi \otimes N \rangle}{\langle e^{-i\mathcal{H}_N t} \varphi \otimes N, e^{-i\mathcal{H}_N t} \varphi \otimes N \rangle} = \frac{1}{N} \langle \varphi \otimes N, e^{i\mathcal{H}_N t} a_y^* a_x e^{-i\mathcal{H}_N t} \varphi \otimes N \rangle = \frac{1}{N} \left( \frac{(a^*(\varphi))^N}{\sqrt{N!}}, e^{i\mathcal{H}_N t} a_y^* a_x e^{-i\mathcal{H}_N t} \frac{(a^*(\varphi))^N}{\sqrt{N!}} \right). \tag{4.20}
\]

If we use the coherent states instead of the factorized state in (4.20) and expand \( a_y^* a_x \) around \( N u_{x,t}(y) u_{x,t}(x) \), then we are led to consider the operator

\[ W^*(\sqrt{N} u_{x,t}) e^{i\mathcal{H}_N (t-s)} (a_x - \sqrt{N} u_{x,t}(x)) e^{-i\mathcal{H}_N (t-s)} W(\sqrt{N} u_{x,t}) = W^*(\sqrt{N} u_{x,t}) e^{i\mathcal{H}_N (t-s)} W(\sqrt{N} u_{x,t}) a_x W^*(\sqrt{N} u_{x,t}) e^{-i\mathcal{H}_N (t-s)} W(\sqrt{N} u_{x,t}). \]

To understand further the operator \( W^*(\sqrt{N} u_{x,t}) e^{-i\mathcal{H}_N (t-s)} W(\sqrt{N} u_{x,t}) \), we see that

\[ i \partial_t W^*(\sqrt{N} u_{x,t}) e^{-i\mathcal{H}_N (t-s)} W(\sqrt{N} u_{x,t}) = \left( \sum_{k=0}^4 \mathcal{L}_k(t; s) \right) W^*(\sqrt{N} u_{x,t}) e^{-i\mathcal{H}_N (t-s)} W(\sqrt{N} u_{x,t}), \tag{4.21} \]
where $\mathcal{L}_k$ contains $k$ creation and/or annihilation operators. The exact formulas for $\mathcal{L}_k$ are as follows:

\[
\mathcal{L}_0(t) := \frac{N\mu}{2} \int_s^t \text{d}r \langle w_{x, t}^2 \rangle^2, \\
\mathcal{L}_1(t; s) := \mathcal{L}_1 = 0, \\
\mathcal{L}_2(t; s) = \int_{\mathbb{R}} \text{d}x a_x^* (\partial_x^2) a_x + \mu \langle w_{x, t} \rangle \int_{\mathbb{R}} \text{d}x w_x(x) a_x^* a_x, \\
\mathcal{L}_3(t; s) = \frac{\mu}{\sqrt{N}} \int_{\mathbb{R} \times \mathbb{R}} \text{d}x \text{d}y w_x(x) w_y(y) a_x^* a_y^* u_{x, t}(x) u_{y, t}(y), \\
\mathcal{L}_4(t; s) = \frac{\mu}{\sqrt{N}} \sum_{k=2}^4 \int_{\mathbb{R} \times \mathbb{R}} \text{d}x \text{d}y w_x(x) w_y(y) a_x^* a_y^* a_y a_x.
\]

Furthermore, we introduce

\[
\mathcal{L}(t) := \mathcal{L}_2 + \mathcal{L}_4. \quad \text{We consider the time evolution}
\]

\[
i \partial_t \hat{U}(t; s) = \mathcal{L} \hat{U}(t; s) \quad \text{with} \quad \mathcal{L} = \sum_{k=2}^4 \mathcal{L}_k(t; s).
\]

We consider the time evolution

\[
i \partial_t \hat{U}(t; s) = \mathcal{L} \hat{U}(t; s) \quad \text{with} \quad \mathcal{L} = \sum_{k=2}^4 \mathcal{L}_k(t; s).
\]

(4.22)

Furthermore, we introduce

\[
\hat{\mathcal{L}}(t) := \int_{\mathbb{R}} \text{d}x a_x^* (\partial_x^2) a_x + \mu \langle w_{x, t} \rangle \int_{\mathbb{R}} \text{d}x w_x(x) a_x^* a_x, \\
\hat{\mathcal{L}} = \int_{\mathbb{R} \times \mathbb{R}} \text{d}x \text{d}y w_x(x) w_y(y) a_x^* a_y^* u_{x, t}(x) u_{y, t}(y)
\]

(4.23)

and $\hat{\mathcal{L}} := \hat{\mathcal{L}}_2 + \hat{\mathcal{L}}_4$. Then we define the unitary operator $\hat{U}(t; s)$ by

\[
i \partial_t \hat{U}(t; s) = \hat{\mathcal{L}}(t) \hat{U}(t; s) \quad \text{and} \quad \hat{U}(s; s) = 1.
\]

(4.24)

Since $\hat{\mathcal{L}}$ does not change the parity of the number of particles,

\[
\langle \Omega, \hat{U}^*(t; 0) a_y \hat{U}(t; 0) \Omega \rangle = \langle \Omega, \hat{U}^*(t; 0) a_x^* \hat{U}(t; 0) \Omega \rangle = 0.
\]

(4.25)

Now, we have the following bounds for $E_t^{(1)}(J)$ and $E_t^{(2)}(J)$, which will be defined and Proposition 4.7 and Proposition 4.8.

**Proposition 4.7.** Suppose that the assumptions in Theorem hold. For any compact Hermitian operator $J$ on $L^2(\mathbb{R})$, let

\[
E_t^{(1)}(J) := \frac{d_N}{\sqrt{N}} \left\langle W^* (\sqrt{N} \varphi) \left( a_x^* (\varphi) \right)^N \Omega, \hat{U}^*(t; 0) \hat{U}(t; 0) \Omega \right\rangle.
\]

Then, there exist constants $C, K$ depending only on $\|w\|_{L^1(\mathbb{R})}$ and $\|w\|_{L^2(\mathbb{R})}$ such that

\[
|E_t^{(1)}(J)| \leq C \left( 1 + \frac{1}{\sqrt{N}} \right) \left( 1 + \frac{1}{\sqrt{N}} \right) \exp \left( K(1 + \varepsilon^{-1}) t \right) \|J\|,
\]

where $\varepsilon = \frac{1}{N}$.

**Proposition 4.8.** Suppose that the assumptions in Theorem hold. For any compact Hermitian operator $J$ on $L^2(\mathbb{R})$, let

\[
E_t^{(2)}(J) := \frac{d_N}{\sqrt{N}} \left\langle W^* (\sqrt{N} \varphi) \left( a_x^* (\varphi) \right)^N \Omega, \hat{U}^*(t; 0) \hat{U}(t; 0) \Omega \right\rangle.
\]
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Then, there exist constants $C$, $K$ depending only on $\|w\|_{L^1(\mathbb{R})}$ and $\|w\|_{L^2(\mathbb{R})}$ such that

$$|E^{(2)}_t(J)| \leq \frac{C e^{Kt}}{N} \left(1 + \varepsilon^{-3/2}\right)\|J\|.$$ 

The proofs of these propositions will be given in Section 4.5.

### 4.4 Fluctuation dynamics

The main goal of this subsection is to provide some important lemmata to prove Propositions 4.7 and 4.8.

First, we introduce a truncated time-dependent generator with fixed $M > 0$ as follows:

$$\mathcal{L}^{(M)}_N(t) = \int_{\mathbb{R}} dx a^*_x (-\partial_x^2) a_x$$

$$+ \mu(w, |u_x, t|^2) \int_{\mathbb{R}} dx w_x(x) a^*_x a_x + \mu \int_{\mathbb{R} \times \mathbb{R}} dx dy w_x(x) w_x(y) u_{x, t}(x) u_{x, t}(y) a^*_x a_x$$

$$+ \frac{\mu}{2} \int_{\mathbb{R} \times \mathbb{R}} dx dy w_x(x) w_x(y) \left( u_{x, t}(x) u_{x, t}(y) a^*_y a_y + u_{x, t}(x) u_{x, t}(y) a_x a_y \right)$$

$$+ \frac{\mu}{\sqrt{N}} \int_{\mathbb{R} \times \mathbb{R}} dx dy w_x(x) w_x(y) a^*_x \left( u_{x, t}(x) u_{x, t}(y) a_y \chi(N \leq M) + u_{x, t}(y) \chi(N \leq M) a^*_y \right) a_x$$

$$+ \frac{\mu}{2N} \int_{\mathbb{R} \times \mathbb{R}} dx dy w_x(x) w_x(y) a^*_x a^*_y a_y a_x.$$

We remark that later, in the proof of Lemma 4.10, $M$ will be chosen to be $M = N \varepsilon^3$. Define a unitary operator $U^{(M)}_N$ by

$$i \partial_t U^{(M)}_N(t; s) = \mathcal{L}^{(M)}_N(t) U^{(M)}_N(t; s) \quad \text{and} \quad U^{(M)}_N(s; s) = 1. \quad (4.26)$$

Then we have the following result.

**Lemma 4.9.** Suppose that the assumptions in Theorem 4.7 hold and let $U^{(M)}_N$ be the unitary operator defined in (4.26). Then, for any $j \in \mathbb{N}$ there exists a constant $K = K(\|w\|_1, \|w\|_2, j) > 0$ such that for all $N \in \mathbb{N}$, $M > 0$, $\psi \in F$, and $t, s \in \mathbb{R}$,

$$\langle U^{(M)}_N(t; s) \psi, (N + 1)^j U^{(M)}_N(t; s) \psi \rangle \leq C \langle \psi, (N + 1)^j \psi \rangle \exp \left( K \left( \varepsilon^{-1} + \left( \frac{M}{N\varepsilon^3} \right)^{1/2} \right) t \right).$$

**Proof.** Following the proof of 40 Lemma 3.5, see 40 (3.15), we have

$$\frac{d}{dt} \langle U^{(M)}_N(t; 0) \psi, (N + 1)^j U^{(M)}_N(t; 0) \psi \rangle = \mu(A + B), \quad (4.27)$$

where

$$A := \mu \sum_{k=0}^{j-1} \binom{j}{k} (-1)^k \text{Im} \int_{\mathbb{R} \times \mathbb{R}} dx dy w_x(x) w_x(y) u_{x, t}(x) u_{x, t}(y)$$

$$\times \langle U^{(M)}_N(t; 0) \psi, \left( N^{k/2} a^*_x a^*_y (N + 2)^{k/2} + (N + 1)^{k/2} a^*_x a^*_y (N + 3)^{k/2} \right) U^{(M)}_N(t; 0) \psi \rangle$$

$$B := \frac{2}{\sqrt{N}} \sum_{k=0}^{j-1} \binom{j}{k} \text{Im} \int_{\mathbb{R}} dx w_x(x) \langle U^{(M)}_N(t; 0) \psi, a^*_x a(w_x(-) \varphi_t) \chi(N \leq M)(N + 1)^{k/2} a_x N^{k/2} U^{(M)}_N(t; 0) \psi \rangle.$$ 

To control the contribution from the first term on the right-hand side of (4.27), we use bounds of the form

$$\left| \int_{\mathbb{R} \times \mathbb{R}} dx dy w_x(x) w_x(y) u_{x, t}(x) u_{x, t}(y) \langle U^{(M)}_N(t; 0) \psi, (N + 1)^{k/2} a^*_x a^*_y (N + 3)^{k/2} U^{(M)}_N(t; 0) \psi \rangle \right|$$

as...
where the last inequality comes from
\[
\|w_{\varepsilon,t}\|^2 = \int dx |w_{\varepsilon}(x)|^2 \leq \varepsilon^{-1} \int dx |w_{\varepsilon}(x)|^2 \leq \varepsilon^{-1} \|u_{\varepsilon,t}\|_\infty^2
\]
because \(\|w_{\varepsilon}\|_1 = \|w\|_1 = 1\).

On the other hand, to control the second integral on the right-hand side of (4.27), we use that
\[
\int dx w_{\varepsilon}(x) \langle u_{\varepsilon}(t;0)\psi, a^*_\varepsilon(a(w \cdot)u_{\varepsilon,t}) \chi(N \leq M)(N+1)^{k/2}a_xN^{k/2}U_{N}^{(M)}(t;0)\rangle
\]
\[
\leq \int dx w_{\varepsilon}(x)\|a_x(N+1)^{1/2}U_{N}^{(M)}(t;0)\| \|a(w_{\varepsilon,u_{\varepsilon,t}})\chi(N \leq M)\| \|a_xN^{1/2}U_{N}^{(M)}(t;0)\| \leq M^{1/2} \varepsilon^{-3/2} \|u_{\varepsilon,t}\|_\infty \|(N+1)\frac{1}{k+1}U_{N}^{(M)}(t;0)\| \|^2
\]
Then,
\[
\left| \frac{d}{dt} \langle U_{N}^{(M)}(t;0)\psi, (N+1)^{2}U_{N}^{(M)}(t;0)\psi \rangle \right|
\leq 2 \sum_{k=0}^{j-1} \left( \frac{j}{k} \right) 2\varepsilon^{-1} \|u_{\varepsilon,t}\|_\infty \|(N+1)^{1/2}U_{N}^{(M)}(t;0)\| \|^2
\]
\[
+ \frac{2}{\sqrt{N}} \sum_{k=0}^{j-1} \left( \frac{j}{k} \right) M^{1/2} \varepsilon^{-3/2} \|u_{\varepsilon,t}\|_\infty \|(N+1)\frac{1}{k+1}U_{N}^{(M)}(t;0)\| \|^2
\]
\[
\leq 2 \sum_{k=0}^{j-1} \left( \frac{j}{k} \right) \left( 2\varepsilon^{-1} \|u_{\varepsilon,t}\|_\infty^2 + \frac{1}{\sqrt{N}} M^{1/2} \varepsilon^{-3/2} \|u_{\varepsilon,t}\|_\infty \right) \| (N+1)^{1/2}U_{N}^{(M)}(t;0)\| \|^2
\]
\[
\leq 2 \cdot 2^j \left( 2\varepsilon^{-1} \|u_{\varepsilon,t}\|_\infty^2 + \left( \frac{M}{N \varepsilon^3} \right)^{1/2} \|u_{\varepsilon,t}\|_\infty \right) \| (3(N+1))^{1/2}U_{N}^{(M)}(t;0)\| \|^2
\]
\[
\leq 2 \cdot 6^j \left( 2\varepsilon^{-1} \|u_{\varepsilon,t}\|_\infty^2 + \left( \frac{M}{N \varepsilon^3} \right)^{1/2} \|u_{\varepsilon,t}\|_\infty \right) \langle U_{N}^{(M)}(t;0)\psi, (N+1)^{2}U_{N}^{(M)}(t;0)\psi \rangle.
\]
Applying the Grönwall lemma, one gets
\[
\langle U_{N}^{(M)}(t;0)\psi, (N+1)^{2}U_{N}^{(M)}(t;0)\psi \rangle
\leq \langle \psi, (N+1)^{2}\psi \rangle \exp \left( \int_0^t ds 2 \cdot 6^j \left( 2\varepsilon^{-1} \|u_{\varepsilon,s}\|_\infty^2 + \left( \frac{M}{N \varepsilon^3} \right)^{1/2} \|u_{\varepsilon,s}\|_\infty \right) \right)
\leq \langle \psi, (N+1)^{2}\psi \rangle \exp \left( C_j \int_0^t ds \left( \varepsilon^{-1} \|u_{\varepsilon,s}\|_\infty^2 + \left( \frac{M}{N \varepsilon^3} \right)^{1/2} \|u_{\varepsilon,s}\|_\infty \right) \right).
\]
Lemma 4.10. Suppose that the assumptions in Theorem 1.1 hold. Let \( U(t; s) \) be the unitary evolution defined in (1.22). Then for any \( \psi \in \mathcal{F} \) and \( j \in \mathbb{N} \), there exists a constant \( C \equiv C(j, \|w\|_1) > 0 \) such that

\[
\langle U(t; s)\psi, N^2U(t; s)\psi \rangle \leq C(1 + \frac{1}{\varepsilon^{2+3j}N}) \langle \psi, (N + 1)^{2j+2} \psi \rangle \exp \left(K(1 + \varepsilon^{-1})t\right).
\]

In this section we modify the proof given in previous articles, for example, [40] or [17] and the references therein. To prove the lemma, we compare the dynamics of \( U \) and \( U^{(M)} \) in Lemma 4.12. To this aim, we recall weak bounds on the dynamics.

Lemma 4.11 ([40], Lemma 3.6). For arbitrary \( t, s \in \mathbb{R} \) and \( \psi \in \mathcal{F} \), we have

\[
\langle \psi, U(t; s)NU^*(t; s)\psi \rangle \leq 6 \langle \psi, (N + N + 1)\psi \rangle.
\]

Moreover, for every \( \ell \in \mathbb{N} \), there exists a constant \( C(\ell) \) such that

\[
\langle \psi, U(t; s)N^{2\ell}U^*(t; s)\psi \rangle \leq C(\ell) \langle \psi, (N + N)^{2\ell}\psi \rangle
\]

and

\[
\langle \psi, U(t; s)N^{2\ell+1}U^*(t; s)\psi \rangle \leq C(\ell) \langle \psi, (N + N)^{2\ell+1}(N + 1)\psi \rangle
\]

for all \( t, s \in \mathbb{R} \) and \( \psi \in \mathcal{F} \).

Proof. The proof can be found in [40].

Now we are ready to compare the dynamics of \( U \) and \( U^{(M)} \).

Lemma 4.12. Suppose that the assumptions in Theorem 1.1 hold. Then, for every \( j \in \mathbb{N} \) and \( \psi \in \mathcal{F} \), there exists a constant \( C \equiv C(j, \|w\|_1) > 0 \) such that for all \( t, s \in \mathbb{R} \)

\[
\left| \langle U(t; 0)\psi, N^j(U(t; 0) - U^{(M)}(t; 0))\psi \rangle \right| \leq C \frac{N^j}{\varepsilon^{2+3j+1}} \|N + 1\|^{j+1}\psi\|^2 \exp \left(K\left(1 + \sqrt{\frac{M}{N\varepsilon^3}}\right)t\right) \tag{4.28}
\]

and

\[
\left| \langle U^{(M)}(t; 0)\psi, N^j(U(t; 0) - U^{(M)}(t; 0))\psi \rangle \right| \leq C \frac{N^j}{M^{j+1}\varepsilon^{1/2}} \|N + 1\|^{j+1}\psi\|^2 \exp \left(K\left(1 + \sqrt{\frac{M}{N\varepsilon^3}}\right)t\right). \tag{4.29}
\]

Proof. To simplify the notation, we consider the case \( s = 0 \) and \( t > 0 \) only; other cases can be treated in a similar manner. To prove the first inequality of the lemma, we expand the difference of the two evolutions as follows:

\[
\langle U(t; 0)\psi, N^j(U(t; 0) - U^{(M)}(t; 0))\psi \rangle = \langle U(t; 0)\psi, N^jU(t; 0)(1 - U^*(t; 0)U^{(M)}(t; 0))\psi \rangle
\]

\[
= -\int_0^t ds \langle U(t; 0)\psi, N^jU(t; 0)(\mathcal{L}_N(s) - \mathcal{L}_N^{(M)}(s))U^{(M)}(s; 0)\psi \rangle
\]

\[
= -\frac{i\mu}{\sqrt{N}} \int_0^t ds \int_{\mathbb{R} \times \mathbb{R}} dx dy w_\varepsilon(x)w_\varepsilon(y) \times \langle U(t; 0)\psi, N^jU(t; s)a_\varepsilon^*(\overline{u_{\varepsilon,s}(y)}a_y\chi(N > M) + u_{\varepsilon,s}(y)\chi(N > M)a_y^*)a_yU^{(M)}(s; 0)\psi \rangle.
\]
\[
= - \frac{i\mu}{\sqrt{N}} \int_0^t ds \int_{\mathbb{R}} dx w_x(x)\langle a_x F_t(x; t; s) N^2 U(t; 0) \psi, a(w_x u_{x,s}) \chi(N > M) a_x U_N^{(M)}(s; 0) \psi \rangle
- \frac{i\mu}{\sqrt{N}} \int_0^t ds \int_{\mathbb{R}} dx w_x(x)\langle a_x F_t(x; t; s) N^2 U(t; 0) \psi, \chi(N > M) a^*(w_x u_{x,s}) a_x U_N^{(M)}(s; 0) \psi \rangle.
\]
Hence,
\[
\left|\mathcal{U}(t; 0)\psi, N^j (\mathcal{U}(t; 0) - U_N^{(M)}(t; 0)) \psi \right| \\
\leq |\mu| \frac{1}{\epsilon \sqrt{N}} \int_0^t ds \int_{\mathbb{R}} \|a_x F_t(x; t; s) N^2 U(t; 0) \psi\| \|a(w_x u_{x,s}) a_x \chi(N > M + 1) U_N^{(M)}(s; 0) \psi\| \\
+ |\mu| \frac{1}{\epsilon \sqrt{N}} \int_0^t ds \int_{\mathbb{R}} \|a_x F_t(x; t; s) N^2 U(t; 0) \psi\| \|a^*(w_x u_{x,s}) a_x \chi(N > M) U_N^{(M)}(s; 0) \psi\|
\leq |\mu| \frac{2}{\epsilon \sqrt{N}} \int_0^t ds \|w_{x,s}\|_2^2 \int_{\mathbb{R}} dx \|a_x F_t(x; t; s) N^2 U(t; 0) \psi\| \|a_x (N + 1)^{1/2} \chi(N > M) U_N^{(M)}(s; 0) \psi\|
\leq |\mu| \frac{2}{\epsilon \sqrt{N}} \int_0^t ds \|w_{x,s}\|_2^2 \|N^{1/2} U(t; 0) N^2 U(t; 0) \psi\| \|N + 1\chi(N > M) U_N^{(M)}(s; 0) \psi\|.
\]
(4.30)

Since \(\chi(N > M) \leq (N/M)^L\) for any \(L > 1\), we find that, from (40) (3.30),
\[
\left|\mathcal{U}(t; 0)\psi, N^j (\mathcal{U}(t; 0) - U_N^{(M)}(t; 0)) \psi \right| \\
\leq C N^j \|(N + 1)^{j+1} \psi\| \int_0^t ds \|w_{x,s}\|_2 \|U_N^{(M)}(s; 0) \psi\| \|N + 1\chi(N > M) U_N^{(M)}(s; 0) \psi\|^{1/2}
\leq C N^j \|(N + 1)^{j+1} \psi\| \|U_N^{(M)}(s; 0) \psi\| \psi, (N + 1)^{2+2j/2} U_N^{(M)}(s; 0) \psi\|^{1/2} \int_0^t ds \|w_{x,s}\|_\infty
\]
(4.31)

where \(C = C(j, \|w\|_1)\). By Lemma 4.9, we conclude that
\[
\left|\mathcal{U}(t; 0)\psi, N^j (\mathcal{U}(t; 0) - U_N^{(M)}(t; 0)) \psi \right| \leq \frac{N^j}{\epsilon^{1/2} M^{j+1}} \|(N + 1)^{j+1} \psi\|^2 \exp \left(K \left(1 + \sqrt{\frac{M}{N \epsilon^3}}\right) t \right).
\]
To prove (4.29), we proceed similarly; analogously to (4.30) we find
\[
\langle u_N^{(M)}(t; 0) \psi, N^j (\mathcal{U}(t; 0) - U_N^{(M)}(t; 0)) \psi \rangle \\
= - \frac{i\mu}{\sqrt{N}} \int_0^t ds \int_{\mathbb{R}} dx \langle a_x F_t(x; t; s) N^2 U_N^{(M)}(t; 0) \psi, a(w_x u_{x,s}) \chi(N > M) a_x U_N^{(M)}(s; 0) \psi \rangle
- \frac{i\mu}{\sqrt{N}} \int_0^t ds \int_{\mathbb{R}} dx \langle a_x F_t(x; t; s) N^2 U_N^{(M)}(t; 0) \psi, \chi(N > M) a^*(w_x u_{x,s}) a_x U_N^{(M)}(s; 0) \psi \rangle
\]
and thus, by \(|\mu| \leq 1, \chi(N > M) \leq (N/M)^L\) for any \(L > 1, \|w\|_2 = N^{3/2}\|\|w\|_2\|_2,
\[
\left|\mathcal{U}(t; 0)\psi, N^j (\mathcal{U}(t; 0) - U_N^{(M)}(t; 0)) \psi \right| \\
\leq C \frac{N^j}{\sqrt{N}} \int_0^t ds \|w_{x,s}\|_2 \|N^{1/2} U(t; s) N^j U_N^{(M)}(t; 0) \psi\| \|N \chi(N > M) U_N^{(M)}(s; 0) \psi\|
\leq C \frac{N^{j+1}}{\epsilon^{1/2} M^{j+1}} \int_0^t ds \|w_{x,s}\|_\infty \|N^{1/2} U(t; s) N^j U_N^{(M)}(t; 0) \psi\| \|N \left(\frac{N}{M}\right)^{j+1} U_N^{(M)}(s; 0) \psi\|
\leq C \frac{N^{j+1}}{\epsilon^{1/2} M^{j+1}} \int_0^t ds \|w_{x,s}\|_\infty \|N^{1/2} U(t; s) N^j U_N^{(M)}(t; 0) \psi\| \|N^{j+1} U_N^{(M)}(s; 0) \psi\|.
\]
By Lemma 4.11, Lemma 4.9 and \( j + 1/2 \leq j + 1 \), we have

\[
\|N^{1/2}U(t; s)N^j U_N^{(M)}(t; 0)\psi\| \leq 6\|(N + N + 1)^{1/2}N^j U_N^{(M)}(t; 0)\psi\|
\]

\[
\leq 12N^{1/2}\|(N + 1)^{j+1/2}U_N^{(M)}(t; 0)\psi\|
\]

\[
\leq CN^{1/2}\|(N + 1)^{j+1/2}\exp\left(K\left(1 + \sqrt{\frac{M}{N\varepsilon^3}}\right)t\right)\]

(4.32)

By Lemma 4.9 we have

\[
\|N^{j+1}U_N^{(M)}(s; 0)\psi\| \leq C\|(N + 1)^{j+1}\exp\left(K\left(1 + \sqrt{\frac{M}{N\varepsilon^3}}\right)t\right).
\]

(4.33)

Combining (4.31), (4.32) and (4.33), we obtain

\[
\left|\langle U_N^{(M)}(t; 0)\psi, N^j (U(t; 0) - U_N^{(M)}(t; 0)\psi)\rangle\right|
\]

\[
\leq \frac{C}{M^{j+1/2}N^{j+1/2}}\|(N + 1)^{j+1}\exp\left(K\left(1 + \sqrt{\frac{M}{N\varepsilon^3}}\right)t\right)
\]

(4.34)

This gives the desired Lemma.

Let us now prove Lemma 4.10.

**Proof of Lemma 4.10.** Let \( M = N\varepsilon^3 \). Then by Lemmata 4.9 and 4.12 we get

\[
\langle U(t; s)\psi, N^j U(t; s)\psi\rangle
\]

\[
= \langle U(t; s)\psi, N^j (U - U_N^{(M)})(t; s)\psi\rangle + \langle (U - U_N^{(M)})(t; s)\psi, N^j U_N^{(M)}(t; s)\psi\rangle
\]

\[
+ \langle U_N^{(M)}(t; s)\psi, N^j U_N^{(M)}(t; s)\psi\rangle
\]

\[
\leq C\left(1 + \frac{1}{\varepsilon^{2j+3}}\right)\langle \psi, (N + 1)^{2j+4}\psi\rangle \exp\left(Kt\right) + C\langle \psi, (N + 1)^{j}\psi\rangle \exp\left(K(1 + \varepsilon^{-1})t\right)
\]

\[
\leq C\left(1 + \frac{1}{\varepsilon^{2j+3}}\right)\langle \psi, (N + 1)^{2j+2}\psi\rangle \exp\left(K(1 + \varepsilon^{-1})t\right).
\]

This yields the desired result.

Recall the definition of \( \hat{U}(t; s) \) in (4.24). In the next lemma, we prove an estimate for the evolution with respect to \( \hat{U} \).

**Lemma 4.13.** Suppose that the assumptions in Theorem 1.1 hold. Then, for any \( \psi \in \mathcal{F} \) and \( j \in \mathbb{N} \), there exists a constant \( C = C(\|w\|_1) > 0 \) such that

\[
\langle \hat{U}(t; s)\psi, N^j \hat{U}(t; s)\psi\rangle \leq Ce^{Kt}\langle \psi, (N + 1)^{j}\psi\rangle.
\]
Proof. Let \( \hat{\psi} = \hat{U}(t; s)\psi \) and assume without loss of generality that \( t \geq s \). We have

\[
\frac{d}{dt}(\psi, (N + 1)t\hat{\psi}) = (\psi, [i(\hat{L}_2 + \mathcal{L}_4), (N + 1)t]\hat{\psi})
\]

\[
= -\varepsilon \text{Im} \int_{\mathbb{R}^2} dx dy \, w_c(x)w_c(y)u_{c,t}(x)u_{c,t}(y)\langle \hat{\psi}, [a^*_x a^*_y, (N + 1)t]\hat{\psi} \rangle
\]

\[
= \varepsilon \text{Im} \int_{\mathbb{R}^2} dx dy \, w_c(x)w_c(y)u_{c,t}(x)u_{c,t}(y)\langle \hat{\psi}, a^*_x a^*_y((N + 3)^j - (N + 1)^2)\hat{\psi} \rangle
\]

\[
= \varepsilon \text{Im} \int_{\mathbb{R}^2} dx dy \, w_c(x)w_c(y)u_{c,t}(x)u_{c,t}(y)
\times ((N + 3)^{(j+1)/2}a_x\hat{\psi}, a_y(N + 3)^{(1-j)/2}((N + 3)^j - (N + 1)^2)\hat{\psi}).
\]

Then, one gets

\[
\frac{d}{dt}(\hat{\psi}, (N + 1)^2\hat{\psi}) \leq \varepsilon \int_{\mathbb{R}^2} dx dy \, |w_c(x)w_c(y)||u_{c,t}(x)||u_{c,t}(y)||((N + 3)^{(j-1)/2}a_x\hat{\psi})|
\times ||a_y(N + 3)^{(1-j)/2}((N + 3)^j - (N + 1)^2)\hat{\psi}||
\leq \|u_{c,t}\|_{\infty}^2 \left( \int_{\mathbb{R}^2} dx \, \|((N + 3)^{(j-1)/2}a_x\hat{\psi})\|^2 \right)^{1/2}
\times \left( \int_{\mathbb{R}^2} dy \, ||a_y(N + 3)^{(1-j)/2}((N + 3)^j - (N + 1)^2)\hat{\psi}||^2 \right)^{1/2}.
\]

Since, for all \( j \in \mathbb{N} \), one can see that \(|(N + 3)^j - (N + 1)^j)| \leq C_j(N + 1)^{-1} \) for some \( C_j > 0 \), one gets

\[
\frac{d}{dt} \hat{U}(t; s)\psi, (N + 1)^2\hat{U}(t; s)\psi \leq C_j \|u_{c,t}\|_{\infty}^2 \|(N + 1)^j\hat{U}(t; s)\psi\|^2
= C_j \|u_{c,t}\|_{\infty}^2 \hat{U}(t; s)\psi, (N + 1)^j\hat{U}(t; s)\psi.
\]

Here, note that \( C_j \) can change from line to line. Applying Grönwall’s lemma, we conclude that

\[
\hat{U}(t; s)\psi, (N + 1)^j\hat{U}(t; s)\psi \leq \langle \psi, (N + 1)^j \rangle \psi e^{C_jt}.
\]

Hence, we get the result. \( \square \)

**Lemma 4.14.** For all \( \psi \in \mathcal{F} \) and \( f \in L^2(\mathbb{R}) \), we have the following inequalities with a constant \( C = C(\|w\|_1, \|w\|_2) > 0 \). Then

\[
\|(N + 1)^{j/2}\mathcal{L}_3(t)\psi\| \leq \frac{C}{\varepsilon^{j/2} \sqrt{N}} \|u_{c,t}\|_{L^\infty} \|(N + 1)^{(j+3)/2} \hat{\psi}\|,
\]

\[
\|(N + 1)^{j/2}(\mathcal{L}_2(t) - \hat{\mathcal{L}}_2(t))\psi\| \leq C \|u_{c,t}\|_{L^\infty} \|\,(N + 1)^{(j+3)/2} \hat{\psi}\|,
\]

and

\[
\|(N + 1)^{j/2}(\mathcal{U}^*(t; 0)\phi(f)\mathcal{U}(t; 0) - \hat{\mathcal{U}}^*(t; 0)\phi(f)\hat{\mathcal{U}}(t; 0))\Omega\| \leq \frac{C e^{C_j t} \|f\|}{\varepsilon^{j/2} \sqrt{N}}.
\]

**Proof.** For (4.35), the proof is the same as in [33] Lemma 5.3 with \( \|w\|_2 = \varepsilon^{-1/2}\|w\|_2 \). Furthermore, for (4.36), we follow the proof from [33] Lemma 5.3 with \( \|W\|_1 = \|w\|_1 \), and we replace \( \mathcal{L}_3 \) by

\[
\mathcal{L}_2 - \hat{\mathcal{L}}_2 = \mu \frac{1 - \varepsilon}{2} \int_{\mathbb{R}^2} dx dy \, w_c(x)w_c(y)(u_{c,t}(x)u_{c,t}(y)a^*_x a^*_y + \overline{u_{c,t}(x)u_{c,t}(y)a_x a_y}).
\]

From (4.37), we follow the proof of [33] Lemma 5.4 with Lemma 4.13 (4.35), and (4.36). \( \square \)
4.5 Proof of Propositions 4.7 and 4.8

**Proof of Proposition 4.7** Preliminarily, let us recall that

\[ E_t^{(1)}(J) = \frac{dN}{N} \left\langle W^*(\sqrt{N} \varphi) \frac{(a^*(\varphi))^N}{\sqrt{N}!} \Omega, U^*(t; 0)d\Gamma(J)U(t; 0)\Omega \right\rangle. \]

We start by noting that

\[ |E_t^{(1)}(J)| = \left| \frac{dN}{N} \left\langle W^*(\sqrt{N} \varphi) \frac{(a^*(\varphi))^N}{\sqrt{N}!} \Omega, U^*(t; 0)d\Gamma(J)U(t; 0)\Omega \right\rangle \right| \]

\[ \leq \frac{dN}{N} \left\| (N + 1)^{-\frac{1}{2}} W^*(\sqrt{N} \varphi) \frac{(a^*(\varphi))^N}{\sqrt{N}!} \Omega \right\| \left\| (N + 1)^{\frac{1}{2}} U^*(t; 0)d\Gamma(J)U(t; 0)\Omega \right\|. \]

Furthermore, by Lemma 4.5

\[ \left\| (N + 1)^{-\frac{1}{2}} W^*(\sqrt{N} \varphi) \frac{(a^*(\varphi))^N}{\sqrt{N}!} \Omega \right\| \leq \frac{C}{dN} \]

and, applying Lemma 4.10 twice and Lemma 4.3

\[ \left\| (N + 1)^{\frac{1}{2}} U^*(t; 0)d\Gamma(J)U(t; 0)\Omega \right\| \]

\[ \leq C \left( 1 + \frac{1}{\varepsilon^2 N} \right) \exp \left( K(1 + \varepsilon^{-1})t \right) \left\| (N + 1)^{2} d\Gamma(J)U(t; 0)\Omega \right\| \]

\[ \leq C \left( 1 + \frac{1}{\varepsilon^2 N} \right) \left( 1 + \frac{1}{\varepsilon^2 N} \right) \exp \left( K(1 + \varepsilon^{-1})t \right) \left\| (N + 1)^{3} U^*(t; 0)\Omega \right\| \]

\[ = C \left( 1 + \frac{1}{\varepsilon^2 N} \right) \left( 1 + \frac{1}{\varepsilon^2 N} \right) \exp \left( K(1 + \varepsilon^{-1})t \right) \left\| J \right\|, \]

we obtain

\[ |E_t^{(1)}(J)| \leq C N \left( 1 + \frac{1}{\varepsilon^2 N} \right) \left( 1 + \frac{1}{\varepsilon^2 N} \right) \exp \left( K(1 + \varepsilon^{-1})t \right) \left\| J \right\|, \]

which is the desired result.  

**Proof of Proposition 4.8** Let

\[ R(f) = U^*(t; 0)\phi(f)U(t; 0) - \tilde{U}^*(t; 0)\phi(f)\tilde{U}(t; 0). \]

Then

\[ |E_t^{(2)}(J)| = \frac{dN}{\sqrt{N}} \left\langle W^*(\sqrt{N} \varphi) \frac{(a^*(\varphi))^N}{\sqrt{N}!} \Omega, U^*(t; 0)\phi(J u_{e,t})\tilde{U}(t; 0)\Omega \right\rangle \]

\[ + \frac{dN}{\sqrt{N}} \left\langle W^*(\sqrt{N} \varphi) \frac{(a^*(\varphi))^N}{\sqrt{N}!} \Omega, R(J u_{e,t})\Omega \right\rangle \]

\[ \leq \frac{dN}{\sqrt{N}} \left\| \sum_{k=0}^{\infty} (N + 1)^{-\frac{k}{2}} P_{2k+1} W^*(\sqrt{N} \varphi) \frac{(a^*(\varphi))^N}{\sqrt{N}!} \Omega \right\| \left\| (N + 1)^{\frac{k}{2}} U^*(t; 0)\phi(J u_{e,t})\tilde{U}(t; 0)\Omega \right\| \]

\[ + \frac{dN}{\sqrt{N}} \left\| (N + 1)^{-\frac{k}{2}} W^*(\sqrt{N} \varphi) \frac{(a^*(\varphi))^N}{\sqrt{N}!} \Omega \right\| \left\| (N + 1)^{\frac{k}{2}} R(J u_{e,t})\Omega \right\|. \]

(4.38)

Let \( K = \frac{1}{2} N^{1/3}. \) By Lemmata 4.5 and 4.6 one gets

\[ \left\| \sum_{k=0}^{\infty} (N + 1)^{-\frac{k}{2}} P_{2k+1} W^*(\sqrt{N} \varphi) \frac{(a^*(\varphi))^N}{\sqrt{N}!} \Omega \right\|^2 \]

31
\[
\leq \sum_{k=0}^{K} \left\| (N + 1)^{-\frac{2}{2}} P_{2k+1} W^{*}(\sqrt{N} \varphi) \frac{(a^{*}(\varphi))^{N}}{\sqrt{N!}} \Omega \right\|^2 \\
+ \frac{1}{K^2} \sum_{k=K}^{\infty} \left\| (N + 1)^{-1/2} P_{2k+1} W^{*}(\sqrt{N} \varphi) \frac{(a^{*}(\varphi))^{N}}{\sqrt{N!}} \Omega \right\|^2 \\
\leq \left( \sum_{k=0}^{K} \frac{C}{(k + 1)^2 d_{N,N}} \right) + \frac{C}{N^{4/3}} \left\| (N + 1)^{-1/2} W^{*}(\sqrt{N} \varphi) \frac{(a^{*}(\varphi))^{N}}{\sqrt{N!}} \Omega \right\|^2 \leq \frac{C}{d_{N}^2 N^{4/3}}.
\]

Furthermore, Lemmata 4.18 and 4.3 yield,
\[
\left\| (N + 1)^{\frac{1}{2}} \hat{U}^{*}(t; 0) \phi(J u_{x,t}) \hat{U}(t; 0) \Omega \right\| \leq C t^{K} \left\| (N + 1)^{\frac{1}{2}} \phi(J u_{x,t}) \hat{U}(t; 0) \Omega \right\|
\leq C t^{K} \left\| J \phi(J u_{x,t}) \right\| \left\| (N + 1)^{\frac{1}{2}} \hat{U}(t; 0) \Omega \right\| \leq C t^{K} \left\| J \right\| \left\| (N + 1)^{\frac{1}{2}} \hat{U}(t; 0) \Omega \right\| = C t^{K} \left\| J \right\|.
\]

For the second term on the right-hand side of (4.38), we use Lemma 4.5 and (4.37), for \( f = J \varphi \). Altogether, we have
\[
\left\| (N + 1)^{\frac{1}{2}} \mathcal{R}(f) \Omega \right\| \leq C \left\| J \right\| \varepsilon^{-3/2} N^{-\frac{1}{2}}
\]
which is the desired conclusion. \(\square\)

5 Proof of Theorem 1.1

Proof of Theorem 1.1 First, recall that
\[
\gamma_{N,t}(x; y) = \frac{1}{N} \left\langle \frac{(a^{*}(\varphi))^{N}}{\sqrt{N!}} \Omega, e^{i \mathcal{H}_{N} t} a_{x}^{*} a_{y} e^{-i \mathcal{H}_{N} t} \frac{(a^{*}(\varphi))^{N}}{\sqrt{N!}} \Omega \right\rangle.
\]
From the definition of the creation operator in (4.9) and of \( d_{N} \) in (4.19), one easily finds
\[
\{ 0, 0, \ldots, 0, \varphi^{\otimes N}, 0, \ldots \} = \frac{(a^{*}(\varphi))^{N}}{\sqrt{N!}} \Omega,
\]
where the function \( \varphi^{\otimes N} \) on the left-hand side is in the \( N \)-th sector of the Fock space. Recall that \( P_{N} \) is the projection onto the \( N \)-particle sector of the Fock space. From (4.18), one finds
\[
\frac{(a^{*}(\varphi))^{N}}{\sqrt{N!}} \Omega = \frac{\sqrt{N!}}{N^{N/2} e^{-N/2}} P_{N} W(\sqrt{N} \varphi) \Omega = d_{N} P_{N} W(\sqrt{N} \varphi) \Omega.
\]
Since \( \mathcal{H}_{N} \) does not change the number of particles, we also have
\[
\gamma_{N,t}(x; y) = \frac{1}{N} \left\langle \frac{(a^{*}(\varphi))^{N}}{\sqrt{N!}} \Omega, e^{i \mathcal{H}_{N} t} a_{x}^{*} a_{y} e^{-i \mathcal{H}_{N} t} \frac{(a^{*}(\varphi))^{N}}{\sqrt{N!}} \Omega \right\rangle
= \frac{d_{N}}{N} \left\langle \frac{(a^{*}(\varphi))^{N}}{\sqrt{N!}} \Omega, e^{i \mathcal{H}_{N} t} a_{x}^{*} a_{y} e^{-i \mathcal{H}_{N} t} P_{N} W(\sqrt{N} \varphi) \Omega \right\rangle
= \frac{d_{N}}{N} \left\langle \frac{(a^{*}(\varphi))^{N}}{\sqrt{N!}} \Omega, P_{N} e^{i \mathcal{H}_{N} t} a_{x}^{*} a_{y} e^{-i \mathcal{H}_{N} t} W(\sqrt{N} \varphi) \Omega \right\rangle
= \frac{d_{N}}{N} \left\langle \frac{(a^{*}(\varphi))^{N}}{\sqrt{N!}} \Omega, e^{i \mathcal{H}_{N} t} a_{x}^{*} a_{y} e^{-i \mathcal{H}_{N} t} W(\sqrt{N} \varphi) \Omega \right\rangle.
\]
where we used that $P_N \frac{(a^*(\varphi))^N}{\sqrt{N!}} \Omega = \frac{(a^*(\varphi))^N}{\sqrt{N!}} \Omega$ in the last step. To simplify it further, we use the relation
\begin{equation}
e^{-i\mathcal{H} t} a_x e^{-i\mathcal{H} t} = \mathcal{W}(\sqrt{N} \varphi) \mathcal{U}^*(t;0)(a_x + \sqrt{N} u_{\varepsilon,t}(x)) \mathcal{U}(t;0) \mathcal{W}^*(\sqrt{N} \varphi), \tag{5.3}
\end{equation}
which follows from the first equality in Lemma 1.4.14, the definition of $\mathcal{U}$ in 1.22 and the unitarity of the Weyl operator (see Lemma 1.4.2). By (5.3) and the analogous result for the creation operator, we obtain
\begin{equation}
\gamma_N^{(1)}(x; y) = \frac{d_N}{N} \frac{(a^*(\varphi))^N}{\sqrt{N!}} \mathcal{W}(\sqrt{N} \varphi) \mathcal{U}^*(t;0)(a^*_y + \sqrt{N} u_{\varepsilon,t}(y)) \left( a_x + \sqrt{N} u_{\varepsilon,t}(x) \right) \mathcal{U}(t;0) \mathcal{W}^*(\sqrt{N} \varphi) \Omega.
\end{equation}
Thus,
\begin{equation}
\gamma_N^{(1)}(x; y) - u_{\varepsilon,t}(y) u_{\varepsilon,t}(x) = \frac{d_N}{N} \frac{(a^*(\varphi))^N}{\sqrt{N!}} \mathcal{W}(\sqrt{N} \varphi) \mathcal{U}^*(t;0) a^*_y a_x \mathcal{U}(t;0) \mathcal{W}^*(\sqrt{N} \varphi) \Omega \tag{5.4}
\end{equation}
Recalling the definition of $E_t^{(1)}(J)$ and $E_t^{(2)}(J)$ in Propositions 1.7 and 1.8. for any compact one-particle Hermitian operator $J$ on $L^2(\mathbb{R})$, we have
\begin{equation}
\text{Tr} \left( J \left( \gamma_N^{(1)} - |u_{\varepsilon,t}\rangle \langle u_{\varepsilon,t}| \right) \right) = \int_{\mathbb{R} \times \mathbb{R}} dx dy J(x; y) \left( \gamma_N^{(1)}(y; x) - u_{\varepsilon,t}(y) u_{\varepsilon,t}(x) \right)
\end{equation}
\begin{equation}
= \frac{d_N}{N} \left( \frac{(a^*(\varphi))^N}{\sqrt{N!}} \Omega, \mathcal{W}(\sqrt{N} \varphi) \mathcal{U}^*(t;0) \mathcal{U}(t;0) \mathcal{W}^*(\sqrt{N} \varphi) \Omega \right) \tag{5.5}
\end{equation}
The second step can be carried out by using the expression for $d\Gamma(J)$ in terms of operator-valued distributions in 5.13, the definition of annihilation and creation operators in terms of operator-valued distributions in 4.9 and 4.10 and the definition of $\phi$ in 4.11. Thus, from Propositions 1.7 and 1.8 we find that
\begin{equation}
\left| \text{Tr} \left( J \left( \gamma_N^{(1)} - |u_{\varepsilon,t}\rangle \langle u_{\varepsilon,t}| \right) \right) \right| \leq C||J||_N \left( 1 + \frac{1}{\varepsilon^2 N} \right) \left( 1 + \frac{1}{\varepsilon^2 N} \right) \exp \left( K(1 + \varepsilon^{-1})t \right) + e^{Kt} \left( 1 + \varepsilon^{-3/2} \right) \tag{5.6}
\end{equation}
By the triangle inequality and the Cauchy-Schwarz inequality we have
\begin{equation}
\text{Tr} \left| |u_{\varepsilon,t}\rangle \langle u_{\varepsilon,t}| - |\varphi_t\rangle \langle \varphi_t| \right| = \text{Tr} \left| |u_{\varepsilon,t}\rangle \langle u_{\varepsilon,t}| - |u_{\varepsilon,t}\rangle \langle \varphi_t| + |u_{\varepsilon,t}\rangle \langle \varphi_t| - |\varphi_t\rangle \langle \varphi_t| \right|
= \text{Tr} \left| |u_{\varepsilon,t}\rangle \langle u_{\varepsilon,t} - \varphi_t| + |u_{\varepsilon,t} - \varphi_t\rangle \langle \varphi_t| \right|
\leq 2||u_{\varepsilon,t} - \varphi_t||_2 \tag{5.7}
\end{equation}
for $0 < \eta < 1/2$ where we have used Theorem 3.3. For the last inequality, we have used Theorem 3.3. Then combining (5.5) and (5.6) and noting that $0 < \varepsilon < 1$ and $0 < \eta < 1/2$, we have

\[
\text{Tr} \left| \gamma_{N,t}^{(1)} - |\varphi_t\rangle\langle\varphi_t| \right| \leq \text{Tr} \left| \gamma_{N,t}^{(1)} - |u_{\varepsilon,t}\rangle\langle u_{\varepsilon,t}| \right| + \text{Tr} \left| |u_{\varepsilon,t}\rangle\langle u_{\varepsilon,t}| - |\varphi_t\rangle\langle\varphi_t| \right|
\]

\[
\leq C \frac{|J|}{N} \left( \left(1 + \frac{1}{\varepsilon^3 N} \right) \exp \left( K \left(1 + \varepsilon^{-1} \right) t \right) \right) + C \varepsilon t (1 + t)
\]

\[
\leq C \left(1 + \frac{1}{\varepsilon^3/2} + \frac{1}{\varepsilon^3 N^2} \right) \exp \left( K \left(1 + \varepsilon^{-1} \right) t \right) + C \varepsilon^\eta e^{Kt}
\]

which concludes the proof of Theorem 1.1.}
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