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NLS GROUND STATES ON A HYBRID PLANE

RICCARDO ADAMI, FILIPPO BONI, RAFFAELE CARLONE, AND LORENZO TENTARELLI

Abstract. We study the existence, the nonexistence, and the shape of the ground states of a Nonlinear Schrödinger Equation on a manifold called hybrid plane, that consists of a half-line whose origin is connected to a plane. The nonlinearity is of power type, focusing and subcritical. The energy is the sum of the Nonlinear Schrödinger energies with a contact interaction on the half-line and on the plane with an additional quadratic term that couples the two components. By ground state we mean every minimizer of the energy at a fixed mass.

As a first result, we single out the following rule: a ground state exists if and only if the confinement near the junction is energetically more convenient than escaping at infinity along the halfline, while escaping through the plane is shown to be never convenient. The problem of existence reduces then to a competition with the one-dimensional solitons.

By this criterion, we prove existence of ground states for large and small values of the mass. Moreover, we show that at given mass a ground state exists if one of the following conditions is satisfied: the interaction at the origin of the half-line is not too repulsive; the interaction at the origin of the plane is sufficiently attractive; the coupling between the half-line and the plane is strong enough. On the other hand, nonexistence holds if the contact interactions on the half-line and on the plane are repulsive enough and the coupling is not too strong.

Finally, we provide qualitative features of ground states. In particular, we show that in the presence of coupling every ground state is supported both on the half-line and on the plane and each component has the shape of a ground state at its mass for the related Nonlinear Schrödinger energy with a suitable contact interaction.

These are the first results for the Nonlinear Schrödinger Equation on a manifold of mixed dimensionality.
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1. Introduction

The quantum dynamics on domains of mixed dimensionality was first investigated by Exner and Šeba in the seminal work [33], where the authors considered a manifold made of a plane glued to the end of a half-line as in Figure 1. The origin of both the half-line and the plane was set at the junction. The resulting structure, here denoted by \( \mathcal{I} \), was called hybrid plane. According to the physical theory, a state of a particle confined on \( \mathcal{I} \) consists of a couple of functions

\[ U = (u, v), \quad u \in L^2(\mathbb{R}^+), \quad v \in L^2(\mathbb{R}^2). \]

In the same work, the authors described all matching conditions that link \( u \) and \( v \) at the junction and realize the Laplacian as a self-adjoint operator in \( L^2(\mathcal{I}) := L^2(\mathbb{R}^+) \oplus L^2(\mathbb{R}^2) \). This problem and the techniques used in [33] belong to the field of the analysis of linear operators.

In the present paper we initiate the analysis of nonlinear problems on hybrid structures. Here we focus on the search for conditions of existence of ground states for the standard focusing Nonlinear Schrödinger (NLS) Energy on \( \mathcal{I} \) in the \( L^2 \)-subcritical case.
We construct such energy heuristically, however we will show in Appendix A that it coincides with the sum of the energy associated to the Laplacian defined in [33] with a nonlinear power term.

To construct the NLS energy on $\mathcal{I}$, we start from the well-known expression of the focusing standard NLS energy ([38, 39, 22])

$$ E_{\text{NLS}}(w, X) = \frac{1}{2} \| \nabla w \|_{L^2(X)}^2 - \frac{1}{8} \| w \|_{L^8(X)}^8, \quad w \in H^1(X), \tag{1} $$

where $X$ can be the half-line or the plane; then, we assume that the effect of the contact between the plane and the half-line is concentrated at the junction, giving rise to one contact interaction on the half-line, to another on the plane, and to a coupling between the two components. As a result, the contribution of the half-line to the energy is

$$ E_{\alpha}(u, \mathbb{R}^+) = \frac{1}{2} \| u' \|_{L^2(\mathbb{R}^+)}^2 - \frac{1}{p} \| u \|_{L^p(\mathbb{R}^+)}^p + \frac{\alpha}{2} |u(0)|^2, \quad u \in H^1(\mathbb{R}^+), \tag{2} $$

where the real number $\alpha$ denotes the strength of the contact interaction on the half-line, which coincides with a Dirac’s delta potential at the origin. For this reason, in what follows we will reserve the name delta interaction to the contact interaction on the half-line.

Concerning the contribution of the planar component $v$ to the energy on $\mathcal{I}$, it is well-known that a Dirac’s delta term like in (2), say $\rho|v(0)|^2$, is not controlled by the gradient term in (1) and then it does not give rise to a closed and lower bounded form, making the energy ill-defined (for details see [8]). Thus, in order to define a contact interaction in two dimensions, one can make use of the theory of self-adjoint extensions of hermitian operators by von Neumann and Krein [52], and, as a result, one finds that the presence of a contact interaction imposes a particular structure to the function $v$. Precisely, $v$ decomposes into the sum of a regular and a singular part, namely

$$ v = \phi + q \frac{K_0}{2\pi}, \quad \phi \in H^1(\mathbb{R}^2), q \in \mathbb{C}, \tag{3} $$
where the complex number \( q \) is called the charge of the function \( v \) and \( K_0 \) is the Macdonald function of order zero, whose asymptotic behaviour at the origin is

\[
K_0(x) = - \log |x| + o(\log |x|), \quad x \to 0.
\]

Notice that \( K_0 \) is not in \( H^1(\mathbb{R}^2) \), so the decomposition (3) is consistent.

The energy of the function \( v \) in (3) reads ([1, 8])

\[
E_\rho(v, \mathbb{R}^2) = \frac{1}{2} \| \phi \|_{H^1(\mathbb{R}^2)}^2 - \frac{1}{2} \| v \|_{L^2(\mathbb{R}^2)}^2 + \left( \frac{\rho + \gamma - \log 2}{2} \right) \frac{|q|^2}{\pi} - \frac{1}{\pi} \| v \|_{L^2(\mathbb{R}^2)}^2,
\]

where \( \gamma \) is the Euler-Mascheroni constant and the real number \( \rho \) represents the strength of the contact interaction. More precisely, \( -\frac{1}{2\pi} q^2 \) is the scattering length of the contact interaction, so that the free Laplacian is recovered by setting \( \rho = \infty \), that formally forces \( q = 0 \) in (4) and therefore \( v = \phi \).

Given the contribution of the half-line in (2) and that of the plane in (4), to complete the definition of the energy one needs to introduce the coupling between the two components. We choose such a coupling as quadratic in the main orders of \( u \) and \( v \) near the junction, namely \( u(0) \) and \( q \). The coupling term equals then \(-\beta \text{Re}(q\overline{u}(0))\), with \( \beta \geq 0 \). The restriction on \( \beta \) does not affect the generality, since for a complex \( \beta \) it is sufficient to multiply the function \( u \) by the phase of \( \beta \) in order to recover an expression of the energy with a nonnegative \( \beta \).

The resulting expression for the energy on the hybrid is then

\[
E(U) := E_\alpha(u, \mathbb{R}^+) + E_\rho(v, \mathbb{R}^2) - \beta\text{Re}(q\overline{u}(0)), \quad U = (u, v).
\]

Let us remark that the energy of the half-line \( E_\alpha(\cdot, \mathbb{R}^+) \) is the restriction of \( E \) to states with \( v = 0 \) and the energy on the plane \( E_\rho \) is the restriction of \( E \) to states with \( u = 0 \).

We are now ready to introduce the notion of ground state. By ground state for the energy (5) at mass \( \mu \) we mean a function \( U \) in the energy domain

\[
\mathcal{D} := \{ U = (u, v) : u \in H^1(\mathbb{R}^+), v = \phi + qK_0/2\pi, \phi \in H^1(\mathbb{R}^2), q \in \mathbb{C} \},
\]

that minimizes \( E \) among the functions satisfying the mass constraint

\[
\| u \|_{L^2(\mathbb{R}^+)}^2 + \| v \|_{L^2(\mathbb{R}^2)}^2 = \mu.
\]

We use the notation \( \mathcal{D}_\mu \) for the intersection of the energy domain \( \mathcal{D} \) with the mass constraint.

So, in order for a ground state to exist, the infimum

\[
\mathcal{E}(\mu) := \inf_{\mathcal{D}_\mu} E(U)
\]

must be finite, i.e. \( \mathcal{E}(\mu) > -\infty \), and attained, i.e. there must be \( U \in \mathcal{D}_\mu \) such that

\[
E(U) = \mathcal{E}(\mu).
\]

Finally, as already anticipated, here we restrict to \( L^2 \)-subcritical nonlinearities, i.e. we consider powers bounded as \( 2 < p < 6 \) and \( 2 < r < 4 \). The meaning of this limitation is illustrated by the Gagliardo-Nirenberg inequality

\[
\| w \|_{L^r(\mathbb{R}^n)}^s \leq C \| \nabla w \|_{L^2(\mathbb{R}^n)}^{n(\frac{s}{r}-1)} \| w \|_{L^2(\mathbb{R}^n)}^{n+s(1-\frac{s}{r})}, \quad (7)
\]

that, provided \( s < 2 + 4/n \), yields

\[
E_{\text{NLS}}(w, \mathbb{R}^n) \geq \frac{1}{2} \| \nabla w \|_{L^2(\mathbb{R}^n)}^2 - C \| w \|_{L^2(\mathbb{R}^n)}^{n+s(1-\frac{s}{r})} \| \nabla w \|_{L^2(\mathbb{R}^n)}^{n(\frac{s}{r}-1)},
\]

so that the constrained standard energy is coercive. In the proof of Theorem 1 we show that (7) yields coercivity for the energy (5) also, under the constraint (6) and the subcriticality conditions \( 2 < p < 6 \) and \( 2 < r < 4 \).
Of course coercivity guarantees that the infimum of the functional is finite, but in general does not ensure that it is attained. In fact, while in $\mathbb{R}^n$ subcriticality entails existence of ground states for every mass, this is not true in more complicated domains, like for instance metric star graphs with at least three half-lines ([4, 10]).

In the construction of the energy (5) we introduced two different nonlinearity powers, $p$ in the half-line and $r$ in the plane, to enclose a larger spectrum of problems and to cover all subcritical cases.

Summing up, the problem we analyze is the following:

**Problem.** Given $\alpha, \rho \in \mathbb{R}$, $\beta > 0$, $p \in (2, 6)$, $r \in (2, 4)$ and $\mu > 0$, establish the existence or the nonexistence and, in case of existence, some qualitative features for the ground states at mass $\mu$ of the energy (5), namely the minimizers of the functional

$$E(U) = E_\alpha(u, \mathbb{R}^+) + E_\rho(v, \mathbb{R}^2) - \beta \text{Re}(qu(0))$$

$$= \frac{1}{2} \|u\|_{L^2(\mathbb{R}^+)}^2 + \frac{\alpha}{2} |u(0)|^2 - \frac{1}{p} \|u\|_{L^p(\mathbb{R}^+)}^p + \frac{1}{2} \|\phi\|_{H^1(\mathbb{R}^2)}^2 - \frac{1}{2} \|v\|_{L^2(\mathbb{R}^2)}^2$$

$$+ \left( \rho + \frac{\gamma - \log 2}{2\pi} \right) \frac{|g|^2}{2} - \frac{1}{r} \|v\|_{L^r(\mathbb{R}^2)}^r - \beta \text{Re}(qu(0)),$$

where:

- $u \in H^1(\mathbb{R}^+)$;
- $v = \phi + qK_0/2\pi$, with $\phi \in H^1(\mathbb{R}^2)$, $q \in \mathbb{C}$;
- $U = (u, v)$ satisfies the mass constraint (6).

Let us quickly summarize our results, to be detailed in Section 2. In accordance to the formulation of the Problem, some of them focus on the issue of existence or nonexistence of ground states, while the others concern the shape of such ground states, provided they exist.

The key step for proving existence of ground states lies in showing that the only possible lack of compactness for a minimizing sequences is given by the escape at infinity through the half-line. In other words, the escape at infinity along the plane is not an issue as it is never energetically convenient. This is due to the fact that the plane alone with a contact interaction always traps a ground state [1]. Therefore, in order for a ground state to exist, the energy threshold to be overcome is the energy of the one-dimensional soliton at mass $\mu$ (Theorem 1). Conversely, if the energy of every state is strictly larger than the energy of the one-dimensional soliton with the same mass, then ground states at that mass cannot exist.

Concrete results of existence derive from Theorem 1. First, in Corollaries 2.2 and 2.4 we obtain that, for every choice of the parameters $\alpha \in \mathbb{R}$, $\rho \in \mathbb{R}$, $\beta > 0$, $p \in (2, 6)$, $r \in (2, 4)$, a ground state exists for small and for large mass. This result is obtained through asymptotic analysis and does not provide significant estimates of the mass thresholds. These are given in Corollary 2.3, where we provide explicit thresholds $\mu_{p,r}$ for the mass and $r^*$ for the nonlinearity, so that existence is guaranteed whenever $\mu$ and $r$ are either both above or both below the respective thresholds. On the other hand, for fixed mass there exists a ground state as one of the following hypotheses is satisfied:

1. if $\alpha$ is small enough, depending only on the power $p$ (Corollary 2.5). Since the threshold in $\alpha$ is positive for every $p$, this means that a not too repulsive delta potential at the origin of the half-line guarantees, alone, the presence of a ground state;

2. if $\rho$ is not too large, with a threshold that depends on all other parameters (Corollary 2.7). Recalling that in the linear Schrödinger Equation the two-dimensional contact interaction always has a ground state whose energy increases with $\rho$ [8], this condition means that, even when the delta interaction at the half-line is strongly
repulsive, a sufficiently binding contact interaction on the plane captures a ground state for the hybrid;

(3) if $\beta$ is large enough, with a threshold that depends on all other parameters (Corollary 2.7). This means that, even if all other parameters play an unfavorable role, a strong coupling between the half-line and the plane can trap a ground state. In fact, the coupling always has a binding effect.

Conversely, if we are not in the hypotheses of the previous corollaries that guarantee existence, namely if $\alpha$ and $\rho$ are large and $\beta$ is small, then there are no ground states (Theorem 2).

We point out that our classification does not cover the case $r = \frac{6\rho - 4}{\rho + 2}$, since this condition results in the same scaling law for the energies of the ground states on the free line and the free plane as functions of the mass. So, in order to figure out which component of $I$ is energetically more convenient, one should use the numerical value of the energy of the soliton in the half-line and in the plane, but the latter is currently unknown. Furthermore, as we specify more precisely in Section 2, our results do not cover the whole spectrum of the parameters.

The second kind of results concerns some basic features of the ground states. We distinguish the case of decoupled half-line and plane, i.e. $\beta = 0$, and the case with a coupling $\beta > 0$. In the first case, every ground state is supported either on the half-line, where it is a soliton tail, or on the plane, where it coincides with a ground state for the NLS with a point interaction of strength $\rho$ (Theorem 3). If the plane and the half-line are coupled, then every ground state possesses non-trivial components on the plane and on the half-line, each being a ground state at some mass for the NLS with a suitable point interaction at the origin (Theorem 4). In particular, every ground state displays a logarithmic singularity at the origin of the plane and its two components are connected at the junction by the boundary conditions (22) singled out in [33].

As for the techniques, our proofs rely on the interplay between direct and indirect methods of the Calculus of Variations, together with techniques developed for studying contact interactions in Quantum Mechanics. Our starting point is the information obtained separately for the problem on the half-line [12] and the plane [1, 35]. However, most of the proofs here require more advanced techniques. This is mainly because when studying the existence of ground states on the hybrid, the problems on the two components are separately unconstrained, being the constraint only on the hybrid as a whole. In particular, the proof of Theorem 1 is more technical than the analogous proof in [1], even though we managed to simplify the use of the Gagliardo-Nirenberg inequalities, adequately generalized. Moreover, to prove the features of ground states in the coupled case (Theorem 4), we follow the strategy introduced in [1], i.e. we move to a problem that rephrases the minimization of the action on the Nehari manifold. In such a problem, applying a suitable version of the rearrangement inequalities proves meaningful, while in the original problem this is much harder. However, as Remarks 5.8 and 5.11 explain, in this context such strategy presents a major technical obstacle, which requires further non-trivial efforts to be solved. This is a consequence of choosing different nonlinearity powers on the half-line and the plane.

Our model opens a new research line in a topic that in recent years has prompted a widespread and still growing interest, the Nonlinear Schrödinger (NLS) equation on non-standard domains. In such topic a prominent role has been played by the study of the NLS on metric graphs (see e.g. [11] for a rigorous definition). The reason is twofold. On the one hand, such a model proved to be an effective description of the dynamics of Bose-Einstein Condensates (BEC) in branched traps [41, 48]; which is, among other things, the basic framework for the study of emerging quantum technologies such as atomtronics.
On the other hand, from a mathematical perspective, it gives rise to several new and unexpected phenomenologies for the same problem on Euclidean domains. Consequently, the mathematical literature on the topic has become large in a relatively short time, especially concerning the study of the standing waves for the focusing NLS. For the sake of brevity, we only mention a selection of the most recent results on compact graphs [24, 28], graphs with half-lines [3, 18, 13, 14, 25, 26, 29, 49, 50, 51] and graphs with infinitely many edges [5, 27, 30, 32], even with relativistic corrections [15, 16, 17].

In this perspective, the study of the NLS on the hybrid plane $I$ and, more generally, on connected manifolds consisting of pieces of different dimension, also known as quantum hybrids, appears as a natural generalization of the analogous investigations carried out for quantum graphs. However, the complexity of the techniques grows considerably.

In this regard, it is worth mentioning that the discussion on the NLS ground states on hybrids shares more features with the study of the ground states for the NLS with point defects of delta type, nowadays almost completely understood for the problem on the real line [6, 7, 13, 36, 37, 43] and only recently addressed in the cases of the half-line [12] and of the plane and the space [1, 2, 20, 21, 35, 34].

Due to the structure of the hybrid plane $I$, we take advantage of the results obtained in [1, 12], which represent preliminary investigations aimed at the present work.

Finally, the paper is organized as follows:

* in Section 2 we state and comment the results and give some corollaries;
* in Section 3 we provide the proof of the main result (Theorem 1), that gives necessary and sufficient conditions for the existence of ground states at mass $\mu$;
* in Section 4 we present the proof of a nonexistence result (Theorem 2);
* Section 5 addresses the proof of Theorem 4, concerning the properties of ground states when $\beta > 0$.

The paper ends by two appendices. The first shows that the self-adjoint operator $H$ associated with the quadratic part of (8) is, apart from a factor 2, that constructed in [33], and the second details the spectrum of $H$ in view of the importance of the linear ground state for the nonlinear problem.

2. Main results

Before stating the results, we point out that there exist three negative upper bounds for $E(\mu)$.

**Remark 2.1 (A priori upper bounds).** The function $E(\mu)$ is always negative. More precisely, for every $\mu$ it lies below the following three levels.

1. Denote by $\phi_{\mu}$ the unique positive and even ground state at mass $\mu$ of the functional (1) with $X = \mathbb{R}$ and $s = p$, whose existence is a classical result ([55, 45, 46, 47, 22]). Furthermore,

$$E_{NLS}(\phi_{\mu}, \mathbb{R}) = -\theta p \mu^{\frac{p+2}{p-2}}, \quad \theta_p := -E_{NLS}(\phi_1, \mathbb{R}) > 0. \quad (9)$$

Now consider truncations of $\phi_{\mu}$ on the half-line $\phi_{\mu}^{(n)} = N^{(n)} \chi_{R^+} \phi_{\mu}(x - n)$, where the factor $N^{(n)}$ normalizes the mass to $\mu$. Clearly, $\phi_{\mu}^{(n)}(0) = \phi_{\mu}(n)$ vanishes and $N^{(n)} \to 1$, as $n \to +\infty$, so

$$E_0(\phi_{\mu}^{(n)}, \mathbb{R}^+) = E_{NLS}(\phi_{\mu}, \mathbb{R}) + o(1) \to -\theta p \mu^{\frac{p+2}{p-2}}, \quad n \to +\infty.$$ 

Defining $\Phi_{\mu}^{(n)} = (\phi_{\mu}^{(n)}, 0)$ in $D_{\mu}$, one gets

$$E(\mu) \leq \lim_n E(\Phi_{\mu}^{(n)}) = \lim_n E_0(\phi_{\mu}^{(n)}, \mathbb{R}^+) = -\theta_p \mu^{\frac{p+2}{p-2}}. \quad (10)$$

Note that this bound may not be attained.
(2) Analogously, denote by \( \xi_\mu \) the unique positive and spherically symmetric ground state at mass \( \mu \) of the functional (1) with \( X = \mathbb{R}^2 \) and \( s = r \), whose existence is a classical result too ([45, 46, 47, 22]). It satisfies

\[
E_{NLS}(\xi_\mu, \mathbb{R}^2) = -\tau_\mu \mu^{1-r}, \quad \tau_\mu := -E_{NLS}(\xi_1, \mathbb{R}^2) > 0.
\]  

In addition, denote by \( v_\mu \) a positive and spherically symmetric ground state at mass \( \mu \) of the functional \( E_\rho(\cdot, \mathbb{R}^2) \). In [1] we proved its existence and also that

\[
E_\rho(v_\mu, \mathbb{R}^2) < E_\rho(\xi_\mu, \mathbb{R}^2) = E_{NLS}(\xi_\mu, \mathbb{R}^2),
\]  

since in a decomposition like (3) the function \( \xi_\mu \) has no singular part. Then, introducing the state \( \Upsilon_\mu := (0, v_\mu) \) we get

\[
E(\mu) \leq E(\Upsilon_\mu) = E_\rho(v_\mu, \mathbb{R}^2) < E_\rho(\xi_\mu, \mathbb{R}^2) = -\tau_\mu \mu^{\frac{2}{1-r}}.
\]

(3) Finally, given \( \mu > 0 \) we denote by \( \Psi_\mu \) the unique positive ground state at mass \( \mu \) of twice the quadratic part of the energy (8), namely

\[
Q(U) = \|u'\|^2_{L^2(\mathbb{R}^+)} + \alpha |u(0)|^2 + \\
\|\alpha\|^2_{H^1(\mathbb{R}^2)} - \|v\|^2_{L^2(\mathbb{R}^2)} + \left( \rho + \frac{\gamma - \log 2}{2\pi} \right) |q|^2 - 2\beta \text{Re}(q \bar{u}(0))
\]

Clearly, \( \Psi_\mu = \sqrt{\mu} \Psi_1 \) and \( Q(\Psi_\mu) = -E_{\text{lin}} \mu < 0 \), where we denoted by

\[
E_{\text{lin}} := \inf_{U \in \mathcal{D}, U \neq 0} \frac{Q(U)}{\|U\|^2_{L^2(\mathbb{R}^2)}} = Q(\Psi_1).
\]

See Appendix B for a proof that \(-E_{\text{lin}}\) is actually the least eigenvalue of the self-adjoint operator associated with \( Q \) and is negative. As a consequence, one immediately sees that

\[
E(\mu) \leq E(\Psi_\mu) < \frac{1}{2} Q(\Psi_\mu) = -\frac{E_{\text{lin}}}{2} \mu.
\]

We stress that, while bounds (10) and (13) do not depend on the parameters \( \alpha, \rho \) and \( \beta \), the factor \( E_{\text{lin}} \) does.

An immediate consequence of (16) is that a minimizing sequence at mass \( \mu \) for the functional \( E \) cannot completely disperse and lose the whole mass in the weak limit, since the \( L^p(\mathbb{R}^+) \oplus L'(\mathbb{R}^2) \) norm would vanish and the limit of the energy could not be lower than \(-E_{\text{lin}} \mu \), contradicting (16). Moreover, we prove in Theorem 1 that the possibility of splitting a fraction of the mass is not energetically convenient. Therefore, by concentration-compactness method we conclude that either a minimizing sequence strongly converges to a ground state, or it escapes away to infinity.

In turn, the escape may take place in two ways: on the plane or along the half-line. In either case, the contribution of the contact interaction to the energy becomes negligible, so that, in order to minimize the energy, the sequence has to approximate asymptotically a soliton. However, if a minimizing sequence escaped through the plane, then its energy would converge to that of \( \xi_\mu \), and so \( \Xi_\mu = (0, \xi_\mu) \) would be a ground state at mass \( \mu \) for (8).

Hence, the only situation in which ground states do not exist occurs when minimizing sequences escape along the half-line and asymptotically mimic the one-dimensional soliton \( \varphi_\mu \). Conversely, in order to ensure that a ground state exists, it is sufficient to exhibit a competitor whose energy is lower than the energy of the one-dimensional soliton with the same mass. This is summarized in the theorem below.
Theorem 1 (A necessary and sufficient condition for existence). A ground state at mass \( \mu \) for the energy (8) on the hybrid plane \( I \) exists if and only if there is a function \( W \in D_{\mu} \) such that

\[
E(W) \leq E_{NLS}(\varphi_{\mu}, \mathbb{R}) = -\theta_{p} \mu^{\frac{p+2}{p-r}}
\]

where \( \varphi_{\mu} \) is a ground state at mass \( \mu \) for the standard NLS energy \( E_{NLS}(\cdot, \mathbb{R}) \).

As a first consequence of Theorem 1, we remark that a ground state always exists provided that the mass is small enough. This conclusion comes straightforwardly from Theorem 1 and the bound (16). Indeed, since (16) is linear in \( \mu \), while the bound in (17) is superlinear, for small mass one has

\[
E_{p} \mu^{q} \leq E_{\text{lin}}(\mu^{\frac{p+2}{p-r}}).
\]

So we proved the corollary below.

Corollary 2.2 (Existence for small \( \mu \)). Fix \( \alpha, \rho \in \mathbb{R}, \beta \geq 0, p \in (2,6) \). Then, there exists \( \mu^*(p, \alpha, \rho, \beta) > 0 \) such that for every \( \mu \in (0, \mu^*) \) there is a ground state at mass \( \mu \) for the energy (8).

In view of point (2) of Remark 2.1, the second consequence of Theorem 1 is that, if the infimum of the free NLS energy (1) on the plane is smaller than the analogous quantity on the line, then (17) is satisfied and a ground state exists. Such a condition amounts to

\[
\theta_{p} \mu^{\frac{p+2}{p-r}} < \tau_{r} \mu^{\frac{2}{p-r}},
\]

and gives for the mass the threshold value

\[
\mu_{p,r} = \left( \frac{\tau_{r}}{\theta_{p}} \right)^{\frac{6p-6r+24}{6p-2r-4r}}.
\]

Since the exponent at the l.h.s. of (18) is smaller than the exponent at the r.h.s. if and only if

\[
r > r^* := \frac{6p - 4}{p + 2}
\]

the next corollary follows.

Corollary 2.3. Fix \( p \in (2,6), r \in (2,4) \). If

\[
r < r^* \quad \text{and} \quad \mu \in (0, \mu_{p,r}]
\]

or

\[
r > r^* \quad \text{and} \quad \mu \geq \mu_{p,r},
\]

then there is a ground state at mass \( \mu \) for the energy (8).

Unfortunately, we are not able to treat the case \( r = r^* \) since, to our knowledge, a comparison between \( \theta_{p} \) and \( \tau_{r} \) is not available.

The third consequence of Theorem 1 is that, whenever a ground state \( \varphi_{\alpha,\mu} \) at mass \( \mu \) for the functional (2) exists, condition (17) is fulfilled by the state \( \Phi_{\alpha,\mu} := (\varphi_{\alpha,\mu}, 0) \). Indeed one has \( \|\Phi_{\alpha,\mu}\|_{L_{2}(I)} = \mu \) and

\[
E(\Phi_{\alpha,\mu}) = E_{\alpha}(\varphi_{\alpha,\mu}, \mathbb{R}^+) \leq E_{NLS}(\varphi_{\mu}, \mathbb{R}).
\]

Thus, one inherits the next result, proved in [12, Theorems 1.2 and 1.3] and summarized in the corollary below.

Corollary 2.4 (Existence for large \( \mu \)). Fix \( \alpha \in \mathbb{R}, p \in (2,6) \). Therefore:

(1) when \( \alpha \leq 0 \) there is a ground state at mass \( \mu \) for the energy (8) for every \( \mu > 0 \);
(2) when $\alpha > 0$ and $p \in (2,4]$, if $\mu > \mu_p(\alpha)$, where $\mu_p(\alpha) > 0$ is the mass of the one-dimensional soliton that solves
\[ u'' + |u|^{p-2}u = \alpha^2 u, \]
then there is a ground state at mass $\mu$ for the energy (8);

(3) when $\alpha > 0$ and $p \in (4,6)$ there exists $\tilde{\mu} \in (0, \mu_p(\alpha))$ such that, if $\mu > \tilde{\mu}$, then there is a ground state at mass $\mu$ for the energy (8).

At this point we know that there exist ground states for small and large values of the mass. What happens in the intermediate region of masses may depend on the values of the other parameters of the problem.

The next corollary shows that for fixed $\mu$ the existence of ground states at mass $\mu$ is ensured if $\alpha$ is negative or sufficiently small with respect to $\mu$. This result is obtained just rephrasing [12, Proposition 1.4], that discusses the existence of ground states at mass $\mu$ for (2) as $\alpha$ varies.

**Corollary 2.5** (Existence for small or negative $\alpha$). For any $\mu > 0$ and any $p \in (2,6)$ there is a number $\alpha_p(\mu) > 0$ such that, if
\[ \alpha < \alpha_p(\mu) \]
or
\[ \alpha = \alpha_p(\mu) \quad \text{and} \quad 4 < p < 6, \]
then there exists a ground state at mass $\mu$ for the energy (8). Furthermore, $\alpha_p$ is a strictly monotonically increasing function of the mass $\mu$ and satisfies
\[ \alpha_p(\mu) = \begin{cases} \frac{\mu - 2}{p - 2}, & 2 < p \leq 4 \\ \frac{\mu}{p - 2}, & 4 < p < 6, \end{cases} \]
where
\[ C_p = \left( \frac{2}{p} \right)^{\frac{2}{p-2}} \left( \frac{p - 2}{4 \int_0^1 (1 - s^2)^{\frac{p}{p-2}} ds} \right)^{\frac{p-2}{p}}. \]

**Remark 2.6.** The threshold $\alpha_p$ is independent of $\rho$ and $\beta$ and is sharp for the problem on the half-line. Indeed, [12, Proposition 1.4] guarantees that, if (20) is not satisfied, i.e.
\[ \alpha > \alpha_p(\mu) \]
or
\[ \alpha = \alpha_p(\mu) \quad \text{and} \quad 2 < p \leq 4, \]
then ground states for $E_\alpha(\cdot, \mathbb{R}^+)$ at mass $\mu$ do not exist and the level $E_{\text{NLS}}(\varphi_\mu, \mathbb{R})$ is not reached.

On the other hand, as the following corollary illustrates, for fixed $\mu$ it is sufficient to make either $\rho$ small or $\beta$ large enough to obtain the existence of a ground state, also when (20) is not satisfied.

**Corollary 2.7** (Existence for small $\rho$ or large $\beta$). For every $\mu > 0$ there exist $\tilde{\rho} \in \mathbb{R}$ and $\tilde{\beta} \geq 0$ such that, if $\rho \leq \tilde{\rho}$ or $\beta \geq \tilde{\beta}$, then there is a ground state at mass $\mu$ for the energy (8).

Note that the existence of $\tilde{\rho}$ does not depend on the other parameters of the problem, while its value may depend on them in general. Indeed, if one fixes a state $U = (u, v) \in D_\mu$ with $q \neq 0$, then
\[ \lim_{\rho \to -\infty} E(U) = -\infty. \]
Therefore, there is a value \( \tilde{\rho} \) for which \( E(U) \leq E_{NLS}(\varphi_\mu, \mathbb{R}) \) for every \( \rho \leq \tilde{\rho} \), entailing the existence of ground states by Theorem 1. An analogous result can be established for \( \tilde{\beta} \) just assuming \( q \) and \( u(0) \) positive and letting \( \beta \rightarrow +\infty \).

Now, we focus on nonexistence. To such aim, according to Theorem 1, one has to prove that the energy of any state exceeds that of the one-dimensional soliton with the same mass. This is guaranteed if \( \alpha \) and \( \rho \) are large and \( \beta \) is small.

**Theorem 2** (Nonexistence). Let \( p \in (2, 6) \), \( r \in (2, 4) \setminus \{ r^* \} \), \( \mu > 0 \). Assume also that (19) does not hold and (21) holds. There exists \( \rho^*(r, p, \mu) \in \mathbb{R} \) such that:

(i) if \( \beta = 0 \), then ground states at mass \( \mu \) for the energy (8) do not exist if and only if \( \rho > \rho^* \);

(ii) if \( \beta > 0 \) and \( \alpha \neq \alpha_p(\mu) \), setting

\[
\beta^2 = \frac{\beta^2}{\alpha - \alpha_p(\mu)},
\]

then ground states at mass \( \mu \) for the energy (8) exist when \( \rho \leq \rho^* \) and do not exist when \( \rho > \rho^* + k^* \) or \( \rho = \rho^* + k^* \) and \( p \in (2, 4] \).

Notice that when \( \beta > 0 \) the lower threshold \( \rho^* + k^* \) for the nonexistence may be larger than the analogous threshold in the case \( \beta = 0 \), namely \( \rho^* \). Indeed, the presence of \( \beta \) may favour the existence of a ground state. To understand this fact, consider the family of states \( U_0 = (u, e^{i\theta}v) \). If \( \beta = 0 \), then all such states have the same energy. If \( \beta > 0 \), then the energy of \( U_0 \) presents an additional term \( -\beta \text{Re}(e^{i\theta}qu(0)) \), that can be minimized by choosing the phase \( \theta \) so to make \( e^{i\theta}qu(0) \) real and positive. This implies that a positive \( \beta \) may lower the infimum \( E(\mu) \) and possibly push it below the threshold given in (17) and then entail existence. In order to compensate this effect and restore nonexistence, the parameter \( \rho \) must be pushed forward, and \( k^* \) is a quantitative measure of this need. On the other hand, we are not able to prove that the expression given for \( k^* \) is optimal or to rule out situations for which the optimal \( k^* \) is zero (while Corollary 2.7 entails that at least in some cases the optimal \( k^* \) has to be positive). Note also that \( k^* \rightarrow 0 \), as \( \beta \rightarrow 0 \). This shows that, as the coupling weakens, the phenomenology converges to that of the decoupled case. On the contrary, \( k^* \rightarrow +\infty \), as \( \beta \rightarrow +\infty \), which suggests that, as the coupling strengthens, it becomes harder not to have ground states. However, at the moment, it remains unclear how to go beyond the threshold \( \rho^* \) for the proof of the existence for any fixed \( \beta > 0 \) (while for \( \beta \) large enough the answer is again provided by Corollary 2.7).

The last results illustrate some features of ground states, provided they exist. First, in the case \( \beta = 0 \) the strict convexity of the function \( E \) gives complete segregation: the ground state is supported either on the plane, or on the half-line. We omit the proof as it is a straightforward consequence of Step 1 of the proof of Theorem 2 and [12, 1].

**Theorem 3** (Shape of ground states. Decoupled case). Let \( \beta = 0 \) and assume that there exists a ground state at mass \( \mu \) for the energy (8), denoted by \( U = (u, v) \). Then, up to a multiplication by a constant phase, the following alternative holds.

(i) If there is a ground state \( \varphi_{\alpha, \mu} \) at mass \( \mu \) for \( E_\alpha(\cdot, \mathbb{R}^+) \) and

\[
E_\alpha(\varphi_{\alpha, \mu}, \mathbb{R}^+) \leq E_\rho(v_{p, \mu}, \mathbb{R}^2),
\]

with \( v_{p, \mu} \) a ground state at mass \( \mu \) for \( E_\rho(\cdot, \mathbb{R}^2) \), then \( U = (\varphi_{\alpha, \mu}, 0) \) when the inequality is strict, while either \( U = (\varphi_{\alpha, \mu}, 0) \) or \( U = (0, v_{p, \mu}) \) when the equality holds. Moreover, the ground state energy is given by

\[
E(\mu) = E_\alpha(\varphi_{\alpha, \mu}, \mathbb{R}^+) \].
(ii) In all other cases, \( U = (0,v,q) \) and the ground state energy reads
\[
\mathcal{E}(\mu) = E_{\mu}(v,q)_{\mathbb{R}^2}.
\]

**Remark 2.8.** The shape of the ground states in such decoupled case can be easily deduced by Theorem 3. It is indeed well-known ([12, 37, 36]), that a positive ground state for \( E_\alpha(\cdot,\mathbb{R}^+) \) is a one-dimensional soliton, translated in such a way that its mass on the half-line equals \( \mu \) and Robin boundary condition \( u'(0^+) = \alpha u(0) \) is satisfied. Furthermore, by [1] we know that, for every ground state \( u = \phi + qK_0/2\pi \) for \( E(\cdot,\mathbb{R}^2) \), the regular part \( \phi \) belongs to \( H^2(\mathbb{R}^2) \) and the matching condition \( \phi(0) = (\rho + (\gamma - \log 2)/2\pi)q \) is satisfied. Moreover, \( \phi \) is positive, radially symmetric and decreasing along the radial direction, up to a multiplication by a constant phase.

The last result treats the general coupled case \( \beta > 0 \).

**Theorem 4** (Shape of ground states. Coupled case). Let \( \beta > 0 \) and assume that there exists a ground state at mass \( \mu \) for the energy \( E \), denoted by \( U = (u,v) \). Then, \( u \neq 0 \) and \( v = \phi + qK_0/2\pi \) with nonvanishing \( q \) and \( \phi \). Besides, \( \phi \in H^2(\mathbb{R}^2) \) and the boundary conditions
\[
\begin{align*}
u'(0^+) &= \alpha u(0) - \beta q \\
\phi(0) &= -\beta u(0) + \left( \rho + \frac{\gamma - \log 2}{2\pi} \right) q
\end{align*}
\]
are satisfied. Moreover, up to a multiplication by a constant phase, \( u \) is a truncated one-dimensional soliton and \( v \) is positive, radially symmetric and decreasing along the radial direction. Finally, the ground state energy fulfills
\[
\mathcal{E}(\mu) < -\theta_\mu \mu^{\frac{\beta}{\beta - p}}.
\]

We remark that the conditions (22) are those found by Exner and Šebi in [33] (see Appendix A).

Furthermore, while Theorem 3 is an immediate consequence of the concavity properties of the function \( \mathcal{E} \) at \( \beta = 0 \) ([1, 12, 35]), the proof of Theorem 4 requires some non elementary extensions of the techniques developed in [1], since establishing the features of the part supported on the plane presents some further technical problems.

In addition, in Theorems 3 and 4 the assumption of subcritical nonlinearity \( p \in (2,6) \), \( r \in (2,4) \) plays no role. Indeed, the shape of \( u \) depends on the fact that it satisfies the stationary NLS, whereas the shape of \( v \) is obtained by proving that \( U = (u,v) \) is a minimizer of the action functional on the corresponding Nehari manifold, that does not require subcriticality (see Section 5).

Finally, we mention that the features of the ground states established by Theorems 3 and 4 imply that they belong to the domain of the self-adjoint operator associated with the quadratic part of \( E \) (see Appendix A).

2.1. Notation. We end the present Section by fixing some notation that will be used throughout the paper.

First, we recall the structure of the functions in the energy space \( \mathcal{V} \) on the plane (see [1, 54])). Given an arbitrary positive number \( \lambda \), any \( v \in \mathcal{V} \) can be decomposed as follows
\[
v := \phi_\lambda + qG_\lambda,
\]
where \( G_\lambda = \frac{1}{2\pi}K_0(\sqrt{\lambda} \cdot) \). Note that, if \( v \in H^1(\mathbb{R}^2) \), then \( \phi_\lambda = v \) for every \( \lambda > 0 \); whereas, if \( q \neq 0 \) and \( \nu \neq \lambda \), then
\[
\phi_\nu = \phi_\lambda + q(G_\lambda - G_\nu).
\]
Obviously, one recovers the decomposition (3) by setting \( \lambda = 1 \) and \( \phi_1 = \phi \). Consistently, the planar component \( E_{\mu}(\cdot,\mathbb{R}^2) \) of the energy \( E \) given in (4) rewrites as (see again [1])
\[ E_\rho(v, \mathbb{R}^2) = \frac{1}{2} \| \nabla \phi \lambda \|_{L^2(\mathbb{R}^2)}^2 + \frac{\lambda}{2} \left( \| \phi \lambda \|_{L^2(\mathbb{R}^2)}^2 - \| v \|_{L^2(\mathbb{R}^2)}^2 \right) \]
\[ + \left( \rho + \frac{\gamma - \log 2 + \log \sqrt{\lambda}}{2\pi} \right) \frac{|q|^2}{2} - \frac{1}{r^2} \| v \|_{L^r(\mathbb{R}^2)}^2 \]  
(25)

Second, we denote by \( Q_\alpha(u, \mathbb{R}^+) \) and \( Q_\rho(v, \mathbb{R}^2) \), the quadratic parts of the energies of the linear and the planar components, i.e.
\[ Q_\alpha(u, \mathbb{R}^+) = \| u' \|_{L^2(\mathbb{R}^+)}^2 + |u(0)|^2 \]  
(26)
\[ Q_\rho(v, \mathbb{R}^2) = \| \nabla \phi \lambda \|_{L^2(\mathbb{R}^2)}^2 + \lambda \left( \| \phi \lambda \|_{L^2(\mathbb{R}^2)}^2 - \| v \|_{L^2(\mathbb{R}^2)}^2 \right) \]
\[ + \left( \rho + \frac{\gamma - \log 2 + \log \sqrt{\lambda}}{2\pi} \right) |q|^2 \]  
(27)
so that the energy writes
\[ E(U) = \frac{1}{2} Q_\alpha(u, \mathbb{R}^+) + \frac{1}{2} Q_\rho(v, \mathbb{R}^2) - \beta \text{Re}(qu(0)) - \frac{1}{p} \| u \|_{L^p(\mathbb{R}^+)}^p - \frac{1}{r} \| u \|_{L^r(\mathbb{R}^2)}^r. \]
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3. **NECESSARY AND SUFFICIENT CONDITION: PROOF OF THEOREM 1**

Here we present the proof of the necessary and sufficient condition for the existence of ground states.

**Proof of Theorem 1.** The proof that (17) is a necessary condition for existence is straightforward. If a ground state \( U \) exists, then by point (1) in remark 2.1 it must be \( E(U) \leq -\theta_\mu \frac{\rho+2}{\rho+\beta} \).

Let us prove the inverse implication. Assume that there exists \( W \in \mathcal{D}_\mu \) such that \( E(W) \leq -\theta_\mu \frac{\rho+2}{\rho+\beta} \). If \( E(\mu) = E(W) \), then \( W \) is a ground state. Suppose instead that
\[ E(\mu) < E(W) \leq -\theta_\mu \frac{\rho+2}{\rho+\beta} \]  
(28)
and consider a minimizing sequence \( U_n = (u_n, v_n) \) at a given mass \( \mu > 0 \) for \( E \). To get a lower bound we first use the one-dimensional Gagliardo-Nirenberg estimates
\[ \| u_n \|_{L^p(\mathbb{R}^+)}^p \leq C \| u_n \|_{L^2(\mathbb{R}^+)}^{\frac{p+1}{2}} \| u_n' \|_{L^2(\mathbb{R}^+)}^{\frac{p}{2}} \]  
(29)
and
\[ \| u_n \|_{L^2(\mathbb{R}^+)}^2 \leq C \| u_n \|_{L^2(\mathbb{R}^+)} \| u_n' \|_{L^2(\mathbb{R}^+)} \]  
(30)
Furthermore, to estimate the contribution of the two-dimensional component \( v_n \) we use decomposition (23) and proceed by modifying the analogous estimate given in [1] in the
following way:

\[ \|v_n\|_{L^\infty(\mathbb{R}^2)} \leq C\|\phi_{\lambda,n}\|_{L^\infty(\mathbb{R}^2)} + C\left|q_n\right|^r \]

\[ \leq C\|\nabla\phi_{\lambda,n}\|_{L^2(\mathbb{R}^2)}^{-2}\|\phi_{\lambda,n}\|_{L^2(\mathbb{R}^2)}^2 + C\left|q_n\right|^r \]

\[ \leq C\|\nabla\phi_{\lambda,n}\|_{L^2(\mathbb{R}^2)}^{-2}\|v_n\|_{L^2(\mathbb{R}^2)}^2 + C\|\nabla\phi_{\lambda,n}\|_{L^2(\mathbb{R}^2)}^{-2}\|\phi_{\lambda,n}\|_{L^2(\mathbb{R}^2)}^2 \left|q_n\right|^2 + C\left|q_n\right|^r \]

(31)

where we used the triangular inequality, the identity \( \|G_\lambda\|_{L^\infty(\mathbb{R}^2)} = \frac{C}{\lambda} \), and the two-dimensional Gagliardo-Nirenberg estimate

\[ \|\phi_{\lambda,n}\|_{L^\infty(\mathbb{R}^2)} \leq C\|\nabla\phi_{\lambda,n}\|_{L^2(\mathbb{R}^2)}^{-2}\|\phi_{\lambda,n}\|_{L^2(\mathbb{R}^2)}^2 \]

(32)

Now, if \( q_n \neq 0 \), then choose \( \lambda_n = |q_n|^2 \), so (31) yields

\[ \|v_n\|_{L^\infty(\mathbb{R}^2)} \leq C\|\nabla\phi_{|q_n|^2,n}\|_{L^2(\mathbb{R}^2)}^{-2}\|v_n\|_{L^2(\mathbb{R}^2)}^2 + C\|\nabla\phi_{|q_n|^2,n}\|_{L^2(\mathbb{R}^2)}^{-2}\|\phi_{|q_n|^2,n}\|_{L^2(\mathbb{R}^2)}^2 + \left|q_n\right|^{-2} \]

(33)

Let us stress that inequality (33) covers the case \( q_n = 0 \) too, since in that case \( \phi_{|q_n|^2,n} = v_n \) and (33) reduces to the ordinary two-dimensional Gagliardo-Nirenberg inequality (32).

Then, denoting \( \phi_{0,n} := v_n \), estimate (33) holds for every \( v_n \).

Absorbing into the constant \( C \) the quantities \( \|u_n\|_{L^2(\mathbb{R}^+)}^2 \) and \( \|v_n\|_{L^2(\mathbb{R}^2)}^2 \), both bounded by \( \mu \), controlling the coupling term by using (30) as

\[ -\beta \text{Re}(q_n u_n(0)) \geq -C\|q_n\| \|u\|_{L^2(\mathbb{R}^+)}^2 \|u\|_{L^2(\mathbb{R}^+)}^2 \geq -C\|q_n\|^2 - C\|u\|_{L^2(\mathbb{R}^+)}^2 \]

and using (25), one obtains

\[ E(U_n) \geq \frac{1}{2} \|u_n\|_{L^2(\mathbb{R}^+)}^2 - C \left( \|u_n\|_{L^2(\mathbb{R}^+)}^2 + \|u\|_{L^2(\mathbb{R}^+)}^2 \right) \]

\[ + \frac{1}{2} \|\nabla\phi_{|q_n|^2,n}\|_{L^2(\mathbb{R}^2)}^2 - C \|\nabla\phi_{|q_n|^2,n}\|_{L^2(\mathbb{R}^2)}^{-2} \left|q_n\right|^2 \left( \log \left|q_n\right| - C \right) - \frac{\left|q_n\right|^{-2}}{r} \]

\[ =: f \left( \|u_n\|_{L^2(\mathbb{R}^+)}^2 \right) + g \left( \|\nabla\phi_{|q_n|^2,n}\|_{L^2(\mathbb{R}^2)} \right) + h \left( \left|q_n\right| \right) \]

where the one-variable functions \( f, g, h \) are lower bounded and divergent with their arguments as \( p < 6 \) and \( r < 4 \). Since \( E(U_n) \) converges to \( E(\mu) \), it is a bounded sequence and, the quantities \( \|u_n\|_{L^2(\mathbb{R}^+)}^2, \|\nabla\phi_{|q_n|^2,n}\|_{L^2(\mathbb{R}^2)} \), \( q_n \) must be bounded too. Furthermore, \( \|u_n\|_{L^2(\mathbb{R}^+)}^2 \leq \mu \) and

\[ \|\phi_{|q_n|^2,n}\|_{L^2(\mathbb{R}^2)} \leq \|u_n\|_{L^2(\mathbb{R}^2)} + \left|q_n\right| \|\mathcal{G}_{|q_n|^2}\|_{L^2(\mathbb{R}^2)} = \sqrt{\mu} + C. \]

As a consequence, \( u_n \) and \( \phi_{|q_n|^2,n} \) are bounded respectively in \( H^1(\mathbb{R}^+) \) and \( H^1(\mathbb{R}^2) \), so that, up to subsequences,

\[ \cdot \ u_n \text{ converges to } u \text{ in the weak topology of } H^1(\mathbb{R}^+), \]

\[ \cdot \ q_n \text{ converges to } q \text{ in } C, \]

\[ \cdot \ \phi_{|q_n|^2,n} \text{ converges to } \phi^* \text{ in the weak topology of } H^1(\mathbb{R}^2). \]

Moreover, if \( q_n = 0 \), then \( \phi_{1,n} = \phi_{|q_n|^2,n} = v_n \), whereas, by (24), if \( q_n \neq 0 \), then

\[ \phi_{1,n} = \phi_{|q_n|^2,n} + q_n (\mathcal{G}_{|q_n|^2} - \mathcal{G}_1). \]

Since in this latter case \( q_n (\mathcal{G}_{|q_n|^2} - \mathcal{G}_1) \) admits a weak limit in \( H^1(\mathbb{R}^2) \) it is also bounded in \( H^1(\mathbb{R}^2) \). Thus, \( \phi_{1,n} \) is bounded in \( H^1(\mathbb{R}^2) \) too and, again up to subsequences,

\[ \cdot \ \phi_{1,n} \text{ converges to } \phi_1 \text{ in the weak topology of } H^1(\mathbb{R}^2) \text{ (which is equal to } \phi^* \text{ whenever } q = 0). \]

In addition, \( q_n \mathcal{G}_{|q_n|^2} \) converges to \( q \mathcal{G}_{|q|^2} \) strongly in \( L^s(\mathbb{R}^2) \), if \( q \neq 0 \), and to 0 weakly in \( L^s(\mathbb{R}^2) \), if \( q = 0 \), for \( s \in [1, +\infty) \). Hence,
\( \nu_n \) converges to \( v := \begin{cases} \phi_1 + qG_1 & \text{if } q \neq 0, \\ \phi_1 & \text{if } q = 0, \end{cases} \) weakly in \( L^s(\mathbb{R}^2) \), for \( s \in [2, +\infty) \).

Now, we focus on the function \( U \in (u, v) \), which is the weak limit in \( L^2(I) \) of the sequence \( U_n \), and call \( m \) its mass. Suppose, by contradiction, that \( m = 0 \), then \( u = 0 \) and \( v = 0 \). This entails \( |u_n(0)| \to 0 \), as the weak convergence of \( u \) holds in \( H^1(\mathbb{R}^+) \), and \( q_n \to 0 \). Thus, \( \|v_n\|_{L^1(\mathbb{R}^2)} = \|\phi_{1,n}\|_{L^1(\mathbb{R}^2)} + o(1) \), for \( s \in [2, +\infty) \), so that

\[
E(U_n) = E_{\alpha}(u_n, \mathbb{R}^+) + E_{\rho}(v_n, \mathbb{R}^2) - \beta \text{Re}(q_n u_n(0)) \\
= E_{NLS}(u_n, \mathbb{R}^+) + E_{NLS}(\phi_{1,n}, \mathbb{R}^2) + o(1). \tag{34}
\]

In addition, if we define

\[
u_n^*(x) := \begin{cases} 0 & \text{if } x < 0, \\ x & \text{if } 0 \leq x < |u_n(0)|, \\ |u_n(x - |u_n(0)|)| & \text{if } x \geq |u_n(0)|, \end{cases}
\]

then

\[
E_{NLS}(u_n, \mathbb{R}^+) \geq E_{NLS}(\nu_n^*, \mathbb{R}) - \frac{1}{2} |u_n(0)| - \frac{|u_n(0)|^{p+1}}{p(p+1)} = E_{NLS}(\nu_n^*, \mathbb{R}) + o(1). \tag{35}
\]

Therefore, using (9), (11), (28), (34) and (35)

\[
-\theta_{p\mu^{\frac{p+2}{p-2}}} > \mathcal{E}(\mu) \geq \lim_{n \to +\infty} E(U_n) = \lim_{n \to +\infty} \left( E_{NLS}(\nu_n^*, \mathbb{R}) + E_{NLS}(\phi_{1,n}, \mathbb{R}^2) \right) \\
\geq \lim_{n \to +\infty} \left( -\theta_p \|\nu_n^*\|_{L^2(\mathbb{R}^+)}^{\frac{2p+4}{6-p}} - \tau_r \|\phi_{1,n}\|_{L^2(\mathbb{R}^2)}^{\frac{4}{6-p}} \right) \\
= \lim_{n \to +\infty} \left( -\theta_p \|\nu_n\|_{L^2(\mathbb{R}^+)}^{\frac{2p+4}{6-p}} - \frac{1}{3} |u_n(0)|^3 - \tau_r \|v_n\|_{L^4(\mathbb{R}^2)}^{\frac{2}{6-p}} \right) \\
= \lim_{n \to +\infty} \left( -\theta_p \|\nu_n\|_{L^2(\mathbb{R}^+)}^{\frac{2p+4}{6-p}} - \tau_r \left( \mu - \|u_n\|_{L^2(\mathbb{R}^+)}^2 \right)^\frac{2}{6-p} \right) \\
\geq \min \left\{ -\theta_{p\mu^{\frac{p+2}{p-2}}}, -\tau_r \mu^{\frac{2}{6-p}} \right\},
\]

where in the last line we used the concavity of the functions \( -\theta_{p\mu^{\frac{p+2}{p-2}}} \) and \( -\tau_r \mu^{\frac{2}{6-p}} \). If \( \min \left\{ -\theta_{p\mu^{\frac{p+2}{p-2}}}, -\tau_r \mu^{\frac{2}{6-p}} \right\} = -\theta_{p\mu^{\frac{p+2}{p-2}}} \), then the contradiction is immediate. Otherwise, one has

\[-\tau_r \mu^{\frac{2}{6-p}} \leq \mathcal{E}(\mu) < -\theta_{p\mu^{\frac{p+2}{p-2}}}.
\]

Now, as observed in Remark 2.1, the energy level \( -\tau_r \mu^{\frac{2}{6-p}} \) is overcome by the competitor \( \Upsilon_\mu = (0, v_\mu) \), where \( v_\mu \) is a ground state at mass \( \mu \) for \( E_{\rho}(\cdot, \mathbb{R}^2) \), so

\[
\mathcal{E}(\mu) \leq E(\Upsilon_\mu) < -\tau_r \mu^{\frac{2}{6-p}} \leq \mathcal{E}(\mu)
\]

which is a contradiction too. As a consequence, \( m \neq 0 \).

Suppose now \( 0 < m < \mu \). Then

\[
\|U_n - U\|_{L^2(I)}^2 = \|u_n - u\|_{L^2(\mathbb{R}^+)}^2 + \|v_n - v\|_{L^2(\mathbb{R}^2)}^2 = \mu - m + o(1).
\]
On the one hand, since $p > 2$, $r > 2$ and $\frac{\mu}{\|U_n - U\|_{L^2(I)}^2} > 1$, there results
\[
\mathcal{E}(\mu) \leq \mathcal{E} \left( \sqrt{\frac{\mu}{\|U_n - U\|_{L^2(I)}^2}} (U_n - U) \right) = \frac{1}{2} \frac{\mu}{\|U_n - U\|_{L^2(I)}^2} Q_{\alpha}(u_n - u, \mathbb{R}^+) \]
\[- \frac{1}{p} \left( \frac{\mu}{\|U_n - U\|_{L^2(I)}^2} \right)^{\frac{p}{2}} \|u_n - u\|_{L^p(\mathbb{R}^+)}^p + \frac{1}{2} \frac{\mu}{\|U_n - U\|_{L^2(I)}^2} Q_{\rho}(v_n - v, \mathbb{R}^2)\]
\[- \frac{1}{r} \left( \frac{\mu}{\|U_n - U\|_{L^2(I)}^2} \right)^{\frac{r}{2}} \|v_n - v\|_{L^r(\mathbb{R}^2)}^r\]
\[- \frac{\mu}{\|U_n - U\|_{L^2(I)}^2} \beta \text{Re} \left( (q_n - q)(u_n(0) - u(0)) \right)\]
\[< \frac{\mu}{\|U_n - U\|_{L^2(I)}^2} E(U_n - U),\]
and, hence,
\[\liminf_n E(U_n - U) \geq \frac{\mu - m}{\mu} \mathcal{E}(\mu). \quad (36)\]
On the other hand, by an analogous computation,
\[\mathcal{E}(\mu) \leq E \left( \sqrt{\frac{\mu}{\|U\|_{L^2(I)}^2}} U \right) < \frac{\mu}{\|U\|_{L^2(I)}^2} E(U)\]
and thus
\[E(U) > \frac{m}{\mu} \mathcal{E}(\mu). \quad (37)\]
In addition, we can also prove that
\[E(U_n) = E(U_n - U) + E(U) + o(1). \quad (38)\]
Indeed, since $u_n \rightarrow u$ in $H^1(\mathbb{R}^+)$ and $u_n(0) \rightarrow u(0)$, we have
\[Q_{\alpha}(u_n - u, \mathbb{R}^+) = Q_{\alpha}(u_n, \mathbb{R}^+) - Q_{\alpha}(u, \mathbb{R}^+) + o(1),\]
and, analogously, since $v_n \rightarrow v$ in $L^2(\mathbb{R}^2)$, $q_n \rightarrow q$, and $\phi_{1,n} \rightarrow \phi_1$ in $H^1(\mathbb{R}^2)$, one has
\[Q_{\rho}(v_n - v, \mathbb{R}^2) = Q_{\rho}(v_n, \mathbb{R}^2) - Q_{\rho}(v, \mathbb{R}^2) + o(1).\]
Moreover, since, on the one hand, $\|u_n\|_{L^p(\mathbb{R}^+)} \leq C$ and $u_n \rightarrow u$ a.e. on $\mathbb{R}^+$ and, on the other hand, $\|v_n\|_{L^r(\mathbb{R}^2)} \leq C$ and $v_n \rightarrow v$ a.e. on $\mathbb{R}^2$, by the Brezis-Lieb Lemma ([19]) we get
\[\|u_n\|_{L^p(\mathbb{R}^+)} = \|u_n - u\|_{L^p(\mathbb{R}^+)} + \|u\|_{L^p(\mathbb{R}^+)} + o(1),\]
and
\[\|v_n\|_{L^r(\mathbb{R}^2)} = \|v_n - v\|_{L^r(\mathbb{R}^2)} + \|v\|_{L^r(\mathbb{R}^2)} + o(1).\]
Finally,
\[\text{Re} \left( (q_n - q)(u_n(0) - u(0)) \right) = \text{Re} \left( q_n u_n(0) \right) - \text{Re} \left( q u(0) \right) + o(1),\]
so that, combining with (36), (37) and (38), there results that
\[\mathcal{E}(\mu) = \liminf_n E(U_n) = \liminf_n E(U_n - U) + E(U) > \frac{\mu - m}{\mu} \mathcal{E}(\mu) + \frac{m}{\mu} \mathcal{E}(\mu) = \mathcal{E}(\mu),\]
which is a contradiction. Thus $m = \mu$ and $U \in \mathcal{D}_\mu$, so $u_n \rightarrow u$ in $L^2(\mathbb{R}^+)$, $v_n \rightarrow v$ in $L^2(\mathbb{R}^2)$ and $\phi_{1,n} \rightarrow \phi_1$ in $L^2(\mathbb{R}^2)$.
It is, then, left to prove that
\[ E(U) \leq \liminf_{n} E(U_n) = \mathcal{E}(\mu). \] (39)

Because of the previous steps, the proof of (39) reduces to showing that \( u_n \to u \) in \( L^p(\mathbb{R}^+) \) and \( v_n \to v \) in \( L^p(\mathbb{R}^2) \). On the one hand, by using (29) and the fact that \( \|u'_n - u'_n\|_{L^2(\mathbb{R}^+)} \) is bounded and \( u_n \to u \) in \( L^2(\mathbb{R}^+) \), there results
\[ \|u_n - u\|^p_{L^p(\mathbb{R}^+)} \leq C_p \|u'_n - u'_n\|^p_{L^2(\mathbb{R}^+)} \|u_n - u\|_{L^2(\mathbb{R}^+)}^{p-1} \to 0. \]

On the other hand, fixing \( \lambda = 1 \) in (31), one has
\[ \|v_n - v\|^p_{L^p(\mathbb{R}^2)} \leq C \left( \|\nabla(\phi_{1,n} - \phi_1)\|^p_{L^2(\mathbb{R}^2)} (\|v_n - v\|^2_{L^2(\mathbb{R}^2)} + |q_n - q|^2) + |q_n - q|^{p-2} \right), \]
which goes to 0 and completes the proof since \( \|\nabla \phi_{1,n}\|_{L^2(\mathbb{R}^2)} \) is bounded, \( v_n \to v \) in \( L^2(\mathbb{R}^2) \) and \( q_n \to q \).

4. Nonexistence: proof of Theorem 2

This section is devoted to the proof of Theorem 2. Let us first define the quantities
\[ \mathcal{E}_\alpha(\mu, \mathbb{R}^+) := \inf_{u \in H^1_0(\mathbb{R}^+)} E_\alpha(u, \mathbb{R}^+), \]
\[ \mathcal{E}_\rho(\mu, \mathbb{R}^2) := \inf_{v \in \mathcal{V}_\mu} E_{\rho}(v, \mathbb{R}^2), \]
where the subscript \( \mu \) on \( H^1(\mathbb{R}^+) \) and on \( \mathcal{V} \) denotes that the mass constraint is imposed.

Let us also recall that the first eigenvalue of the laplacian with delta interaction on the plane is given by
\[ \min_{\substack{\nu \in \mathcal{V} \setminus \{0\}} \|\nu\|^2_{L^2(\mathbb{R}^2)}} \left( -4e^{-4\pi^2 - 2\gamma} \right) = -\omega_{\rho}, \] (40)
and the associated eigenspace is spanned by \( G_{\omega_\rho}(x) = \frac{K_0(\sqrt{2\pi} \|x\|)}{2\pi} \) (see [8, Chapter I.5]).

In the next two lemmas we prove the concavity of \( \mathcal{E}_\alpha(\mu, \mathbb{R}^+) \) and the strict concavity of \( \mathcal{E}_\rho(\mu, \mathbb{R}^2) \) as functions of \( \mu \).

Lemma 4.1. Let \( p \in (2, 6) \) and \( \alpha \in \mathbb{R} \). Then the function \( \mathcal{E}_\alpha(\cdot, \mathbb{R}^+) : [0, +\infty) \to (-\infty, 0] \) is concave and continuous.

Proof. For every fixed \( u \in H^1_0(\mathbb{R}^+), \) define the function
\[ f_\alpha(u) := E_\alpha(\sqrt{\mu}u, \mathbb{R}^+) = \frac{\mu}{2} \left( \|u\|^2_{L^2(\mathbb{R}^+)} + \alpha |u(0)|^2 \right) - \frac{\mu^p}{p} \|u\|^p_{L^p(\mathbb{R}^+)}. \]

Since it is concave on \( [0, +\infty) \) and
\[ \mathcal{E}_\alpha(\mu, \mathbb{R}^+) = \inf_{u \in H^1_0(\mathbb{R}^+)} f_\alpha(u), \quad \mu \geq 0, \]
\( \mathcal{E}_\alpha(\cdot, \mathbb{R}^+) \) is concave as well on \( [0, +\infty) \). Using the concavity, the facts that \( \mathcal{E}_\alpha(0, \mathbb{R}^+) = 0 \) and that \( \mathcal{E}_\alpha(\mu, \mathbb{R}^+) < 0 \) for every \( \mu > 0 \), it follows that \( \mathcal{E}_\alpha(\cdot, \mathbb{R}^+) \) is also continuous on \( [0, +\infty) \). \( \Box \)

Lemma 4.2. Let \( r \in (2, 4) \) and \( \rho \in \mathbb{R} \). Then the function \( \mathcal{E}_\rho(\cdot, \mathbb{R}^2) : [0, +\infty) \to (-\infty, 0] \) is strictly concave and continuous.

Proof. We introduce the notation
\[ V_\mu := \left\{ v \in \mathcal{V}_\mu : \|v\|^r_{L^r(\mathbb{R}^2)} \geq (2\sqrt{\pi \omega_\rho})^r \|G_{\omega_\rho}\|^r_{L^r(\mathbb{R}^2)} \mu^r \right\}. \] (41)
Since $2\sqrt{\pi\omega_p\rho}G_{\omega_p} \in V$, the set $V_{\mu}$ is not empty. Moreover, since ground states at mass $\mu$ for $E_\rho(\cdot, \mathbb{R}^2)$ have nonzero regular and singular part [1, Theorem 1.5], it is easily seen that they belong to $V_{\mu}$. As a consequence
\[
E_\rho(\mu, \mathbb{R}^2) = \inf_{v \in V_{\mu}} E_\rho(v, \mathbb{R}^2) = \inf_{v \in V_1} E_\rho(\sqrt{\mu}v, \mathbb{R}^2), \quad \mu \geq 0,
\]
and, since for every fixed $v \in V_1$ the function
\[
f_\mu(\mu) := E_\rho(\sqrt{\mu}v, \mathbb{R}^2) = \frac{\mu}{2} Q_p(v, \mathbb{R}^2) - \frac{\mu}{r} \|v\|_{L_r^r(\mathbb{R}^2)}, \quad \mu \geq 0
\]
is concave on $[0, +\infty)$, $E_\rho(\cdot, \mathbb{R}^2)$ is concave too on $[0, +\infty)$. Moreover, by concavity and using the facts that $E_\rho(0, \mathbb{R}^2) = 0$ and that $E_\rho(\mu, \mathbb{R}^2) < 0$ for every $\mu > 0$, $E_\rho(\cdot, \mathbb{R}^2)$ is also continuous on $[0, +\infty)$. Finally, by (41) we have that, for every fixed $v \in V_1$,
\[
f_\mu''(\mu) = \frac{r - 2}{4\mu^{\frac{r-2}{2}}} \|v\|_{L_r^r(\mathbb{R}^2)}^r \leq -\frac{(r - 2)(2\sqrt{\pi\omega_p})^r \|G_{\omega_p}\|_{L_r^r(\mathbb{R}^2)}^r}{4\mu^{\frac{r}{r-2}}}
\]
Hence the strict concavity of $f_\mu$ is uniform in $v$ on every interval $[a, b] \subset \mathbb{R}^+$, so that $E_\rho(\cdot, \mathbb{R}^2)$ is strictly concave on $[0, +\infty)$.

The next lemma establishes some qualitative properties of $E_\rho(\mu, \mathbb{R}^2)$ when $\rho \in \mathbb{R}$ varies and $\mu > 0$ is fixed.

**Lemma 4.3.** Let $r \in (2, 4)$ and $\mu > 0$. Then $E_\rho(\mu, \mathbb{R}^2)$ is a strictly increasing and continuous function of $\rho \in \mathbb{R}$ and, denoted by $\xi_\mu$ the only positive and radial ground state for $E_{NLS}(\cdot, \mathbb{R}^2)$, the following limit holds:
\[
\lim_{\rho \to +\infty} E_\rho(\mu, \mathbb{R}^2) = E_{NLS}(\xi_\mu, \mathbb{R}^2).
\]

**Proof.** For any $\rho \in \mathbb{R}$, let $v_\rho$ a ground state for $E_\rho(\cdot, \mathbb{R}^2)$ at mass $\mu$. In particular, $v_\rho$ is positive up to a multiplication by a constant phase, and, for any $\lambda > 0$, it can be decomposed as $v_\rho = \phi_{\rho, \lambda} + q_\rho G_\lambda$ with $q_\rho > 0$ and $\phi_{\rho, \lambda} \neq 0$. Moreover, if we consider the decomposition corresponding to $\lambda_\rho := q_\rho^2$, then, by applying (33) to (25) with $\lambda = \lambda_\rho$ and using that $E_\rho(v_\rho, \mathbb{R}^2) < 0$, we get
\[
0 > E_\rho(v_\rho, \mathbb{R}^2) \geq \frac{1}{2} \|\nabla \phi_{\rho, \lambda_\rho}\|_{L_2^2(\mathbb{R}^2)}^2 - C \|\nabla \phi_{\rho, \lambda_\rho}\|_{L_2^2(\mathbb{R}^2)}^{-2} + \frac{q_\rho^2}{2} (\log(q_\rho) - C) - \frac{q_\rho^{-2}}{r}, \quad (42)
\]
which implies that $(q_\rho)_{\rho \geq c}$ is bounded for every $c \in \mathbb{R}$, as $r \in (2, 4)$.

Now, to prove the full statement of the lemma we divide the proof into four steps.

**Step 1:** monotonicity and continuity of $E_\rho(\mu, \mathbb{R}^2)$. Let $p_1 < p_2$. Since $q_{p_2} > 0$, then
\[
E_{p_1}(\mu, \mathbb{R}^2) \leq E_{p_1}(v_{p_2}, \mathbb{R}^2) = E_{p_2}(v_{p_2}, \mathbb{R}^2) + \frac{p_1 - p_2}{2} q_{p_2}^2 < E_{p_2}(\mu, \mathbb{R}^2),
\]
so that $E_\rho(\mu, \mathbb{R}^2)$ is strictly increasing in $\rho$. Fix $\tilde{\rho} \in \mathbb{R}$ and let $\rho > \tilde{\rho}$. Therefore, using the boundedness of $(q_\rho)_{\rho \geq c}$ for any $c$,
\[
0 < E_\rho(v_\rho, \mathbb{R}^2) - E_\rho(v_{\tilde{\rho}}, \mathbb{R}^2) \leq E_\rho(v_\rho, \mathbb{R}^2) - E_\rho(v_{\tilde{\rho}}, \mathbb{R}^2) = \frac{\rho - \tilde{\rho}}{2} q_{\tilde{\rho}}^2 \to 0, \quad \text{as } \rho \to \tilde{\rho}^+,
\]
which implies the right continuity at $\tilde{\rho}$. On the contrary, letting $\rho < \tilde{\rho}$ and using the boundedness of $(q_\rho)_{\rho \geq c}$ again, there results that
\[
0 > E_\rho(v_\rho, \mathbb{R}^2) - E_\rho(v_{\tilde{\rho}}, \mathbb{R}^2) \geq E_\rho(v_\rho, \mathbb{R}^2) - E_\rho(v_{\tilde{\rho}}, \mathbb{R}^2) = \frac{\rho - \tilde{\rho}}{2} q_{\tilde{\rho}}^2 \to 0, \quad \text{as } \rho \to \tilde{\rho}^-,
\]
which implies left continuity at $\tilde{\rho}$.

**Step 2:** $\lim_{\rho \to +\infty} q_\rho = 0$. Assume by contradiction that there exists a positively diverging sequence $(\rho_j)_{j} \subset \mathbb{R}$ such that $q_{\rho_j} \geq C > 0$ for every $j$. Omitting the dependence on $j$ in the next lines, if we decompose a ground state for $F_\rho(\cdot, \mathbb{R}^2)$ at mass $\mu$ as $v_\rho = \phi_{\lambda_\rho} + q_\rho G_{\lambda_\rho}$
with \( \lambda_\rho := q_\rho^2 \), then (42) holds and hence, using the fact that \( q_\rho \) is bounded from above and from below away from zero, there results
\[
\rho \leq C + C\|\nabla \phi_{\rho,\lambda}\|_{L^2(\mathbb{R}^2)}^{-2} - \frac{1}{2}\|\nabla \phi_{\rho,\lambda}\|_{L^2(\mathbb{R}^2)}^2,
\]
which contradicts the positive divergence of \((\rho_\lambda)_\lambda\).

**Step 3:** \( \lim_{\rho \to +\infty} \rho q_\rho^2 = 0 \). Let \( v_\rho = \phi_{\rho,\lambda} + \rho q_\lambda \) be a ground state at mass \( \mu \) for \( E_\rho(\cdot,\mathbb{R}^2) \).

Easy computations yield
\[
|\sqrt{\mu} - \|\phi_{\rho,\lambda}\|_{L^2(\mathbb{R}^2)}| = |\|v_\rho\|_{L^2(\mathbb{R}^2)} - \|\phi_{\rho,\lambda}\|_{L^2(\mathbb{R}^2)}| \\
\leq \|v_\rho - \phi_{\rho,\lambda}\|_{L^2(\mathbb{R}^2)} = \frac{q_\rho}{2\sqrt{\pi \lambda}} \to 0, \quad \rho \to +\infty, \quad (43)
\]
so that \( \|\phi_{\rho,\lambda}\|_{L^2(\mathbb{R}^2)} \to \mu \) as \( \rho \to +\infty \). Moreover, using (32), (43) and \( q_\rho \to 0 \), one obtains
\[
0 > E_\rho(v_\rho, \mathbb{R}^2) \geq \frac{1}{2}\|\nabla \phi_{\rho,\lambda}\|_{L^2(\mathbb{R}^2)}^2 - C\|\nabla \phi_{\rho,\lambda}\|_{L^2(\mathbb{R}^2)}^{-2} + \frac{\rho q_\rho^2}{2} + o(1), \quad \text{as} \quad \rho \to +\infty,
\]
and hence \( \|\nabla \phi_{\rho,\lambda}\|_{L^2(\mathbb{R}^2)} \) is bounded for large \( \rho \). As a consequence, by Sobolev embeddings \( \|\phi_{\rho,\lambda}\|_{L^*(\mathbb{R}^2)} \) and \( \|v_\rho\|_{L^*(\mathbb{R}^2)} \) are bounded for large \( \rho \). Therefore,
\[
\|v_\rho\|_{L^*(\mathbb{R}^2)} - \|\phi_{\rho,\lambda}\|_{L^*(\mathbb{R}^2)} \\
\leq r \sup \left\{ \|v_\rho\|_{L^*(\mathbb{R}^2)} - \|\phi_{\rho,\lambda}\|_{L^*(\mathbb{R}^2)} \right\} |q_\rho||\mathcal{G}_\lambda|_{L^*(\mathbb{R}^2)} \to 0, \quad \text{as} \quad \rho \to +\infty. \quad (44)
\]
Finally, exploiting (11), (12), (43) and (44) we have
\[
0 > E_\rho(\mu, \mathbb{R}^2) - E_{NLS}(\xi_\mu, \mathbb{R}^2) = E_\rho(\mu, \mathbb{R}^2) + \tau\|\phi_{\rho,\lambda}\|_{L^2(\mathbb{R}^2)}^{-1} + o(1) \\
\geq E_\rho(v_\rho, \mathbb{R}^2) - E_{NLS}(\phi_{\rho,\lambda}, \mathbb{R}^2) + o(1) \geq \frac{\rho q_\rho^2}{2} + o(1), \quad \text{as} \quad \rho \to +\infty,
\]
so that \( \rho q_\rho^2 \to 0 \) as \( \rho \to +\infty \).

**Step 4:** limit for \( \rho \to +\infty \). Arguing as before and using **Step 2** and **Step 3** there results
\[
0 < E_{NLS}(\xi_\mu, \mathbb{R}^2) - E_\rho(\mu, \mathbb{R}^2) \leq E_{NLS}(\phi_{\rho,\lambda}, \mathbb{R}^2) - E_\rho(v_\rho, \mathbb{R}^2) + o(1) \\
\leq -\frac{\rho q_\rho^2}{2} + o(1) \to 0, \quad \text{as} \quad \rho \to +\infty,
\]
which concludes the proof. \( \square \)

Now we have all the ingredients to prove Theorem 2.

**Proof of Theorem 2.** Preliminarily, if \( \beta = 0 \) then
\[
E(\mu) = \min\{E_\alpha(\mu, \mathbb{R}^+), E_\rho(\mu, \mathbb{R}^2)\} \quad (45)
\]
and every possible ground state \( U \) for \( E \) at mass \( \mu \) is either of the form \( U = (u, 0) \) or \( U = (0, v) \). Indeed, since \( \beta = 0 \)
\[
E(U) = E_\alpha(u, \mathbb{R}^+) + E_\rho(v, \mathbb{R}^2), \quad U = (u, v) \in \mathcal{D}_\mu,
\]
and thus
\[
E(\mu) = \inf_{m \in [0, \mu]} \{E_\alpha(m, \mathbb{R}^+) + E_\rho(\mu - m, \mathbb{R}^2)\}.
\]

Since \( E_\alpha(\cdot, \mathbb{R}) \) is concave and continuous in \([0, +\infty)\) by Lemma 4.1, and \( E_\rho(\cdot, \mathbb{R}^2) \) is strictly concave and continuous in \([0, +\infty)\) by Lemma 4.2, the function
\[
m \mapsto E_\alpha(m, \mathbb{R}^+) + E_\rho(\mu - m, \mathbb{R}^2)
\]
is strictly concave and continuous in $[0, \mu]$, hence it attains its minimum either at $m = 0$ or at $m = \mu$. This entails (45) and the fact that either $U = (u, 0)$ or $U = (0, v)$.

Now we can prove the two claims of the theorem.

Proof of (i). Since (21) holds, by Remark 2.6 it is guaranteed that $E_\alpha(u, \mathbb{R}^+) > E_{NLS}(\varphi_\mu, \mathbb{R})$ for every $u \in H^1(\mathbb{R}^+)$. Thus, by Theorem 1 ground states cannot be of the form $U = (u, 0)$. Therefore, when existing, they are of the form $U = (0, v)$. Denoted by $v_\mu$ a ground state for $E_{\rho}(\cdot, \mathbb{R}^2)$ at mass $\mu$ and by $\Upsilon_\mu$ the state $(0, v_\mu) \in D_\mu$, by Theorem 1 ground states for $E$ at mass $\mu$ exist if and only if

$$E(\Upsilon_\mu) = E_{\rho}(v_\mu, \mathbb{R}^2) \leq E_{NLS}(\varphi_\mu, \mathbb{R}).$$

Since $\lim_{\rho \to -\infty} E_{\rho}(\mu, \mathbb{R}^2) = -\infty$ and (19) does not hold, by Lemma 4.3 there exists $\rho^* \in \mathbb{R}$ such that $E_{\rho}(v_\mu, \mathbb{R}^2) > E_{NLS}(\varphi_\mu, \mathbb{R})$ if and only if $\rho > \rho^*$, entailing the thesis.

Proof of (ii). The existence of ground states for $E$ at mass $\mu$ when $\rho \leq \rho^*$ follows by Theorem 1 arguing as before, since

$$E(\Upsilon_\mu) = E_{\rho}(v_\mu, \mathbb{R}^2) \leq E_{NLS}(\varphi_\mu, \mathbb{R}), \quad \forall \rho \leq \rho^*.$$

Fix now $t > 0$. By Young’s inequality, for every $U = (u, v) \in D_\mu$

$$E(U) = E_\alpha(u, \mathbb{R}^+) + E_\rho(v, \mathbb{R}^2) - \beta Re \left( q u(0) \right)$$

$$\geq E_\alpha(u, \mathbb{R}^+) + E_\rho(v, \mathbb{R}^2) - \frac{\beta}{2t} |u(0)|^2 - \frac{\beta t}{2} |q|^2$$

$$= E_{\alpha - \frac{\beta}{t}}(u, \mathbb{R}^+) + E_{\rho - \beta t}(v, \mathbb{R}^2) =: \tilde{E}(U).$$

In particular, since in $\tilde{E}$ there is no coupling there results that

$$E(\Upsilon_\mu) \geq \inf_{U \in D_\mu} \tilde{E}(U) = \min \left\{ E_{\alpha - \frac{\beta}{t}}(\mu, \mathbb{R}^+), E_{\rho - \beta t}(\mu, \mathbb{R}^2) \right\}.$$  

If (21) holds with $\alpha$ replaced by $\alpha - \frac{\beta}{t}$, i.e.

$$\alpha - \frac{\beta}{t} > \alpha_p(\mu) \quad \text{or} \quad \left( \alpha - \frac{\beta}{t} = \alpha_p(\mu) \quad \text{and} \quad 2 < p \leq 4 \right),$$

then by Remark 2.6 $E_{\alpha - \frac{\beta}{t}}(u, \mathbb{R}^+) > E_{NLS}(\varphi_\mu, \mathbb{R})$ for every $u \in H^1(\mathbb{R}^+)$. Let us observe that the solution of the equation $\alpha - \frac{\beta}{t} = \alpha_p(\mu)$ is given by $t^* = \frac{\beta}{\alpha - \alpha_p(\mu)}$.

Arguing as in the Proof of (1) and denoting with $k^* := \beta t^*$, one deduces that ground states for $\tilde{E}$ at mass $\mu$ do not exist if $\rho > \rho^* + k^*$ or $\rho = \rho^* + k^*$ and $2 < p \leq 4$, hence by (46) and Theorem 1 ground states for $E$ at mass $\mu$ do not exist. \[ \square \]

5. SHAPE OF THE GROUND STATES IN THE COUPLED CASE: PROOF OF THEOREM 4

Here we establish the features of the ground states at mass $\mu$ for the energy (8) in the coupled case $\beta > 0$. To do this, some preliminary results are necessary.

First we present the equations and the boundary conditions satisfied by such ground states.

**Lemma 5.1.** Let $\beta > 0$. If $U = (u, v)$ is a ground state at mass $\mu$ for the energy (8), then $u \in H^2(\mathbb{R}^+)$, $\phi_\lambda := v - q \tilde{G}_\lambda \in H^2(\mathbb{R}^2)$ for every $\lambda > 0$, and there exists $\omega^* = \omega^*(U)$
such that
\[
\begin{align*}
    u'' + |u|^{p-2}u &= \omega^*u, \\
    \Delta \phi_\lambda + |v|^r v &= \omega^* \phi_\lambda + (\omega^* - \lambda)q G_\lambda, \\
    u'(0) &= \alpha u(0) - \beta q, \\
    \phi_\lambda(0) &= -\beta u(0) + \left(\rho + \frac{\gamma - \log(2) + \log(\sqrt{\lambda})}{2\pi}\right)q.
\end{align*}
\]
Moreover, $\omega^*$ satisfies
\[
\omega^*(U) = \frac{\|u\|_{L^p_p(\mathbb{R}^+)}^p + \|v\|_{L^r_r(\mathbb{R}^2)}^r - Q(U)}{\mu}.
\]

Proof. First, by the Lagrange Multipliers theorem
\[
\langle \eta', u' \rangle_{L^2(\mathbb{R}^+)} + \alpha \eta(0)u(0) - \langle \eta, |u|^{p-2}u \rangle_{L^2(\mathbb{R}^+)} + \omega^* \langle \eta, u \rangle_{L^2(\mathbb{R}^+)}
+ \langle \nabla \chi\lambda, \nabla \phi_\lambda \rangle_{L^2(\mathbb{R}^2)} + \lambda \langle \chi\lambda, \phi_\lambda \rangle_{L^2(\mathbb{R}^2)} + (\omega^* - \lambda) \langle \chi, v \rangle_{L^2(\mathbb{R}^2)} + G_\lambda(\rho + \theta_\lambda)
- \langle \chi, |v|^r v \rangle_{L^2(\mathbb{R}^2)} - \beta Q(\rho + \theta_\lambda) - \beta \eta(0) = \eta(0),
\]
for every $\eta \in H^1(\mathbb{R}^+)$ and every $\chi = \chi_\lambda + QG_\lambda \in \mathcal{V}$. Notice that the expression (51) can be deduced from (52) by taking $\eta = u$ and $\chi = v$. Now, if $\chi = 0$ and $\eta \in H^1_0(\mathbb{R}^+)$ in (52), then
\[
\langle \eta', u' \rangle_{L^2(\mathbb{R}^+)} + \langle \eta, \omega^* u - |u|^{p-2}u \rangle_{L^2(\mathbb{R}^+)} = 0,
\]
and thus, since $\omega^* u - |u|^{p-2}u \in L^2(\mathbb{R}^+)$, $u \in H^1(\mathbb{R}^+)$ and (47) holds. On the other hand, if $\eta = 0$ and $Q = 0$ in (52), then
\[
\langle \nabla \chi, \nabla \phi_\lambda \rangle_{L^2(\mathbb{R}^2)} + \langle \chi, \omega^* \phi_\lambda + q(\omega^* - \lambda)G_\lambda - |v|^r v \rangle_{L^2(\mathbb{R}^2)} = 0.
\]
Thus, arguing as before, $\phi_\lambda \in H^2(\mathbb{R}^2)$ and (48) is satisfied. Finally, setting $\chi_\lambda = 0$ and $Q = 1$ in (52) and applying (47) and (48), there results
\[
-\eta(0)u'(0) + \alpha \eta(0)u(0) - \langle G_\lambda, (-\Delta + \lambda) \phi_\lambda \rangle + q(\rho + \theta_\lambda) - \beta u(0) - \beta q \phi_\lambda(0) = 0
\]
for every $\eta \in H^1(\mathbb{R}^+)$. Now, whenever $\eta(0) = 0$, since $\langle G_\lambda, (-\Delta + \lambda) \phi_\lambda \rangle = \phi_\lambda(0)$, we get (50). On the other hand, setting $\eta(0) = 1$ and plugging (49) in (54), (49) follows.

Then, relying on Lemma 5.1 we show that the ground states must be supported on both the half-line and the plane.

Proposition 5.2. Let $\beta > 0$. If $U = (u, v)$ is a ground state at mass $\mu$ for the energy (8), then $u \neq 0$ and $v \neq 0$. In particular $\phi_\lambda = v - qG_\lambda \neq 0$ for every $\lambda > 0$, and $q \neq 0$.

In addition, $q > 0$ and $u(x) > 0$ for every $x \geq 0$ up to multiplication by a constant phase.

Proof. Preliminarily, note that if $U = (u, v)$ is a ground state at mass $\mu$ for the energy (8), then $U$ satisfies (49)-(50). Now, for the sake of clarity, we divide the proof into several steps.

Step 1: $v \neq 0$. Assume by contradiction $v \equiv 0$. Therefore, since $\beta \neq 0$, (50) implies $u(0) = 0$. Thus, denoted with $\varphi_\mu$, the one-dimensional soliton of mass $\mu$, by (10) and the fact that $u(0) = 0$
\[
E(U) = E_\alpha (u, \mathbb{R}^+) > E_{NLS}(\varphi_\mu, \mathbb{R}) \geq \mathcal{E}(\mu),
\]
which is a contradiction.

Step 2: $u \neq 0$. Assume by contradiction $u \equiv 0$. Therefore, since $\beta \neq 0$, (49) implies $q = 0$, so that $v \in H^1(\mathbb{R}^2)$ and $v(0) = 0$. Moreover, by [1, Theorem 1.5] $v$ cannot be a
ground state for $E_{NLS}(\cdot, \mathbb{R}^2)$ at mass $\mu$ since it is not positive up to the multiplication by a constant phase. Thus, denoted by $\xi_\mu$ the only positive and spherically symmetric ground state of $E_{NLS}(\cdot, \mathbb{R}^2)$, by (13) there results
\[ E(U) = E_\rho(v, \mathbb{R}^2) = E_{NLS}(v, \mathbb{R}^2) > E_{NLS}(\xi_\mu, \mathbb{R}^2) \geq \mathcal{E}(\mu), \]
which is a contradiction.

Step 3: $q \neq 0$. Assume by contradiction $q = 0$. This entails that $v \in H^1(\mathbb{R}^2)$ and
\[ E(U) = E_\alpha(u, \mathbb{R}^+) + E_{NLS}(v, \mathbb{R}^2). \]
As a consequence
\[ \mathcal{E}(\mu) = \inf_{m \in [0, \mu]} \{ E_\alpha(m, \mathbb{R}^+) + E_{NLS}(\varphi_{\mu-m}, \mathbb{R}^2) \}. \]
Since $E_\alpha(\cdot, \mathbb{R}^+)$ is a concave and continuous function on $[0, \mu]$, by Lemma 4.1 and
\[ E_{NLS}(\varphi_{\mu-m}, \mathbb{R}^2) = -\tau_r(m - \mu)^{2r}, \]
there results that the function
\[ m \mapsto E_\alpha(m, \mathbb{R}^+) + \mathcal{E}(\mu - m, \mathbb{R}^2) \]
is strictly concave and continuous on $[0, \mu]$. Thus it attains its minimum at $m = 0$ or $m = \mu$, but this would imply either $u \equiv 0$ or $v \equiv 0$, which are prevented by Step 1 and Step 2.

Step 4: $\phi_\lambda \neq 0$, for every $\lambda > 0$. Assume by contradiction $\phi_\lambda \equiv 0$ for some $\lambda > 0$. Since $v$ solves (48), $q \neq 0$ and $G_\lambda(x) > 0$ for all $x \in \mathbb{R}^2 \backslash \{0\}$, there results
\[ \omega - \lambda = |q|^{r-2}G_\lambda^{r-2}(x), \quad x \in \mathbb{R}^2 \backslash \{0\}, \]
which is false.

Step 5: $q > 0$ and $u(x) > 0$ for every $x \geq 0$ up to a multiplication by a constant phase. Assume $q = |q|e^{i\eta}$ with $\eta \neq 2k\pi$, $k \in \mathbb{Z}$ and define $U_\eta = (e^{-i\eta}u, e^{-i\eta}v) = (e^{-i\eta}u, e^{-i\eta}\phi_\lambda + |q|G_\lambda)$. Since $\|U_\eta\|^2_{L^2(\mathbb{I})} = \|U\|^2_{L^2(\mathbb{I})} = \mu$ and
\[ E(U_\eta) = E_\alpha(e^{-i\eta}u, \mathbb{R}^+) + E_\rho(e^{-i\eta}\phi_\lambda + |q|G_\lambda, \mathbb{R}^2) - \beta \text{Re} \left( q\overline{e^{-i\eta}u(0)} \right) \]
\[ = E_\alpha(u, \mathbb{R}^+) + E_\rho(v, \mathbb{R}^2) - \beta \text{Re} \left( e^{i\eta}|q\overline{u(0)}| \right) = E(U), \]
$U_\eta$ is a ground state for $E$ at mass $\mu$. Hence $q > 0$ up to multiplication by a constant phase. Similarly, since the only $L^2$ solutions of (47) is the one-dimensional soliton up to translation and multiplication by a constant phase and (49) holds, then either $u > 0$ or $u < 0$. However, if it were negative then $-\beta \text{Re} \left( q\overline{u(0)} \right) < -\beta \text{Re} \left( qu(0) \right)$, so that $E(U) > E(-u, v)$, which is absurd. Thus $u$ is positive. \hfill \Box

Finally, in order to prove Theorem 4 it is necessary to exhibit some further variational properties fulfilled by the ground states of the energy (8). To this aim we introduce the action functional $S_\omega$. Given $\omega \in \mathbb{R}$, the action functional at frequency $\omega$ is the functional $S_\omega: \mathcal{D} \to \mathbb{R}$ such that
\[ S_\omega(U) := E(U) + \frac{\omega}{2} \|U\|^2_{L^2(\mathbb{I})}. \]
In addition, the Nehari’s manifold at frequency $\omega$ is defined by
\[ N_\omega := \{ U \in \mathcal{D} \backslash \{0\} : I_\omega(U) = 0 \}, \]
where $I_\omega: \mathcal{D} \to \mathbb{R}$ is the functional
\[ I_\omega(U) := Q_\omega(U) - \|u\|^p_{L^p(\mathbb{R}^+)} - \|v\|^r_{L^r(\mathbb{R}^2)}, \quad U = (u, v) \]
with
\[ Q_\omega(U) := Q(U) + \omega \|U\|^2_{L^2(\mathbb{I})}. \]
Then we give the following definition.

**Definition 5.3** (Action minimizers). We call action minimizer at frequency $\omega \in \mathbb{R}$ any function $U \in N_\omega$ such that

$$S_\omega(U) = d(\omega) := \inf_{N_\omega} S_\omega.$$

**Remark 5.4.** Action minimizers at frequency $\omega$ satisfy (47), (48), (49) and (50), with $\omega^*$ replaced by $\omega$.

In the following lemma we establish a connection between ground states at fixed mass for the energy (8) and action minimizers at fixed frequency. The proof follows the ideas of [31, 42].

**Lemma 5.5.** If $U$ is a ground state at mass $\mu$ for the energy (8), then $U$ is an action minimizer at frequency $\omega^*$. Moreover $\omega^* > E_{\text{lin}}$, with $E_{\text{lin}}$ defined as in (15).

**Proof.** Let $U = (u, v)$ be a ground state for $E$ at mass $\mu$ and let $\omega^*$ be the associated frequency defined by (51). Now assume by contradiction that there exists $\tilde{U} = (\tilde{u}, \tilde{v}) \in N_{\omega^*}$ such that $S_{\omega^*}(\tilde{U}) < S_{\omega^*}(U)$. Fixing $\tau > 0$ in such a way that $\|\tau \tilde{U}\|_{L^2(I)}^2 = \mu$, there results

$$S_{\omega^*}(\tau \tilde{U}) = \frac{\tau^2}{2} Q_{\omega^*}(U) - \frac{\tau^p}{p} \|\tilde{u}\|_{L^p(R^2)}^p - \frac{\tau^r}{r} \|\tilde{v}\|_{L^r(R^2)}^r.$$

In addition, since $\tilde{U} \in N_{\omega^*}$, by (55) we get

$$\frac{d}{d\tau} S_{\omega^*}(\tau \tilde{U}) = \tau Q_{\omega^*}(U) - \tau^{p-1} \|\tilde{u}\|_{L^p(R^2)}^p - \tau^{r-1} \|\tilde{v}\|_{L^r(R^2)}^r$$

$$= \tau L_{\omega^*}(\tilde{U}) + \tau \left[(1 - \tau^{p-2}) \|\tilde{u}\|_{L^p(R^+)}^p + (1 - \tau^{r-2}) \|\tilde{v}\|_{L^r(R^2)}^r\right]$$

$$= \tau \left[(1 - \tau^{p-2}) \|\tilde{u}\|_{L^p(R^+)}^p + (1 - \tau^{r-2}) \|\tilde{v}\|_{L^r(R^2)}^r\right],$$

which is greater than or equal to zero if and only if $0 < \tau \leq 1$. Hence $S_{\omega^*}(\tau \tilde{U}) \leq S_{\omega^*}(\tilde{U})$ for every $\tau > 0$. Therefore, since $S_{\omega^*}(\tau \tilde{U}) \leq S_{\omega^*}(\tilde{U}) < S_{\omega^*}(U)$,

$$E(\tau \tilde{U}) + \frac{\omega^*}{2} \|\tau \tilde{U}\|_{L^2(I)}^2 < E(U) + \frac{\omega^*}{2} \|U\|_{L^2(I)}^2.$$  

However, as $\|\tau \tilde{U}\|_{L^2(I)}^2 = \|U\|_{L^2(I)}^2 = \mu$, this entails that $E(\tau \tilde{U}) < E(U)$, which is a contradiction. It is then left to estimate $\omega^*$. Using (51) and (16), it follows that

$$\omega^* = \frac{Q(U) - \|u\|_{L^p(R^+)}^p - \|v\|_{L^r(R^2)}^r}{\mu} = \frac{2E(U) - \frac{p-2}{p} \|u\|_{L^p(R^+)}^p - \frac{r-2}{r} \|v\|_{L^r(R^2)}^r}{\mu} < 2 \frac{\mathcal{E}(\mu)}{\mu} < -E_{\text{lin}}.$$

As a consequence of Lemma 5.5, in order to prove Theorem 4 it is relevant to investigate the features of the action minimizers at frequency $\omega > E_{\text{lin}}$.

In order to study the features of the action minimizers at frequency $\omega$, we have to introduce two equivalent minimization problems. Preliminarily, we introduce the quantities

$$\tilde{S}(U) := \frac{p-2}{2p} \|u\|_{L^p(R^+)}^p + \frac{r-2}{2r} \|v\|_{L^r(R^2)}^r$$

and

$$A_\omega(U) := \frac{r-2}{2r} Q_{\omega}(U) + \frac{p-r}{pr} \|u\|_{L^p(R^+)}^p.$$
Both functionals are well defined on $\mathcal{D}$ and, using (55), there results
\[
S_\omega(U) = \frac{1}{2} I_\omega(U) + \tilde{S}(U) = \frac{1}{r} I_\omega(U) + A_\omega(U), \quad U \in \mathcal{D},
\]
so that
\[
S_\omega(U) = \tilde{S}(U) = A_\omega(U), \quad U \in N_\omega
\]
(56)
which implies
\[
d(\omega) = \inf_{N_\omega} \tilde{S} = \inf_{N_\omega} A_\omega.
\]
(57)
In other words, the problems of the minimization of $S_\omega$, $\tilde{S}$, and $A_\omega$ are equivalent on $N_\omega$.

In the following two lemmas we show that they are equivalent also when the minimization domains for $\tilde{S}$ and $A_\omega$ are suitably modified.

**Lemma 5.6.** Let $p$, $r > 2$, $\beta > 0$ and $\omega > E_{\text{lin}}$. Then
\[
d(\omega) = \inf_{N_\omega} \tilde{S}, \quad \text{with} \quad \tilde{N}_\omega := \{ U \in \mathcal{D} \setminus \{0\} : I_\omega(U) \leq 0 \}.
\]
Moreover
\[
\begin{cases}
\tilde{S}(U) = d(\omega) \\ U \in \tilde{N}_\omega
\end{cases} \iff \begin{cases}
S_\omega(U) = d(\omega) \\ U \in N_\omega.
\end{cases}
\]
(59)
\[
\begin{proof}
\text{First we prove (58). On the one hand, since } N_\omega \subset \tilde{N}_\omega, \text{ combining (56) and (57) there results}
\[
d(\omega) \geq \inf_{\tilde{N}_\omega} \tilde{S}.
\]
On the other hand, let $U \in \mathcal{D} \setminus \{0\}$ satisfy $I_\omega(U) < 0$. For $\tau > 0$
\[
I_\omega(\tau U) = \tau^2 Q_\omega(U) - \tau^p \| u \|_{L^p(\mathbb{R}^R)}^p - \tau^r \| v \|_{L^r(\mathbb{R}^R)}^r.
\]
In particular, since $p$, $r > 2$ and since $\omega > E_{\text{lin}}$ implies $Q_\omega(U) > 0$, there exists $\tau \in (0, 1)$ such that $I_\omega(\tau U) = 0$. In addition
\[
\tilde{S}(\tau U) < \tilde{S}(U)
\]
and thus, by (57)
\[
d(\omega) \leq \inf_{\tilde{N}_\omega} \tilde{S}.
\]
Finally we prove (59). By (56), if $U \in N_\omega$ and $S_\omega(U) = d(\omega)$, then $U \in \tilde{N}_\omega$ and $\tilde{S}(U) = d(\omega)$. Moreover, if $U \in \tilde{N}_\omega \setminus N_\omega$ and $\tilde{S}(U) = d(\omega)$ then, arguing as before, there exists $\tau \in (0, 1)$ such that $\tau U \in \tilde{N}_\omega$ and $S_\omega(\tau U) < d(\omega)$, which contradicts (58). Therefore, if $U \in \tilde{N}(\omega)$ and $\tilde{S}(U) = d(\omega)$, then $U \in N_\omega$ and $S_\omega(U) = d(\omega)$. \qed
\end{proof}

**Lemma 5.7.** Let $p$, $r > 2$, $\beta > 0$ and $\omega > E_{\text{lin}}$. Then,
\[
d(\omega) = \inf_{M_\omega} A_\omega, \quad \text{with} \quad M_\omega := \{ U \in \mathcal{D} : \tilde{S}(U) = d(\omega) \}.
\]
Moreover,
\[
\begin{cases}
A_\omega(U) = d(\omega) \\ U \in M_\omega
\end{cases} \iff \begin{cases}
S_\omega(U) = d(\omega) \\ U \in N_\omega.
\end{cases}
\]
(61)
\[
\begin{proof}
\text{Let } U = (u, v) \text{ be an action minimizer at frequency } \omega. \text{ By Lemma 5.6, } U \in \tilde{N}_\omega \text{ and }
\]
\[
d(\omega) = \tilde{S}(U) \leq \tilde{S}(W) \text{ for every } W \in \tilde{N}_\omega.
\]
\text{Let, now, } W \in M_\omega. \text{ Assume, by contradiction, that } I_\omega(W) < 0. \text{ By Lemma 5.6, } W \text{ cannot be a minimizer of } \tilde{S} \text{ on } \tilde{N}_\omega \text{ and thus } \tilde{S}(W) > d(\omega), \text{ which contradicts the fact that}
\end{proof}
\]
W \in M_\omega. As a consequence, \( I_\omega(W) \geq 0 = I_\omega(U) \), which entails that \( U \) is a minimizer of \( I_\omega \) on \( M_\omega \). Since, in addition,

\[ A_\omega(W) = \frac{r - 2}{2r} I_\omega(W) + d(\omega), \quad \forall W \in M_\omega, \]

\( U \) is also a minimizer of \( A_\omega \) on \( M_\omega \), which proves that \( d(\omega) = A_\omega(U) = \inf_{M_\omega} A_\omega \), i.e. (60) and the former implication of (61).

Finally, assume that \( U \) is a minimizer of \( A_\omega \) in \( M_\omega \). Then, \( \tilde{S}(U) = d(\omega) \) and thus

\[ S_\omega(U) = \frac{r}{r - 2} \left( A_\omega(U) - \frac{2}{pr} \left\| u \right\|_r^p \right) \] 

\[ = \frac{r}{r - 2} \left( A_\omega(U) - \frac{r - 2}{2r} Q_\omega(U) \right) \]

\[ = \frac{r}{r - 2} \left( A_\omega(U) - \frac{2}{r} \tilde{S}(U) \right) = \frac{r}{r - 2} \left( d(\omega) - \frac{2}{r} d(\omega) \right) = d(\omega). \]

Moreover,

\[ I_\omega(U) = 2S_\omega(U) - 2\tilde{S}(U) = 2d(\omega) - 2d(\omega) = 0, \]

which concludes the proof. \( \square \)

**Remark 5.8.** The idea of deriving two minimization problems equivalent to the minimization of the action functional on the Nehari’s manifold is borrowed by [1]. However, in that case there is a quadratic strictly positive functional in place of \( A_\omega \), which makes all the subsequent steps easier. Let us notice that the superquadratic nature of \( A_\omega \) is ascribable to the presence of different nonlinearities on the half-line and on the plane.

Now we can discuss the positivity of the restriction to the plane of the action minimizers.

**Lemma 5.9.** Let \( p, r > 2, \beta > 0 \) and \( \omega > E_{\text{lin}} \). Let \( U = (u, v) \) be an action minimizer at frequency \( \omega \) and, given the decomposition \( v = \phi_\lambda + qG_\lambda \), assume that \( q > 0 \) and \( \phi_\lambda \neq 0 \) for every \( \lambda > 0 \). Then, \( v(x) > 0 \) for every \( x \in \mathbb{R}^2 \). In particular, \( \phi_\lambda(x) > 0 \) for every \( x \in \mathbb{R}^2 \) and every \( \lambda \geq \omega \).

**Proof.** By [1, Remark 2.1], it is sufficient to prove the positivity of \( \phi_\omega \). Then, let \( U = (u, v) \) be an action minimizer at frequency \( \omega \), and consider the decomposition \( v = \phi_\omega + qG_\omega \). By Lemma 5.7, \( U \) is also a minimizer of \( A_\omega \) on \( M_\omega \).

Now, define \( \Omega := \{ x \in \mathbb{R}^2 \setminus \{ 0 \} : \phi_\omega(x) \neq 0 \} \) and recall that \( |\Omega| > 0 \). Hence, we can write \( \phi_\omega(x) = e^{i\theta(x)}|\phi_\omega(x)| \), for every \( x \in \mathbb{R}^2 \setminus \{ 0 \} \), for some \( \theta : \Omega \to [0, 2\pi) \). Define, also, \( \bar{\Omega} := \{ x \in \Omega : \theta(x) = 0 \} \) and assume, by contradiction, that \( |\bar{\Omega}| > 0 \). Consider the function \( \bar{U} = (u, \bar{v}) \), with \( \bar{v} := |\phi_\omega| + qG_\omega \). On the one hand, since \( |\nabla \phi_\omega(x)|^2 \leq |\nabla \phi_\omega(x)| \) for a.e. \( x \in \mathbb{R}^2 \), using the choice \( \lambda = \omega \), we have that \( Q_\omega(U) \leq Q_\omega(U) \), so that \( A_\omega(\bar{U}) \leq A_\omega(U) = d(\omega) \). On the other hand,

\[ |v(x)|^2 = |\phi_\omega(x)|^2 + q^2 G_\omega^2(x) + 2q \cos(\theta(x)) |\phi_\omega(x)| G_\omega(x) < \bar{v}(x) \quad \forall x \in \bar{\Omega}, \]

and thus, as \( |\bar{\Omega}| > 0 \), \( \|\bar{v}\|_{L^r(\mathbb{R}^2)} > \|v\|_{L^r(\mathbb{R}^2)} \), whence

\[ \tilde{S}(\bar{U}) > \tilde{S}(U) = d(\omega). \]

Now, consider \( \bar{U}_\tau = (u, \bar{v}_\tau) \), with \( \bar{v}_\tau := \tau \phi_\omega + qG_\omega \). It is straightforward that \( A_\omega(\bar{U}_\tau) < A_\omega(\bar{U}), \) for every \( \tau \in (-1, 1) \). Note, also, that the function \( \tau \mapsto \|\bar{v}_\tau\|_{L^r(\mathbb{R}^2)} \), given by

\[ \|\bar{v}_\tau\|_{L^r(\mathbb{R}^2)} = \int_{\mathbb{R}^2} |\tau|^2 |\phi_\omega(x)|^2 + q^2 G_\omega^2(x) + 2q |\phi_\omega(x)| G_\omega(x) \tau^r \, dx, \]
is continuous on $[-1, 1]$. Assume, first, that $\theta(x) \neq \pi$ for a.e. $x \in \Omega$. Therefore,
\[
\|\tilde{v}_{-1}\|_{L^p(\mathbb{R}^2)} < \|v\|_{L^p(\mathbb{R}^2)} < \|\tilde{v}\|_{L^p(\mathbb{R}^2)},
\]
and, hence, by the continuity of $\tau \mapsto \|\tilde{v}_\tau\|_{L^p(\mathbb{R}^2)}$, there exists $\tau^* \in (-1, 1)$ such that
\[
\|\tilde{v}_{\tau^*}\|_{L^p(\mathbb{R}^2)} = \|v\|_{L^p(\mathbb{R}^2)}.
\]
Assume, then, that $\theta(x) = \pi$ for a.e. $x \in \Omega$, i.e. that $v(x) = -|\phi_\omega(x)| + qG_\omega(x)$ for a.e. $x \in \Omega$. Since
\[
\left| \frac{d|\tilde{v}_\tau|}{d\tau} \right| = |r|\tilde{v}_\tau|^{r-2}\tilde{v}_\tau|\phi_\omega| \leq r|\tilde{v}|^{r-1}|\phi_\omega| \in L^1(\mathbb{R}^2), \quad \forall \tau \in [-1, 1],
\]
by dominated convergence,
\[
\frac{d}{d\tau}\|\tilde{v}\|_{L^p(\mathbb{R}^2)}|_{\tau=-1} = r \int_{\mathbb{R}^2} (|\tilde{v}_{-1}(x)|^{r-2}\tilde{v}_{-1}(x)|\phi_\omega(x)|) \, dx = r \int_{\mathbb{R}^2} (\|v(x)|^{r-2}v(x)|\phi_\omega(x)|) \, dx. \quad (62)
\]
Moreover, by Remark 5.4 $U$ satisfies (48), namely it solves (53). Now, setting $\chi = |\phi_\omega|$ and $\lambda = \omega$ in (53), we get
\[
\int_{\mathbb{R}^2} (\|v(x)|^{r-2}v(x)|\phi_\omega(x)|) \, dx = -\int_{\mathbb{R}^2} (|\nabla|\phi_\omega(x)||^2 \, dx - \omega \int_{\mathbb{R}^2} (|\phi_\omega(x)|^2 \, dx
\]
and thus, combined with (62), there results
\[
\frac{d}{d\tau}\|\tilde{v}\|_{L^p(\mathbb{R}^2)}|_{\tau=-1} < 0.
\]
Since $\|\tilde{v}_1\|_{L^p(\mathbb{R}^2)} > \|\tilde{v}_{-1}\|_{L^p(\mathbb{R}^2)} = \|v\|_{L^p(\mathbb{R}^2)}$ and $\tau \mapsto \|\tilde{v}_\tau\|_{L^p(\mathbb{R}^2)}$ is continuous, there exists $\tau^- \in (-1, 1)$ such that $\|\tilde{v}_{\tau^-}\|_{L^p(\mathbb{R}^2)} = \|v\|_{L^p(\mathbb{R}^2)}$.

Summing up, in both cases there exists $\tilde{U}_{\tau^*} = (u, \tilde{v}_{\tau^*}) \in M_\omega$ such that $A_\omega(\tilde{U}) < A_\omega(U)$, but this contradicts the fact that $U$ is a minimizer of $A_\omega$ on $M_\omega$. Hence, $|\Omega| > 0$ is false and $\phi_\omega(x) \geq 0$ for every $x \in \mathbb{R}^2$.

It is, then, left to prove that in fact $\phi_\omega(x) > 0$ for every $x \in \mathbb{R}^2$. Since $v$ solves (48), $\phi_\omega$ satisfies
\[
(-\Delta + \omega)\phi_\omega = |v|^{r-2}(\phi_\omega + qG_\omega).
\]
Therefore, as $\phi_\omega$ is nonnegative, $(-\Delta + \omega)\phi_\omega \geq 0$ in $H^{-1}(\mathbb{R}^2)$ and so, as $\phi_\omega \neq 0$ by Proposition 5.2, by the Strong Maximum Principle (e.g., [23, Theorem 3.1.2]), there results in $\phi_\omega > 0$ on $\mathbb{R}^2$, which concludes the proof. \(\square\)

Finally, we can discuss the radial symmetry of the restriction to the plane of the action minimizers.

**Lemma 5.10.** Let $p, r > 2$, $\beta > 0$ and $\omega > E_{\text{lin}}$. Let $U = (u, v)$ be an action minimizer at frequency $\omega$ and, given the decomposition $v = \phi_\lambda + qG_\lambda$, assume that $q > 0$ and $\phi_\lambda > 0$ for every $\lambda \geq \omega$. Then, $v$ is radially symmetric and decreasing along the radial direction. In particular, $\phi_\lambda$ is radially symmetric and decreasing along the radial direction for every $\lambda \geq \omega$.

**Proof.** By [1, Remark 2.1] it is sufficient to prove that $\phi_\omega = \phi_\omega^*$, with $\phi_\omega^*$ the symmetric decreasing rearrangement of $\phi_\omega$ (see e.g. [44, Chapter 3]). Then, let $U = (u, v)$ be an action minimizer at frequency $\omega$, and consider the decomposition $v = \phi_\lambda + qG_\lambda$. By Lemma 5.7, $U$ is also a minimizer of $A_\omega$ on $M_\omega$.

Assume by contradiction $\phi_\omega(x) \neq \phi_\omega^*(x)$ for all $x \in \Omega$, with $|\Omega| > 0$. Define the function $\tilde{U} := (u, \tilde{v})$, with $\tilde{v} := \phi_\omega^* + qG_\omega$. By [1, Eqs. (31), (33) and (39)], with the proviso that
[1, Eq. (33)] is an equality if and only if $g \equiv g^*$, there results that $Q_\omega(\tilde{U}) \leq Q_\omega(U)$ and $\|g\|_{L^s(R^2)} > \|v\|_{L^s(R^2)}$, so that

$$A_\omega(\tilde{U}) \leq A_\omega(U) \quad \text{and} \quad \tilde{S}(\tilde{U}) > \tilde{S}(U).$$

Moreover, one can check that there exists $\tau \in (0, 1)$ such that $\|\tau \phi^*_\omega + qG_\omega\|_{L^s(R^2)} \leq \|\phi^*_\omega + qG_\omega\|_{L^s(R^2)}$. Besides, letting $U_\tau = (u, \tau \phi^*_\omega + qG_\omega)$, there results that

$$Q_\omega(U_\tau) < Q_\omega(\tilde{U})$$

and thus

$$A_\omega(U_\tau) < A_\omega(U) \quad \text{and} \quad \tilde{S}(U_\tau) = \tilde{S}(U),$$

which contradicts the fact that $U$ is a minimizer of $A_\omega$ on $M_\omega$ and concludes the proof.  \(\square\)

**Remark 5.11.** The proof of Lemma 5.10 and of Lemma 5.9 require major modifications in the proof of the analogous results given in [1]. The reason is pointed out in Remark 5.8. Indeed, the presence of a negative, non-quadratic term in $A_\omega$, forces variations that involve the sole restriction to the plane $v$. However, such an operation does not allow any control on the sign of $Q_\omega$ and, thus, any proper renormalization. Hence, we decided to act only on the regular part of $v$. This gives rise to further technical issues (mainly in Proposition 5.9), which can be managed as showed before.

Then, we can conclude the section with the proof of Theorem 4, that follows combining previous results in this section.

**Proof of Theorem 4.** Let $U = (u, v)$ be a ground state for $E$ at mass $\mu$. In particular, fix $\lambda = 1$, so that $v = \phi + qK_0/2\pi$, where $\phi$ stays for $\phi_1$. Then, by Proposition 5.2 $u \neq 0$, $\phi \neq 0$ and $q \neq 0$. Moreover, up to a multiplication by a constant phase, $q > 0$ and $u(x) > 0$ for every $x \geq 0$. By Lemma 5.1, $u$ solves (47), hence it is a proper translation of a one-dimensional soliton. On the other hand, (22) follows by (49) and (50) choosing $\lambda = 1$. The properties of $v$ follows by combining Proposition 5.2 and Lemmas 5.9, 5.10 and 5.5.

It is, then, left to prove that

$$E(U) < -\theta_\rho \mu^{\frac{\rho+2}{p}}.$$  \(63\)

Instead of proving (63), we prove the stronger inequality

$$E(U) < \min\{\mathcal{E}_\alpha(\mu, \mathbb{R}^+), \mathcal{E}_\rho(\mu, \mathbb{R}^2)\},$$

since the right-hand side is not larger than $-\theta_\rho \mu^{\frac{\rho+2}{p}}$. Assume, by contradiction, that $E(U) = \mathcal{E}(\mu) = \min\{\mathcal{E}_\alpha(\mu, \mathbb{R}^+), \mathcal{E}_\rho(\mu, \mathbb{R}^2)\}$. Then, arguing as in the proof of Theorem 2, we get

$$E(U) = \inf_{U \in \mathcal{D}_\mu} \left\{ E_\alpha(u, \mathbb{R}^+) + E_\rho(v, \mathbb{R}^2) \right\},$$

so that $U$ is also a ground state for $E_\alpha(\cdot, \mathbb{R}^+) + E_\rho(\cdot, \mathbb{R}^2)$ at mass $\mu$. However, by Theorem 3, this entails that either $u \equiv 0$ or $v \equiv 0$, which is a contradiction and concludes the proof.  \(\square\)

**Appendix A. The Laplacian on the Hybrid Plane**

Here we show that the hamiltonian operators $H$ introduced by Exner and Šeba in [33] to realize the laplacian on the hybrid is associated to the family of quadratic forms $Q$ defined in (14). In the notation $H$ and $Q$ we omit the dependence on the parameter $\alpha, \rho, \beta$, but it is clear that the symbol $H$ represents rather a family of operators and $Q$ a family of quadratic forms. The definition of $H$ presented below is slightly different from that of [33], but it is easily seen that they are equivalent.
The operator $H$ is obtained as a self-adjoint operator that acts as the Laplacian on $\mathbb{R}^+$ and $\mathbb{R}^2$ outside the origin. Thus, $H$ is a self-adjoint extension of

$$H_0 := H_{\mathbb{R}^+} \oplus H_{\mathbb{R}^2}$$

with

$$H_{\mathbb{R}^+} : C_c^\infty(\mathbb{R}^+) \rightarrow L^2(\mathbb{R}^+), \quad H_{\mathbb{R}^+}u = -u''$$

$$H_{\mathbb{R}^2} : C_c^\infty(\mathbb{R}^2 \setminus \{0\}) \rightarrow L^2(\mathbb{R}^2), \quad H_{\mathbb{R}^2}v = -\Delta v.$$

In [33], the family of all extensions of $H_0$ is split up in five classes. Here we have considered class I only, which is a three-parameter family of extensions, since the others can be seen as degenerate cases (see Remark A.1).

Let $\alpha, \rho, \beta \in \mathbb{R}.$ We define $H : D(H) \subset L^2(\mathcal{I}) \rightarrow L^2(\mathcal{I})$ as the operator with domain

$$D(H) := \left\{ U = (u,v) \in L^2(\mathcal{I}) : u \in H^2(\mathbb{R}^+),\right.$$  

$$v = \phi + q\frac{K_0}{2\pi} \phi \in H^2(\mathbb{R}^2), q \in \mathbb{C} \text{ and } \left( \frac{u'(0)}{\phi(0)} = \left( \frac{\alpha}{\beta} \left( \rho + \frac{\beta}{2\pi} \log 2 \right) q \right) \left( \frac{u(0)}{q} \right) \right), \quad (64)$$

and action

$$HU = (-u'', -\Delta \phi - q\frac{K_0}{2\pi}), \quad U = (u,v) \in D(H),$$

We recall that the plane component of every function $U = (u,v) \in D(H)$ can be represented for every $\lambda > 0$ as $v = \phi_{\lambda} + q\phi_{\lambda}$ and for the action of $H$ one finds

$$HU = (-u'', -\Delta \phi_{\lambda} - \lambda q\phi_{\lambda}).$$

As a consequence, (64) can be represented equivalently in terms of the dumb parameter $\lambda.$ In this case boundary conditions in (64) read

$$\left\{ \begin{array}{l}
  u'(0) = \alpha u(0) + \beta q \\
  \phi_{\lambda}(0) = \bar{\beta} u(0) + \left( \rho + \frac{\beta}{2\pi} \log(2) + \log(\sqrt{5}) \right) q.
\end{array} \right.$$

Remark A.1. The other classes of self-adjoint extensions of $H_0$ established by [33] can be considered as degenerate since they are obtained by letting the parameters $\alpha, \rho, \beta$ go to infinity. More precisely, classes III, IV, and V correspond to the cases in which the half-line and the plane are decoupled. More precisely:

* class III is obtained by letting $\alpha \to \infty$ and keeping $\rho$ and $\beta$ bounded;
* class IV is obtained by letting $\rho \to \infty$ and keeping $\alpha$ and $\beta$ bounded;
* class V is obtained either by letting $\alpha, \rho \to \infty$ and keeping $\beta$ bounded, or letting $|\beta| \to +\infty$ and keeping $\alpha$ and $\rho$ bounded.

Class II, on the contrary, corresponds to a completely coupled case, in which one cannot decouple the two objects for any value of the parameters. It can be formally obtained, for instance, letting $|\alpha|, |\rho|, |\beta| \to +\infty$ in such a way that $\alpha \sim \rho \sim \beta$ and $|\beta|^2 - \alpha \rho \sim |\beta|$ (e.g. \( \beta > 0 \) and \( \alpha = \rho = \beta + \sqrt{\beta} \)).

Let us show that $Q : \mathcal{D} \rightarrow L^2(\mathcal{I}),$ defined by (14), is the quadratic form associated with $H.$ Preliminarily, one can directly check that $Q$ is symmetric and

$$Q(U) = \langle U, HU \rangle_{L^2(\mathcal{I})}, \quad \forall U \in D(H).$$

Hence, to conclude it is sufficient to prove that $Q : \mathcal{D} \rightarrow L^2(\mathcal{I})$ is associated with a unique self-adjoint operator. By [53, Theorem VIII.15], this is guaranteed if $Q(U) \geq -M|U|_{L^2(\mathcal{I})}^2$ for some $M \in \mathbb{R},$ and $Q$ is complete in $\mathcal{D}$ with respect to the norm

$$\|U\|_{\mathcal{D}, M} := \left( Q(U) + (1 + M)\|U\|_{L^2(\mathcal{I})}^2 \right)^{\frac{1}{2}}.$$
(see e.g. [53, Chapter VIII.6]). To this aim, recalling (26), (27), (40) and the fact that

\[-\ell_\alpha := \inf_{u \in H^1(\mathbb{R})} \frac{Q_\alpha(u, \mathbb{R}^+)}{\|u\|_{L^2(\mathbb{R}^+)}^2} = \begin{cases} 0, & \text{if } \alpha \geq 0, \\ -\alpha^2, & \text{if } \alpha < 0. \end{cases}\]

The infimum is attained if and only if \(\alpha < 0\) by \(C e^{\alpha x}, \ C \in \mathbb{C}\) (see [40, Section 6.2.2]), there results

\[Q(U) \geq Q_{\alpha-|\beta|}(u, \mathbb{R}^+) + Q_{\rho-|\beta|}(v, \mathbb{R}^2)\]
\[\geq -\ell_{\alpha-|\beta|}\|u\|_{L^2(\mathbb{R}^+)}^2 - \rho_{\rho-|\beta|}\|v\|_{L^2(\mathbb{R}^2)}^2\]
\[\geq -\max\{\ell_{\alpha-|\beta|}, \rho_{\rho-|\beta|}\}\|U\|_{L^2(D)}^2, \quad \forall U = (u, v) \in D.\]

On the other hand, using again [53, Chapter VIII.], \(Q\) is complete in \(D\) if and only if, for every sequence \((U_n)_n \subset D\) such that \(U_n \to U\) in \(L^2(D)\) and \(Q(U_n - U_m) \to 0\), there results that \(U \in D\) and \(Q(U_n - U) \to 0\). Then, fix \((U_n)_n \subset D\) with the two required properties. In particular, for any fixed \(\lambda > 0\), \(U_n = (u_n, v_n)\), with \(u_n \in H^1(\mathbb{R}^+)^d\) and \(v_n - q_n G_\lambda := : \phi_{n,\lambda} \in H^1(\mathbb{R}^2)^d\), for some \((q_n)_n \subset \mathbb{C}\). Moreover, \(u_n \to u\) in \(L^2(\mathbb{R}^+)\), \(v_n \to v\) in \(L^2(\mathbb{R}^2)\) and \(\|u_n - u_m\|_{L^2(\mathbb{R}^+)}\), \(\|v_n - v_m\|_{L^2(\mathbb{R}^2)}\) and \(Q(U_n - U_m)\) are uniformly bounded. By (30) and choosing \(\lambda = \omega \rho e^{i\beta}\), there results that

\[\|u_n' - u_m'\|_{L^2(\mathbb{R}^+)}^2 + C\|u_n' - u_m'\|_{L^2(\mathbb{R}^+)}^2 \leq C\lambda + |q_n - q_m|^2 - C|q_n - q_m|\|u_n' - u_m'\|_{L^2(\mathbb{R}^+)}^2 \leq C,\]

from which, using a weighted Young’s inequality, we deduce that both \(\|u_n' - u_m'\|_{L^2(\mathbb{R}^+)}\) and \(|q_n - q_m|\) are bounded. As a consequence,

\[|u_n(0) - u_m(0)|^2 \leq 2\|u_n' - u_m'\|_{L^2(\mathbb{R}^+)}\|u_n - u_m\|_{L^2(\mathbb{R}^+)} \to 0,\]

and

\[\text{Re} \left( \beta(q_n - q_m)(\overline{u_n(0)} - \overline{u_m(0)}) \right) \leq C|q_n - q_m|\|u_n' - u_m'\|_{L^2(\mathbb{R}^+)}\|u_n - u_m\|_{L^2(\mathbb{R}^+)} \to 0.\]

Thus

\[Q(U_n - U_m) = \|u_n' - u_m'\|_{L^2(\mathbb{R}^+)}^2 + \|\nabla \phi_{n,\lambda} - \nabla \phi_{m,\lambda}\|_{L^2(\mathbb{R}^2)}^2\]
\[+ \lambda\|\phi_{n,\lambda} - \phi_{m,\lambda}\|_{L^2(\mathbb{R}^2)}^2 + |q_n - q_m|^2 + o(1) \to 0,\]

which entails that \((u_n)_n\) is a Cauchy sequence in \(H^1(\mathbb{R}^+)^d\), \((\phi_{n,\lambda})_n\) is a Cauchy sequence in \(H^1(\mathbb{R}^2)^d\) and \((G_\lambda)_n\) is a Cauchy sequence in \(C\). Hence, there results that \(U \in D\) and that \(Q(U_n - U) \to 0\).

**Appendix B. Eigenvalues of the Laplacian on the Hybrid Plane**

Here we give the discrete spectrum of the operator \(H\) introduced in Appendix A, in view of the importance of its least eigenvalue, that coincides with the quantity \(-E_{\text{lim}}\), defined in (15).

The eigenvalues of \(H\) are the numbers \(\nu \in \mathbb{R}\) for which there exists \(U = (u, v) \in D(H) \setminus \{(0,0)\}\) such that

\[(H - \nu)U = (0,0), \quad \text{i.e.} \quad \begin{cases} -u'' - \nu u = 0, & \text{on } \mathbb{R}^+, \\ -\Delta \phi_{\lambda} - \nu \phi - q(\nu + \lambda)G_\lambda = 0, & \text{on } \mathbb{R}^2. \end{cases}\]

The case \(\beta = 0\) is immediate as the problem decouples, and the discrete spectrum consists of \(-\omega_\rho\), when \(\alpha \geq 0\), and of \(-\omega_\rho, -\alpha^2\), when \(\alpha < 0\), where the eigenspace of \(-\omega_\rho\) is
spanned by \((0, G_{\omega})\) and, when \(\alpha < 0\), the eigenspace of \(-\alpha^2\) is spanned by \(e^{\alpha x}\). On the other hand, if \(\beta > 0\), then one finds that the eigenvalues are the negative solutions in \(\nu\) of

\[
(\alpha + \sqrt{-\nu}) = \left(\rho + \frac{\gamma - \log(2) + \log(\sqrt{-\nu})}{2\pi}\right)^{-1} \beta^2.
\]  

(65)

Such solutions are not explicit, but an easy qualitative study of the functions on the two sides of (65), yields that

* for every \(\alpha, \rho \in \mathbb{R}, \beta > 0\), there exists a solution, denoted by \(\ell^1\), smaller than \(\min\{-\ell_\alpha, -\omega_\beta\}\),

* for every \(\rho \in \mathbb{R}, \alpha < 0, \beta > 0\), there exists another solution, denoted by \(\ell^2\), belonging to \((\max\{-\ell_\alpha, -\omega_\beta\}, 0)\).

Hence, the discrete spectrum consists of \(\{\ell^1\}\), when \(\alpha \geq 0\), and of \(\{\ell^1, \ell^2\}\), when \(\alpha < 0\).

The eigenspaces of \(\ell^1\) are spanned by \((e^{-\ell^1 x}, \frac{\alpha + \sqrt{-\nu}}{\beta} G_{-\ell^1}(x))\).

Summing up, the discrete spectrum of \(H\) reads

\[
\sigma_d(H) = \begin{cases} 
-\omega_\rho, & \text{if } (\alpha, \beta) \in [0, +\infty) \times \{0\} \\
-\omega_\rho, -\alpha^2, & \text{if } (\alpha, \beta) \in \mathbb{R}^- \times \{0\} \\
\ell^1, & \text{if } (\alpha, \beta) \in [0, +\infty) \times \mathbb{R}^+ \\
\ell^1, \ell^2, & \text{if } (\alpha, \beta) \in \mathbb{R}^- \times \mathbb{R}^+.
\end{cases}
\]

and \(-E_{\text{lin}}\), defined by (15), is actually the least eigenvalue of \(H\), i.e. \(-E_{\text{lin}} = \min \sigma_d(H)\).

References


Email address: riccardo.adami@polito.it

F. Boni: Scuola Superiore Meridionale, Largo S. Marcellino, 10, 80138, Napoli, Italy
Email address: f.boni@ssmeridionale.it

R. Carlone: Università degli Studi di Napoli Federico II, Dipartimento di Matematica e Applicazioni “Renato Caccioppoli”, Via Cintia, Monte S. Angelo, 80126, Napoli, Italy
Email address: raffaele.carlone@unina.it

L. Tentarelli: Politecnico di Torino, Dipartimento di Scienze Matematiche “G.L. Lagrange”, Corso Duca degli Abruzzi, 24, 10129, Torino, Italy
Email address: lorenzo.tentarelli@polito.it