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Abstract—This paper aims to comprehensively explore chal-
lenges and opportunities to design highly efficient Neural Net-
work (NN) systems through Approximate Computing (AxC)
techniques while ensuring fault tolerance properties. By high-
lighting the intrinsic conflicting goals of AxC and fault tolerance
principles, the study aims to stimulate and contribute to a
deeper understanding of how important it is to consider fault
tolerance requirements while designing approximate-computing-
based systems. This is key to developing highly efficient fault-
tolerant architectures for Neural Networks.

Index Terms—Approximate Computing, Reliability, Neural
Networks, Fault Tolerance, Artificial Intelligence

I. INTRODUCTION

In computing systems, resilience stands as a cornerstone
principle, ensuring continuous operation and robustness in
the face of diverse challenges, including hardware faults.
Traditional approaches to strengthen system resilience often
entail significant overheads regarding resources and energy
consumption. However, a promising alternative has emerged in
Approximate Computing (AxC) that offers an interesting op-
portunity to enhance resilience while mitigating the associated
costs [1].

AxC, characterized by its relaxation of accuracy require-
ments in favor of efficiency gains, presents a novel paradigm
to potentially improve system resilience. By leveraging the
inherent trade-offs between accuracy and resources, AxC
techniques can protect systems against various failure modes,
enabling graceful degradation and adaptive response mecha-
nisms [2]. As highlighted throughout the paper, this might
seem counterintuitive; however, upon a careful design phase,
AxC can help improve both the resilience and efficiency of
Neural Network (NN) systems.

This paper investigates the conflicting requirements of ap-
proximate computing and reliability, highlighting the need for
careful design to improve system resilience and efficiency.
The exploration begins with examining the AxC techniques
applied to NN systems over the years, discussing the impact
of AxC in the NN domain and existing countermeasures to
accuracy degradation. Furthermore, the paper explores the
existing fault-tolerant strategies applied to NN systems. Then,

the journey continues, investigating the delicate balance be-
tween approximation and reliability. We show the existing
approaches to assess the reliability of approximate NN systems
and how AxC has been used to improve NN fault tolerance.
We focus on the techniques to improve the reliability of
the NNs leveraging the accuracy variability and the intrinsic
error masking of approximate techniques, as well as on the
limitations to the reliability when approximate techniques are
a mandatory design constraint. While approximate computing
holds interesting promise for enhancing system resilience,
it also poses challenges and considerations that must be
addressed. Thus, we identify key aspects to consider when
designing approximate fault-tolerant NN systems and highlight
the need for careful Approximation for Reliability (AfR) design
principles to enhance both the resilience and efficiency of such
systems.

The rest of the paper is organized as follows. A background
section discussing the fundamentals of AxC and resiliency
concepts (Section II), an overview of state-of-the-art AxC
techniques in NN systems (Section III), a review of reliability
analysis approaches for NN systems (Section IV). Section
V reviews existing approaches to balance approximation and
reliability to finally highlight challenges, opportunities, and
key aspects to address. Finally, Section VI provides concluding
remarks, including perspectives and open challenges.

II. BACKGROUND

The usage of AxC has been linked for many years with all
applications that inherently possess the resilience to errors,
meaning they can produce satisfactory outputs even when
some of their computations are carried out in an approximate
manner [3]. This is the case for many Machine Learning (ML)
applications, where the classification results can be delivered
with some error tolerance without compromising the task [4].

The concept of AxC encompasses a wide array of tech-
niques that capitalize on the inherent resilience of applications,
ultimately leading to improved efficiency across all computing
stack layers, ranging from the fundamental transistor-level
design to software implementations. These techniques can
have varying impacts on both the hardware and the output



quality. Among them, one of the most common is employing
approximate adders or multipliers [5]–[7] or resorting to data
precision reduction to smaller and approximated representa-
tion, such as fixed point or integer quantization [8].

Error assessment usually involves simulating both the pre-
cise and approximate versions of applications [1] and mea-
suring the deviation with standard metrics, such as Mean
Squared Error (MSE), Mean Absolute Error (MAE) or more
application-dependent ones, such as Peak Signal-to-Noise
Ratio (PSNR), Structural Similarity Index (SSI). However,
the scientific literature has proposed alternative methods like
Bayesian inference [9] or machine learning-based approaches
[10].

Selecting the most suitable AxC techniques for an applica-
tion is challenging, and many publications have proposed how
to explore the design space to find the most suitable AxC
techniques for an application [11]–[14]. Among various ap-
proaches, such as complex Design Space Exploration (DSE),
including genetic algorithms and simulated annealing [15], ML
ones such as Reinforcement Learning (RL) showed promising
results in improving the DSE [16], [17], minimizing the
number of designs to evaluate while maximizing the quality
of the DSE model and reducing the exploration time [18].

Moving from approximate computing to Fault Injection
(FI) [19], [20] and fault models can be a natural progression
in exploring reliability and resilience in computing systems.
While approximate computing intentionally introduces con-
trolled inaccuracies to improve efficiency, FI techniques delve
into unintended errors and their consequences. By injecting
faults into hardware or software components, researchers
can simulate real-world scenarios where errors occur due to
manufacturing defects, environmental conditions, or malicious
attacks. Fault models provide a systematic framework for
characterizing different types of faults and their effects on
system behavior, ranging from transient faults that cause
temporary errors to permanent faults that result in persistent
failures [21]. By studying fault injection and fault models in
conjunction with approximate computing, researchers can gain
insights into the interplay between intentional approximations
and unintentional errors, leading to the development of more
resilient and robust computing systems capable of withstand-
ing a wide range of adverse conditions.

FI can be classified based on the mechanisms used to
introduce the fault into the system artificially: (i) Physical FI
aims at exposing the final implementation of the system to
an external fault source (e.g., radiation-based fault injections),
while (ii) Hardware-based FI exploits existing hardware inter-
faces to alter the behavior of the system (e.g., using debug
interface to access to Central Processing Unit (CPU) internal
registers), and (iii) Software-based FI instruments the software
layer of the system to inject faults directly into memory
locations. Finally, the (iv) model-based FI instruments the
model of the system (e.g., Hardware Description Language
(HDL) model or by exploiting micro-architectural description
of the CPU/system) to inject faults during model simula-
tion/emulation. Examples and details of the above techniques
can be found in [19], [20].

Every injection could lead to different types of behavior in

the system, classified as follows [22]:
• OK: the system continues working expectedly, with-

out showing any appreciable difference concerning the
golden run after the injection;

• Crash: whenever the system stop its activities. It includes
forced reboots or shutdown of the system.

• Hang: despite being active, the system does not end after
a time window of observation.

• Silent Data Corruption (SDC): despite the system being
able to end its task, the output of the computation is
altered. To check if the computation results are correct,
FI should follow a careful comparison of any system out-
comes with a golden version obtained without injecting
any error.

III. APPROXIMATE COMPUTING FOR NEURAL NETWORK
SYSTEMS

It appears that the use of AxC in ML dates back to 2014,
when inexact multipliers were applied to a NN accelera-
tor [23], achieving savings in energy, delay, and area at the cost
of a moderate accuracy loss for a multi-layer perception. From
there, numerous propositions appeared from the scientific com-
munity at different abstraction levels [24]. Starting with simple
classifiers, scalable-effort classifiers were proposed to dynam-
ically adjust computational effort based on input difficulty
while maintaining accuracy [25]. ApproxANN [26] introduces
an approximate computing framework for Artificial Neural
Networks (ANNs). It applies approximation to computation
and memory accesses by carefully characterizing the impact
of neurons on output quality for maximum energy efficiency
gain under a specified quality constraint.

Concerning Convolutional Neural Networkss (CNNs), the
error resilience of parameters has been investigated [27] to
determine the least critical ones to approximate. As a re-
sult, CNN filters with the least significance can be pruned,
enabling trade-offs between accuracy and efficiency. Another
approach is quantifying the error resilience of each neuron
through theoretical analysis for CNNs [28] and Spiking Neural
Networks (SNNs) [29], revealing significant variability across
neurons. This enables dynamic adaptation of approximate bit-
width and configurable approximate circuits depending on the
error resilience of neurons.

Indeed, the use of approximate multipliers to enhance the
performance of CNNs has been explored [30]–[32], showing
that replacing part of or all exact multipliers with approximate
ones has a low impact on the networks’ accuracy while
achieving significant performance gains in terms of power,
area, and speed. In this sense, ALWANN [33] introduces a
novel approach to select suitable approximate 8-bit multi-
pliers for each computing element of a custom low-power
accelerator by converting fully trained Deep Neural Networks
(DNNs) to operate with 8-bit weights and multipliers. A
multi-objective optimization algorithm is used to minimize
classification error and energy consumption. Also, Neural
Architecture Search (NAS) approaches have been proposed
to incorporate approximate operations into CNNs and achieve
power-efficient hardware implementations, based on Carte-
sian genetic programming [34] and differentiable architecture



search (DARTS) [35]. Approximate multipliers have also been
used to improve the training performance of CNNs [36].

Concerning quantization, studies on developing CNNs with
flexible data types have been conducted [37]. Various data
types for inference and training procedures can be used,
often layer-wise [38], along with incorporating approximate
arithmetic operations into the CNN design. It has been shown
that even 2-bit weights can lead to a reasonable accuracy after
fine-tuning [37] and also Binary Neural Networks (BNNs)
have been extensively studied [39]. Other approaches have
been proposed to compress the storage requirements of NNs
systems without compromising their accuracy. An example
consists of applying pruning to remove unimportant connec-
tions, then the weights are quantized to enforce weight sharing,
and finally, Huffman coding is used to compress the network
representation [40].

Quantization and voltage scaling techniques have been used
to enhance the energy efficiency in resource-constrained de-
vices deploying CNNs [41]. Also, dedicated approximate HW
accelerators have been designed based on conventional [42]
or emerging computing paradigms, such as In-Memory Com-
puting (IMC) and Near-Memory Computing (NMC) [43]
and utilizing reconfigurable nanotechnologies such as Silicon
Nanowire Field Effect Transistors (FETs) [44]. Finally, propo-
sitions to use distributed approximate systems for collaborative
DNN have also been explored [45] to achieve energy-efficient
inference for resource-constrained environments such as edge
computing.

NN-based systems approximation works well thanks to their
inherent tolerance. In fact, at some level, the NN purpose
comes down to approximating a complex and incompletely
specified function [24]. Through the training process, NNs
imitate the behavior of such a function. However, the training
process is usually performed under the fully-accurate computa-
tion assumption. Thus, when too much approximation is intro-
duced, the system accuracy decreases. Therefore, the training
process can be re-purposed to recover from the adverse effects
of approximations.

The backpropagation algorithm has been used for quan-
tifying approximation impact and incremental retraining to
mitigate quality loss [46]. Post-approximation re-training and
approximation-aware (re-)training are often used to recover
from the introduced error [40]. By integrating hardware imper-
fections into the training phase, the accuracy of DNN models
can be recovered significantly even with aggressive approxi-
mation [47]. Methodologies have been proposed for efficiently
selecting approximate multipliers and applying retraining to
minimize the approximation error [48]. Approaches to reduce
the necessary retraining effort have also been used, such as
knowledge distillation and gradient estimation [49]. Also, the
behavioral simulation of various approximate multipliers to
model the error introduced by approximate hardware in DNNs
has been used to accelerate retraining [50].

Frameworks have been developed to simulate the intro-
duction of approximation during training and inference. Ax-
Train [51] is a hardware-oriented training framework that
actively searches for a network parameter distribution with
high error tolerance and passively learns resilient weights by

numerically incorporating the noise distributions of approx-
imate hardware during training. ProxSim [52] and TFAp-
prox [53] are Graphics Processing Unit (GPU)-accelerated
simulation frameworks designed to optimize cross-layer ap-
proximate DNN. Approximate DNN inference and retraining
are supported while introducing a hardware-aware regulariza-
tion technique for DNNs optimization. TorchAxf [54] also
includes SNN and supports different types of approximate
adders and multipliers, as well as standard reduced precision
floating-point formats like bfloat16 and user-customized pre-
cision representations. More recently, the development effort
has been directed towards larger Artificial Intelligence (AI)
models, such as Vision Transformers (ViTs). TransAxx frame-
work [55] enables the use of approximate computing for ViTs.
It uses sensitivity analysis to approximate multiplications,
approximate-aware fine-tuning for accuracy restoration, and
a methodology for generating approximate accelerators using
a Monte Carlo Tree Search algorithm.

For a more complete overview of the existing literature on
Approximate Computing for NNs systems, we refer the reader
to existing surveys [5], [24], [56], [57]

IV. RELIABILITY OF NEURAL NETWORK SYSTEMS

The field of Reliability of NNs systems traces its origins
to 2001 when one of the first studies [58] focused on fault
tolerance in ANNs, particularly multilayered feedforward nets.
The study aims to assess the real influence of faults on neural
computation and evaluate the network’s ability to survive
faults. It adopts a high abstraction level based on neural
graphs and introduces an error model to derive fault-induced
errors’ effects on neural outputs analytically. It also draws
the conditions for complete compensation of errors through
weight adjustment. The experimental evaluation indicated that
even single errors significantly affect computation, and weight
redistribution is insufficient for complete masking post-fault,
thus suggesting architectural redundancy to achieve fault tol-
erance.

A. Reliability Assessment of NN-based Systems

Many studies have analyzed the phenomenon from different
points of view. From the NN model perspective, the robustness
of multi-layer neural networks has been explored on the
hypothesis that neurons fail independently [59], providing
bounds on the number of neurons that can fail without affect-
ing computation. Since the NN system reliability competes
with power efficiency and latency, methods for predicting the
error resilience of neurons have been explored in DNNs [60],
as well as in SNNs [61], for example, based on vulnerability
value ranges [62]. The resilience estimations pave the way to
selective protection for flexible trade-offs between reliability
and efficiency.

From the hardware point of view, the error propagation
in DNN accelerators has been investigated, highlighting that
the resilience depends on factors like data types, values, data
reuses, and layer types [63]. Different HW platforms have
been used to accelerate DNNs. Thus, several studies assess
the impact of permanent and transient faults on such platforms.



A variety of approaches have been proposed, from the most
realistic neutron beam exposure [64]–[68] to combining gate-
level fault simulation accuracy with software fault injection’s
speed and flexibility [69]–[72].

Many tools for resilience evaluation through FI have been
developed throughout the years. SASSIFI [73] was designed
for evaluating, through assembly-language instrumentation,
the resilience of massively parallel applications running on
modern NVIDIA GPUs to soft errors caused by high-energy
particle strikes. A fault injection environment built on the
darknet DNN framework has also been proposed [74] for
evaluating the impact of permanent faults on CNNs used in
automotive applications. High-level fault injection frameworks
for both TensorFlow-based applications (TensorFI [75] and In-
jecTF2 [76]) and Pytorch-based applications (PyTorchFI [77]
and TorchFI [78]) were proposed. They enable the injection
of hardware and software faults into TensorFlow programs,
allowing assessment of their resilience across various fault
types. Fiji-FIN [79] was designed for evaluating the resiliency
of IoT devices executing ML and Deep Learning (DL) models,
mainly for security challenges like bit perturbation attacks
and soft errors. Ways to provide a fast and accurate solution
for injecting software-level faults in DNNs were embedded
in approaches such as BinFI [80], Enpheeph [81], and SCI-
FI [82]. While BinFI models the error propagation charac-
teristics of a machine learning application as a monotonic
function, the SCI-FI approach focuses on running the faulty
DNN selectively by rapidly determining whether fault effects
should be propagated throughout the inference. Enpheeph
was designed specifically for fast injections on SNNs and
compressed (sparse) DNNs. As mentioned, cross-layer fault-
injection approaches [71] have been proposed to speed up the
evaluation. Error models derived from accurate fault injection
campaigns are used within error simulation engines, enabling
fast and accurate assessments.

It is then clear that FI is a standard method for assessing
the reliability of integrated systems. Due to the complexity
of modern systems, only a subset of potential errors is ran-
domly selected for practical experiments. A well-established
method [83] provides an analytical way to obtain the necessary
number of faults to inject to achieve a desired confidence level
and error interval. Specific research for the particular case of
NN systems has been conducted [4], providing a methodology
to compute the statistically significant number of faults to be
injected and the fault injection points to achieve statistically
significant results.

B. Reliability Improvement of Neural Network systems
Over the years, many approaches have been proposed to

improve the reliability of NN systems. Traditional resilience
methods like Triple Modular Redundancy (TMR) incur high
overheads and are unsuitable for DNN algorithms or accel-
erator architectures. Thus, the sensitivity to faults of different
model and accelerator parts is assessed to enable cost-effective
selective protection.

Many approaches target pre-trained networks, as the dataset
to apply (re-)training-based approaches is not always avail-
able, and the cost is often prohibitive, especially for huge

models. Specific methods aim to reduce worst-case failure
rates after a bit-flip fault by employing online approaches
based on selective TMR to counteract the effect of faults [84],
[85]. Others modify the parameters of the NN to include
Error Correction Codes (ECCs) [86]–[89], or use ML-based
approaches to identify critical parameters and apply selective
ECC-based memory protection [90], [91].

Approaches at the scheduling level have also been proposed
to distribute the computation of critical neurons among the
available processing elements and reduce the likelihood that
a physical fault may impact multiple critical neurons [92].
Ensemble learning has also been used to enhance robust-
ness against memory errors in embedded systems [93] while
maintaining memory requirements. Approaches using security
primitives to improve the reliability of NNs also exist [94].

When training data is available, and (re-)training is feasible,
further enhancements are possible. Indeed, leveraging the
training procedure enables the embedding of fault tolerance
within the model. Some studies apply weight distribution
fine-tuning [95] after carefully estimating neuron resilience.
Fault-Aware Training (FAT) technique [96], [97] relies on
injecting faults during the NN training to make it learn the
possible faulty scenarios. Other approaches integrate ECC into
the NN parameters during training [98], so the correcting
code becomes part of the parameters. These approaches aim
to improve the model fault tolerance without impacting the
memory footprint.

For a more complete overview of the existing literature
on the Reliability of NNs, we refer the reader to existing
surveys [99]–[104].

V. BALANCING APPROXIMATION AND RELIABILITY IN NN
SYSTEMS: CHALLENGES AND OPPORTUNITIES

Reliability and AxC are tightly related, as both rely on the
NN inherent resiliency to errors. However, they are conflicting,
as the goal of AxC to reduce the system redundancy - hence
the overhead - goes against the inherent requirement for
redundancy in reliability. Therefore, these two aspects should
be jointly considered when designing NN systems to produce
highly optimized and reliable solutions. In this section, we
show - to the best of our knowledge - the existing literature
studies in this direction.

A. State of the art on reliability assessment of approximate
NN systems

First, let us consider studies about reliability assessment
of approximate NN systems. Quantization is one of the most
used AxC approaches to improve efficiency. Thus, the impact
of using mixed-precision Floating-Point Operation (FLOP)
on the reliability of DNNs executing on modern computing
architectures - including Xilinx FPGAs, Intel Xeon Phis, and
NVIDIA GPUs - has been explored. Results show that, while
the number of wrong outputs in CNN execution tends to in-
crease [105], the performance-reliability trade-off significantly
improves when using lower precision data [106], as the Mean
Executions Between Failures (MEBF) increase. Moreover,



fixed-point data representation offers the best trade-off be-
tween memory footprint reduction and CNN resilience [107].

Studies have been carried out on the impact of faults in
approximate deep neural network accelerators, utilizing state-
of-the-art approximate operations [6]. Faults can exacerbate
accuracy loss in approximate accelerators compared to ac-
curate DNN accelerators [108]. However, in some cases,
approximate operations can help improve resilience [109].
We show such a phenomenon in the case study reported in
Section V-C. On the one hand, this confirms once again that
AxC and Reliability have conflicting goals. On the other hand,
it shows that they are not necessarily incompatible, and careful
and tailored approaches can help improve both fault resilience
and efficiency [110]–[112].

Also, tools for exploring approximation and reliability trade-
offs in DNN accelerators are starting to be proposed. As
an example, DeepAxe [113] focuses on FPGA-based imple-
mentations. It enables selective approximation and provides
different trade-offs in the design space considering accuracy,
reliability, and hardware performance. Moreover, functional
approximation and AxC errors have been used to emulate the
effect of faults and speed up the resilience assessment [114],
[115].

On the side of SNN, recent works are investigating both
the impact of AxC as a tool for minimizing the power
consumption and area footprint, as well as assessing the
reliability fall out of such instruction. Authors in [116] propose
a systematic way of exploring precision reduction on all the
memory parameters of SNNs, resorting to Interval Arithmetic
(IA) modeling of the error. Once the precision reduction
is introduced in the system, it works as [117], investigates
the fault-tolerance of the overall inference of the networks
in terms of accuracy. Authors proposed an extension of the
fault injection tool presented in [82] to target SNNs, and
the main takeout of their analysis confirms that the bigger
layers of the network, where the generation of spikes works
in collaboration among neurons are still very resistant to faults.
On the contrary, the fault tolerance reduces drastically when
reaching the final layers, with only a few neurons partitioning
the output space.

B. State of the art on reliability improvement of approximate
NN systems

As supply voltage scaling has been used for energy-efficient
DNN accelerator design, a sensitivity-based error resilience
technique has been proposed in [118] to schedule more sensi-
tive computations to more robust logic units. The in-memory
architecture presented in [119] is based on Bit-line Computing
and incorporates effective error detection and mitigation to
enable aggressive voltage scaling while maintaining high CNN
accuracy. The study in [120] jointly considers error resilience,
efficiency, and performance optimization by using an evo-
lutionary, multi-objective Neural Architecture Search (NAS)
optimization technique for automatically designing hardware-
optimized DNN architectures. To enable rapid evaluation of
DNN architectures, the study derives computationally inex-
pensive objective functions to predict error resilience, energy

consumption, latency, and required bandwidth of DNNs on
hardware. AdAM [121], a novel adaptive fault-tolerant approx-
imate multiplier for ASIC-based SNN accelerators, employs
neutron beam exposure and fault injection adaptive adder
utilizing the leading one position value of inputs for fault
detection, optimizing unutilized adder resources. A lightweight
fault mitigation technique sets detected faulty bits to zero.
[122] propose a fault mitigation method to counter permanent
faults on approximate DNN accelerators described in [108].
They propose a Fault-aware weight re-tuning, which updates
weights to minimize the absolute difference between approxi-
mate and accurate multiplications of overall activations in the
presence of faults.

While the studies mentioned so far investigate the reliabil-
ity improvement of approximated NN systems, other studies
explore the concept of approximate fault-tolerance for CNN
accelerators to reduce performance overheads while ensuring
reliability. The study in [123] investigates selective duplication
and imprecise checking, demonstrating considerable reliability
improvements with limited overhead. Finally, runtime adap-
tation of quantization has been used to achieve lightweight
fault tolerance. Even in the presence of faults, a fail-degraded
operating mode is proposed in [124], leveraging reduced
precision computations to preserve compute capability rather
than losing it entirely.

C. Case Study

Conventional fault-tolerant approaches leverage redundancy
or reconfiguration to tolerate the presence of HW faults.
Even if the overhead of those techniques is reduced thanks
to the use of AxC, it can still be too high. In [109], the
authors introduced the idea of only using the AxC paradigm to
increase the resilience of DNN without any other redundancy
techniques and thus avoiding extra costs. We extended the
proposed idea by analyzing bit-width reduction and functional
approximation.

Let us first define the adopted DNN hardware accelerator.
It is based on an output stationary systolic array. Figure 1a
shows the general architecture. The weights flow “vertically”
while the activations flow “horizontally”. Figure 1b shows
a functional diagram of a Processing Element (PE). A PE
performs a Multiply-accumulate Operation (MAC) operation;
this means that for each clock cycle:

• north and west inputs are multiplied together,
• the result is added to the partial sum register,
• the value of north is put on the south output,
• the value of west is put in the east output.
These operations accumulate a series of multiplications and

forward data to the neighbors. In this implementation, weights
flow from north to south, and the activations from west to east
are accumulated in the PE.

The systolic array has been implemented with two data
representations: the INT 16-bit as the reference (i.e., precise)
and the INT 8-bit as the approximated precision. Concerning
the functional approximation technique, we conducted several
experiments leveraging on different publicly available approx-
imate multipliers from the EvoApproxLite [6].



TABLE I: Summary of Experimental Results.

# Bit-width Multiplier Energy Reduction [%] Accuracy [%] Injected Faults [%] Masked [%] Tolerable [%] Critical [%]
Baseline 16 Precise – 99.07% 10% 47.58% 29,18% 23.24%

1 8 Precise 50% 99.05% 19% 64.65% 23.01% 12.34%
2 8 mul12s 2PT 50.3% 99.08% 19% 63.9% 23.79% 12.3%
3 8 mul12s 2QH 51.21% 99.1% 19% 38.92% 44.85% 16.23%
4 8 mul12s 2R5 52% 99.06% 19% 26.96% 55.69% 17.34%
5 8 mul12s 34P 55% 98.24% 19% 74.16% 23.01% 2.83%
6 8 mul12s 2TE 55.6% 9.8% 19% 3.94% 27.5% 68.76%

(a) Custom systolic array

(b) Single PE internals

Fig. 1: Systolic array architecture

1) Resilience Analysis: The resilience analysis is based on
the framework published in [67]. We injected transient faults
(i.e., modeled as single bit-flip) affecting the inputs of PEs in
the systolic array. The faults’ universe is then 3-dimensional,
and its size depends on both the array size and the bit-width:

FaultSpace = 2×K ×M (1)

where M is the number of systolic array’s PE, and K is
the bit-width of the PE (i.e., 8- or 16-bit). Please note that we
injected faults in the PE input corresponding to the weights of
the DNN. Each fault corresponds to an alteration of one bit,
forcing its value to either ‘1’ or ‘0’.

A statistical FI was configured by assuming a 1% margin
of error, 50% probability of a fault failing, a cut-off point of
2.58 which corresponds to 99% confidence level [4].

Two outputs are collected for each input: the fault-free Ŷ
and the faulty output Ỹ . They are vectors of 10 components,
each corresponding to the probability of a class. The clas-
sification labels ŷ and ỹ are obtained as ŷ = argmax(Ŷ )
and ỹ = argmax(Ỹ ). For the purpose of the resilience
classification, Ŷ and Ỹ are compared for each pair input-fault
as follows:

• we classify a fault as Masked when Ŷ = Ỹ ,

• Tolerable when
– ŷ = ỹ and max(Ỹ )

max(Ŷ )
> 1,

– ŷ = ỹ and 0.95 < max(Ỹ )

max(Ŷ )
< 1,

• Critical when
– ŷ = ỹ and max(Ỹ )

max(Ŷ )
< 0.95,

– ŷ ̸= ỹ.
In other words, we check whether the top-1 probability of the
injected network max(Ỹ ) is greater or smaller than the golden
top-1 probability max(Ŷ ) and classify the fault accordingly.

Note that masked faults do not produce any difference in the
output, while only critical faults involve misclassification.

2) Results: The LeNet-5 CNN architecture, trained and
tested on the MNIST dataset, has been used to validate the
technique’s effectiveness. It is composed of three convolutional
layers and four fully connected. The training process was
performed using the accurate version of the network (i.e., with-
out quantization and functional approximation). The training
parameters are: learning rate started at 0.05, with the decay
of 5 × 10−4 every 375(*128) iterations, and the momentum
was set to 0.9. The final accuracy of the model was equal
to 99.05%. We then performed 16- and 8-bit post-training
quantization through the following steps.

1) all weights are rescaled in the range [−1.0, 1.0], and
activations at each layer are rescaled in the range
[−1.0, 1.0] for signed outputs and [0.0, 1.0] for unsigned
outputs;

2) inputs, weights, biases and activations are quantized to
the desired nbits by converting [−1.0, 1.0] and [0.0, 1.0]
to [−2nbits−1 − 1,2nbits−1 − 1] and [0, 2nbits−1 − 1]

The target CNN is then deployed in our systolic array,
sized as 28 × 28 in the configurations depicted in Table I.
The Table reports the different systolic array configurations
(numbered from 1 to 6 in the first column). Each configuration
is characterized by its bit-width precision (16/8 bits) and the
type of approximate multiplier (second and third columns).
Columns four and five report the performance regarding energy
reduction w.r.t the baseline and the classification accuracy. The
last columns show the results of the FI campaign expressed in
terms of fault percentage of injected faults w.r.t. the total one
[4], and the FI outcomes (i.e., rate of Masked, Tolerable and
Critical faults) found in every fault injection campaign.

As expected, the approximation positively impacts the en-
ergy reduction at a minimal accuracy degradation except for
the configuration #6, for which the multiplier has very low pre-
cision. The interesting observation is the impact on resilience,
represented here as injection outcomes of the approximation.
Firstly, bit-width reduction reduces by a factor of 2 the
amount of critical faults. Second, the approximate multiplier
significantly impacts resilience, and the impact depends on
the adopted multiplier. We can cite the case #5 for which
we reduced 8x the number of critical faults without adding
redundancy mechanisms.

D. Discussion

Throughout the paper, we highlighted that Reliability and
AxC are conflicting but not necessarily incompatible. Careful



design approaches must be adopted for fault-resilient and
efficient NN systems. We identified the following key aspects
to be considered when designing NN systems to produce
highly optimized and reliable solutions.

1) Low-precision data: quantization typically worsens the
effect of a fault impacting the CNN execution, but the
performance gains increase the Mean Executions Be-
tween Failures. A fault- and quantization-aware training
process seems a promising direction to achieve resilient
and efficient NN systems.

2) Fault-tolerant approximate operators: functional ap-
proximation has demonstrated very good results in
achieving energy efficiency but often impacts fault toler-
ance negatively. Carefully adding fault tolerance features
to approximate operators might allow them to be used
consistently in safety-critical contexts.

3) Lightweight fault tolerance approaches: in some con-
texts, it might be enough to allow a controlled error
until the system’s normal operation can be restored.
Lightweight monitors and mitigators can hence help in
this direction.

4) Models and tools: integrated design solutions for approx-
imate yet resilient NN systems for safety-critical appli-
cations are needed, paving the way to Approximation for
Reliability design principles. To cope with the increasing
complexity of systems, models, and tools to predict and
control the impact of the approximation on efficiency
and reliability should be designed to be embedded in
new approximation-based design flows.

VI. CONCLUSION

This paper has explored the foundational aspects of the
relationship between AxC and resiliency within NN systems,
presenting a comprehensive overview of current techniques
and methodologies. Through our analysis of state-of-the-art
approaches, we have highlighted the overlapping aspects of re-
liability and AxC techniques, highlighting potential synergies
and challenges. Addressing these challenges and exploring
further opportunities for integration will be vital for enhancing
the robustness and resilience of neural networks and coming to
Approximation for Reliability design principles. Practical use
cases presented in the paper demonstrate the inner resiliency
of AxC techniques that, when tolerable by the application,
can enhance the fault tolerance, helping the designer apply
fault tolerance techniques only in critical parts of the systems,
reducing the overall costs. We identified some key aspects to
consider while designing NN systems for generating highly
optimized and reliable solutions.

This paper serves as a foundation for future research in this
critical domain, offering perspectives on future directions and
highlighting open challenges to investigate further.
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