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Abstract

Autonomous service robots are expected to revolutionize multiple industries and
social contexts in the following decades. Service robots perform helpful tasks for hu-
mans or equipment, excluding industrial automation applications. Potential contexts
that can benefit from adopting service robots include precision agriculture, search and
rescue, indoor cleaning, social assistance, inspection, and exploration of hazardous
environments. In the last years, research has significantly investigated mobile robots’
robust perception and autonomous navigation capabilities to address complex service
tasks in dynamic environments. In particular, perception refers to the ability of a
robot to acquire, process, and understand information from its surroundings, such as
images, sounds, and tactile sensory data. Autonomous navigation refers to the ability
of a robot to plan and execute its motion, achieving its target goal without collisions
or failures. In this context, the most recent data-driven approaches can empower
service mobile robots with these required capabilities. Machine learning and Deep
Learning are successful branches of Artificial Intelligence (AI) that have been widely
applied to various complex tasks such as Pattern Recognition, Computer Vision, and
Natural Language Processing, outperforming classical methods. Robotics represents
another challenging application field for Machine Learning, as it involves complex
and dynamic environments and high-dimensional and multimodal sensory inputs
to solve a wide range of diverse and interactive tasks. This thesis aims to study
novel methodologies to efficiently integrate AI in service robotics perception and
autonomous navigation tasks. Precision agriculture and social indoor assistance are
the applicative contexts for all the methods discussed in this dissertation. A com-
plete Deep Learning pipeline for robot navigation in row-based crops is presented,
combining different low-cost visual controller solutions with a way-point generator
for global path construction. Various methodologies have been developed for indoor
social assistance tasks, from online odometry correction to omnidirectional person
following and monitoring. Consistent simulation and synthetic data adoption have



iv

enabled fast data collection to train the models, analyzing and mitigating the deriving
sim-to-real gap with new techniques. Generalization is a fundamental aspect of
robust AI-based perception in the real world, and a great focus has been devoted to
investigating it from different perspectives. Domain Adaptation and Domain Gener-
alization methodologies have been applied to image classification and segmentation
tasks in the agricultural field, as well as a general study of backbone generaliza-
tion properties. Extensive experiments and results obtained are presented for each
presented methodology, together with a theoretical description of the methods and
a complete review of related works. Moreover, a great endeavor has been spent
to study and optimize the inference time of Deep Learning models on constrained
resource hardware, such as the onboard computational units of mobile robots. Differ-
ent approaches have been considered to allow for real-time prediction performances
required by the robotic tasks. Overall, this dissertation aims to advance the efficient
integration of AI and mobile robots, paving the way for further improvements in this
rapidly evolving research field.
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Introduction

Service robotics

Service robots, defined as "semi-automatic or fully automatic machines that per-
form tasks beneficial to humans", are spreading across various domains, offering
innovative solutions to everyday challenges. Nowadays, the field of service robotics
stands at the forefront of innovation and represents a dynamic sector that intersects
advanced technology from many disciplines and conveys them to practical applica-
tions. The market has witnessed substantial growth in the last years, with projections
indicating an increase from USD 19.08 billion in 2023 to USD 62.35 billion by
2030, reflecting a compound annual growth rate (CAGR) of 18.4% [1, 2]. The recent
expansion of the market sector is also fueled by the integration of Artificial Intelli-
gence (AI) and big data analytics, enhancing the capabilities of robots to perform a
myriad of tasks ranging from domestic to industrial applications. Among the most
promising fields we find industrial inspection [3], search and rescue [4], cultural [5]
and environmental [6] heritage protection, planetary exploration [7], and logistics
[8].

In this thesis, we seek for a genuine integration between Deep Learning and service
robotics applications, focusing on the specific contexts of precision agriculture and
indoor well-being. In precision agriculture, service robots are revolutionizing tradi-
tional farming practices, offering solutions that boost efficiency and sustainability
[9]. The integration of advanced sensors and data analytics enables these robots
to perform tasks such as crop monitoring, harvesting, soil analysis, and targeted
pesticide application with unprecedented precision. This not only optimizes resource
management but also opens a new era where farmers make decisions based on data
and environmental awareness.
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(a) (b)

Fig. 1 Service robotics solutions: Marvin prototype (a) while monitoring a patient in a
domestic environment, and Husky rover (b) navigating through a vineyard.

Indoor well-being applications of service robots are also rapidly evolving, particularly
in healthcare and domestic settings [10]. Autonomous robots can assist the elderly
or isolated individuals with disabilities and enhance patient care through continuous
monitoring and interaction inside hospitals. These applications underscore the
potential of service robots to improve the everyday quality of life and support
independent living. Indoor robots can also support cleaning and transport activities
in vast environments like airports, hospitals, and offices.

However, the deployment of service robots is challenging, particularly in the realm of
autonomous navigation [11]. Navigating diverse and dynamic environments requires
sophisticated algorithms capable of real-time decision-making and obstacle avoid-
ance. Integrating Machine Learning (ML) is pivotal in addressing these challenges,
enabling robots to learn from experience, adapt to new scenarios, and execute tasks
with greater autonomy and flexibility. Hence, the advancement of AI and ML for
service robotics paves the way for the evolution of collaborative robots that enhance
human capabilities in our everyday lives. As research advances, the potential appli-
cations and benefits of service robots will probably expand, stepping towards more
innovative and more reliable technology.

The research conducted in the thesis spans from the improvement of the underlying
technologies and algorithms for robot localization, perception, and navigation to
almost complete solutions. For example, a prototype for indoor social assistance
and smart home management is presented, grounding all the intelligence required
for person detection, interaction, and motion control in a unique platform. Then,
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an algorithmic pipeline for navigating row-based crops like vineyards and orchards
is also presented. Figure 1 shows the Marvin prototype for indoor assistance (left)
while checking the user’s status on the bed and the Husky rover in a vineyard row.

Contributions

This doctoral thesis focuses on the investigation of Machine Learning solutions to
enhance autonomous robots in service applications. The project focuses on different
problems and applications of AI in mobile robots, from perception in real-world
contexts to control and planning tasks. A particular focus is devoted to mobile robot
navigation aspects. Besides, relevant challenges related to adopting Deep Learning
methods in real-world tasks are considered and tackled, analyzing both generalization
and optimization of Artificial Neural Network execution. The overall contributions
of this dissertation can be therefore summarized in the following aspects:

• A study on autonomous navigation and control of indoor social-assistive robots
is discussed in Part II. An advanced method mixing classic local planning
and Deep Reinforcement Learning is first presented to tackle adaptive social
navigation [12]. A position-tracking problem with wheeled robots is then
analyzed, and an online learning method to mitigate it is introduced [13].
Finally, an omnidirectional platform and human-aware control are presented
as a practical application case study [14–16].

• A Deep Learning pipeline for row-based crops autonomous navigation is pre-
sented in Part III. The complete solution extensively explores Deep Learning
solutions to enable a low-cost, flexible navigation approach in vineyards and
orchards, tackling practical problems such as poor localization signals and
expensive sensors [17]. Deep semantic segmentation and Deep Reinforcement
Learning are used to generate position-agnostic commands inside the rows of
crops [18–21]. A global waypoint generator is also presented [22].

• Generalization and optimization of Deep Learning models have been further
investigated in Part IV for their usage in real-world problems. The ability
of Deep Neural Networks to adapt to unseen conditions have been deeply
explored firstly considering the role of the backbone in standard multi-domain
datasets for image classification [23]. Then, a great focus has been devoted to
Computer Vision tasks in the agricultural context, such as crop classification
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and segmentation, proposing methods to obtain reliable performance in real-
world settings [24, 25]. Moreover, novel inference optimization methods have
been explored for a Single Image Super Resolution task on low-power edge
devices [26].

This dissertation aggregates the research I conducted during my PhD at PIC4SeR
(Politecnico di Torino Interdepartmental Center for Service Robotics). The thesis
gathers the studies and the projects I have carried out as principal investigator
[24, 19, 18, 27, 12], together with the ones I conducted in a joint effort with other
PhD students and researchers at PIC4SeR. Most of the works presented have been
published in both peer-reviewed journals [24, 14, 15, 26, 23] and conferences [27,
18, 19, 12, 13, 22, 25, 16]. Nonetheless, some side projects have not been included
in the thesis [28, 29]. Many research studies presented in the chapters still leave
open challenges and unsolved problems to be investigated in future works. Certainly,
all of them contributed significantly to my doctoral path.

Thesis organization

The thesis is structured in four main parts, with the aim of aggregating the diverse
contents according to the application context or research problem.

Part I contains all the theoretical foundations of the methodologies adopted in the
thesis. Hence, Chapter 1 opens the thesis introducing Machine Learning and Deep
Learning principal concepts and algorithms, spanning from the definition of Artificial
Neural Networks to the most recent architectures and optimization practices. Chapter
2 continues framing the Deep Reinforcement Learning paradigm and describing
the main algorithms used in the thesis. Chapter 3 instead briefly summarizes the
architecture of a mobile robot autonomous navigation system and the most popular
localization and local planning algorithms.

Part II contains the studies that enhances indoor social context. Chapter 4 discuss
the findings of my latest study on social navigation: how to efficiently mix up
standard controllers and reinforcement learning for crowded environments. Then,
Chapter 5 considers a Machine Learning approach to mitigate the position tracking
error accumulated by wheels encoders, the most popular sensor for indoor platforms
positioning. Finally, Chapter 6 concludes this part of the thesis describing the
concepts behind the realization of Marvin: a prototype for domestic assistance .
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Part III aggregates the diverse studies conducted to realize a navigation pipeline for
vineyards and orchards. Chapter 7 introduces and describe the overall pipeline, and
then focuses on local controller techniques to traverse the rows of the crop without a
reliable localization of the robot, using only a camera. The approaches investigated
consist in Semantic Segmentation and Deep Reinforcement Learning. Experimental
results in simulation and on the field are reported. As complementary module of
the navigation pipeline, Chapter 8 describes the waypoints generator conceived to
estimate and cluster each starting/ending point of the crop field.

Part IV presents insights and deeper analyses on adopting Deep Learning solutions
for practical perception tasks, sometimes isolated from a specific robotics application.
The keywords of this section of the thesis are generalization and optimization: the
two main problems faced to deploy AI algorithms in real-world settings. Chap-
ter 9, 10 and 11 are devoted to define the Domain Generalization and Adaptation
problems and propose meaningful analyses and solutions to obtain robust models
to out-of-distribution data. Chapter 9 investigates the properties of most recent
backbone architectures in a Domain Generalization framework for image classifica-
tion, introducing a novel rigorous benchmark to compare models and algorithms on
popular datasets. In similar problem settings, Chapter 10 proposes instead a novel
method to boost the generalization properties of a lightweight model for the crop
segmentation task. This findings aims to mitigate the challenges encountered during
the experimental sessions on the field with the robot (Chapter 7). A multi-crop
robust model is the learning goal of the study, which also leverages a new realistic
synthetic crops dataset (AgriSeg). Chapter 11 applies a different method for the
restricted problem of Domain Adaptation, this time considering a separate task in
precision agriculture: land crop classification from satellite multi-spectral imagery.
In this case, the multi-temporal satellite data perfectly fits with the promising Vision
Transformer architecture analysed in Chapter 9. To conclude, an isolated study on
Deep Learning model optimization for real-time execution at the edge is proposed
in Chapter 12, targeting the Single-Image Super-Resolution task, useful for many
robotics applications including image efficient transmission.



Part I

Fundamentals





Chapter 1

Basics of Machine Learning

Machine Learning (ML) is a subfield of Artificial Intelligence (AI) that provides
systems the ability to automatically learn patterns and extract information from data
without being explicitly programmed. In this chapter a thorough introduction to ML
foundational concepts is provided to favour an easier understanding of Part II, III and
IV. Firstly, the rich landscape of ML research can be framed based on the possible
categories of ML algorithms. Different paradigms of ML have been developed so
far:

• supervised learning: the model is trained on a labeled dataset, i.e. each sample
in the training dataset is paired with the correct output value for the task of
interest. The model learns to map inputs to outputs and can be used to predict
the output for unseen inputs after successful training.

• unsupervised learning: unlike supervised learning, the model is trained on an
unlabeled dataset. The model learns the inherent structure of the data without
any guidance, only leveraging inner structures or patterns in the data.

• semi-supervised learning: refer to those cases when labeled data are only
partially available or human supervision is injected in the learning process also
without a fully labeled dataset.

• self-supervised learning: this paradigm is usually adopted when the goal is
learning the structure, a vectorial representation of the data, regardless of a
specific task. In this case, supervision is directly taken from the data, trying to
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teach the models how to recompose the original structure or extract meaningful
knowledge from the data without labels.

• reinforcement learning: reinforcement learning is a special paradigm in which
an agent learns a decision-making policy by acting in an environment, with
the aim of maximizing a reward signal.

Besides, a taxonomy of ML based on the specific task to solve can also be built. ML
can now be used to solve a wide range of tasks. Here the most relevant ones are
reported:

• classification: the model predicts discrete variables as output, identifying a set
of categories in the input data.

• regression: in this task the model predicts instead a continuous output variable
that can assume any specific meaning according to the data and application at
hand.

• clustering: it is an unsupervised learning task where the model groups similar
instances together.

In this chapter, ML concepts are exposed starting from the basic working principles
of Artificial Neural Networks in Section 1.1 to the most recent architectures. A
short overview of optimization techniques and typical hardware devices for networks
execution at the edge is then proposed in Section 1.2.

1.1 Artificial Neural Networks

Artificial Neural Networks (ANNs) have become an essential part of the current
technological landscape, driving advancements in many areas of computer science:
computer vision, natural language processing, autonomous vehicles and cybersecu-
rity [30–35]. Their ability to learn complex patterns from data makes them incredibly
powerful tools for tackling intricate tasks and problems in a wide range of contexts.
ANNs are complex models originally inspired by the biological neurons that consti-
tute animal brains. In the last years, after decades of research, the fast advancement
of computational devices and the collection of huge datasets [36, 37] have favoured
the rise of Deep Learning [38], a further subfield of ML characterized by deep
networks architectures with multiple layers. In this section a brief introduction to
ANNs elements is provided, explaining the principles behind ANN basic models
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and training, finally illustrating successful architectures such Convolutional Neural
Networks [39] and Transformers [40].

1.1.1 The artificial neuron

ANNs are parametric models used to approximate a generic function y = f (x), being
x the input variable and y the output. The atomic element of ANNs is the artificial
neuron. A first model of an artificial neuron was studied by McCulloch and Pitts
in 1943 [41]. Clearly, it was inspired by a biological neuron, trying to model the
passage of electrical signal through neural cells, axons and synapses.

1

Fig. 1.1 Artificial neuron schematic model.

A simple artificial neuron model is shown in Fig. 1.1. The neuron receives an
array of input signals x and process them through a weighted sum and a non-linear
activation function σ(·) to obtain the output signal y. The complete mathematical
operation it performs consists in:

y = σ(wx+b) = σ(
N

∑
i=0

wixi +b) = σ(z) (1.1)

Where w is the vector of weights of the neuron and b the bias term of the neuron.
Weights and biases are the parameters of an ANNs, that regulate the importance of
each input component to obtain the desired output. In general, an artificial neuron
presents N +1 parameters, with N being the dimension of the input signal. σ(·) is a
generic activation function used to introduce non-linearity in the model, similarly to
what happen in biologic neurons.
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1.1.2 Multi-layer perceptron

The passage from the artificial neuron to ANNs is quite straightforward. It is
sufficient to stack multiple neurons in layers and connect layers among them. In
the Fully Connected (FC) or Dense layer architecture each neuron receives in input
all the output signals of the neurons in the previous layer. This layered architecture
composes the Multi-Layer Perceptron (MLP), originally proposed in the study [42].
In a MLP, the signal flows from the left (input layer) to the right (output layer). Fig.
1.2 shows a schematic example of a MLP with two intermediate or hidden dense
layers H1 and H2 that process the input vector x of dimension M to obtain the output
y of size P. This architecture is generally known as Feed-forward Neural Network
(FNN), the most basic version of a ANN. The number of hidden layers and neurons
in each layer is a design choice of the network, according to the complexity of the
function to approximate, while the input and the output sizes are dictated by the task
to solve. The overall mathematics of a FC layer can be expressed in a matrix form

y = σ(Wx+b) = σ(z) (1.2)

with W = [w1,w2, ...,wK]
T and b = (b1,b2, ...,bK) the matrix of the weights and

bias vector for a layer with K neurons.

MLPs can theoretically approximate whatever non-linear function f (x) [43]. How-
ever, in practice they are not the best option to efficiently approach any ML tasks.
For this reasons, different architectures have been intensively studied, as discussed
in the following part of the chapter.

1.1.3 Activation functions

The learning process of a neural network consists in the adaptation of its weights and
bias. Activation functions play a crucial role in the learning process of a complex non-
linear function, being responsible of introducing the non-linearity in each neuron’s
operation. However, using an activation function with binary output, as done in the
perceptron with a step function, lead small changes of the parameters to significantly
modify the output. In other words, the output can switch from 0 (or -1 according to
the activation function used) to 1, with a small variation of the weights.
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Input
layer I

Hidden
layer H1

Hidden
layer H2

Output
layer O

Fig. 1.2 Multi-layer perceptron schematic model with M inputs, P outputs and two hidden
layers. The signal x enters from the input layer and flows to the right until the output y is
obtained.

Sigmoid function The solution to overcome this limitation is the introduction of a
smoother activation trend, the sigmoid function.

σ(z) =
1

1+ e−z (1.3)

A more specific formulation for neurons will be:

σ(wx+b) =
1

1+ exp(−
n

∑
i=1

wixi−b)
(1.4)

It provides a smoother variation of the output with respect to modification of the
parameters. This mitigates the learning process with respect to a binary step functions.
Nonetheless, the output still remain bounded in a limited range.

Linear activation function A linear activation function of the form σ(z) = cz,
produces an output proportional to the input. Graphically, it results in a simple line



1.1 Artificial Neural Networks 13

Fig. 1.3 On the left a step activation function: the output is binary as in the perceptron due
to the sharp variation from 0 to 1. On the right the sigmoid activation function showing its
smooth trend in the same interval.

passing for the origin. Although the output is not binary, it produces some problems
in neural network’s training. In fact, in a network having linear activation in all
neurons the output signal will merely be a linear signal as well, making possible to
replace multiple layers with just an equivalent one. Hence, linear activation function
is generally adopted in the output neurons of regression tasks, when there are no
strict signal bounds.

Tanh activation function The hyperbolic tangent activation function presents a
behaviour similar to sigmoid functions. The main difference between the two of
them is the range of the output values. tanh(z) presents an output bounded within -1
and 1. The hyperbolic tangent can be preferred to the sigmoid for reasons strictly
related to the specific application. The expression of the function is reported below,
whilst its graphical representation is shown on the left in Fig. 1.4.

tanh(z) =
ez− e−z

ez + e−z (1.5)

The expression for the activation function of the neurons considering tanh(wx+b)
can be formulated with:

tanh(z) =
1+ tanh(z/2)

2
(1.6)
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Fig. 1.4 On the left the tanh activation function: it presents a smooth shape in the output
range (-1,1). On the right the ReLU activation function.

Rectified Linear Unit (ReLU) The Rectified Linear Unit (ReLU) [44, 45] fuction
is defined according to the expression:

σ(z) = max(0,z) (1.7)

Its output signal will be a classic ramp for positive inputs, 0 otherwise. Although
it seems very similar to a linear unit activation function, ReLU presents several
advantages. First of all, its non-linearity gives it good approximation properties,
differently from the simple linear unit. Moreover, due to its nature, it allows to a
restricted part of neurons to fire and let the signal pass. In this way the network is
lighter from a computational point of view, since ReLU is an easier mathematical
operation compared to sigmoid like functions. ReLU is probably the most popular
activation function in Deep Learning, not only for the already mentioned benefits. It
resulted to be an effective solution for more complex issues such as the vanishing
or exploding gradient. Many variants of ReLU have been developed to further
improve its performance. Among them, Leaky ReLU [46] allows small negative
signal passage with an additional linear trend with reduced slope. Other variants like
the Exponential Linear Unit (ELU) [47] and the Gaussian Error Linear Unit (GELU)
[48] focuses on make ReLU continuous in z = 0 and smoother.

Softmax activation function The softmax function, also known as normalized
exponential function, is a widely used activation unit. It is especially chosen for
the output layer of neural networks for classification tasks. The standard softmax
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expression is:

σ(z j) =
ez j

∑
k

ezk
(1.8)

The main property of softmax function is that the resulting signal can be interpreted
as a probability distribution. In other words, the output of the network tells us which
is the probability of a sample to be classified with the label of a certain category.
This becomes clear by looking at the expression of the function: the exponential of
each component of the vector z is divided by the sum of all the exponentials.

∑
j

σ(z j) =
ez j

∑
k

ezk
= 1 (1.9)

Moreover, it provides a confidence score related to the network’s prediction, which
is a precious information about its performance.

1.1.4 Training Artificial Neural Networks

At this point, it is possible to explain the main concepts about the learning process
of ANNs. Training an ANNs means to obtain the optimal set of weights and bias
for the model that provide the desired output, according to the task. Thus, a cost
expression is needed to set up the optimization problem and to evaluate how the
network is adapting its weights. For this purpose a cost function, that in ML domain
is usually called loss function is introduced.

L(w,b) = ||y− ŷ||l =
d

∑
j=1

(|y j− ŷ j|l)1/l (1.10)

In the expression above, w and b are the weights and bias of the network. With y we
refer to the desired output and with ŷ to the output prediction of the ANN. The loss
function reported in the equation above is an l-norm loss function, usually adopted
in regression tasks with continuous numerical output variables. For l = 1 we have a
Mean Absolute Error (MAE) loss, while for l = 2 we have a Mean Squared Error
(MSE) loss. Since the number of variables involved in an ANN is huge, an iterative
algorithm called Gradient Descent is therefore used for the optimization. A generic
n-dimensional input vector v is considered. For small variations of each variables v j
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it is possible to express the variation of the loss function in the following way:

∆L ≈ ∂L
∂v1

∆v1 +
∂L
∂v2

∆v2 + ...+
∂L
∂v j

∆v j + ...+
∂L
∂vn

∆vn (1.11)

A more compact form of the expression above can be rewritten by exploiting the
concept of gradient of L:

∇L=

(
∂L
∂v1

,
∂L
∂v2

)T

∆L ≈ ∇L·∆v (1.12)

where ∆v is the vector representation of the variations of v.

Fig. 1.5 Gradient descent visualization on a 3D surface. Image from [49].

The gradient’s notation is useful because it directly relates the variations of v with the
ones of L(v). At this point, we are interested in finding a set of ∆v such that ∆L is
negative. The reason behind that can be easily explained with a visual metaphor. It it
sufficient to imagine the loss function as a deep valley. Starting from a random point
on its surface, the goal of the process is to reach its bottom (see Fig. 1.5). Hence, it
is necessary to choose the appropriate movements ∆v to go down correctly, which
corresponds to a negative ∆L. This concept can be expressed with the following,
considering also a small positive parameter called learning rate:

∆v = v′−v =−η∇L (1.13)

The representative equation of gradient descent can be obtained by combining the
last two equations:

∆L ≈−η∇L·∇L=−η ||∇L||2 (1.14)
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Therefore, an update rule for the parameters v is provided by the algorithm:

v→ v′ = v−η∇L (1.15)

To sum up, by choosing a suitable set of changes in the parameters, it is possible to
minimize a loss function L(v) with gradient descent. A correct choice of the learning
rate is also crucial to tune the process. It has to be small enough to guarantee a good
approximation of ∆L especially in the final steps of the algorithm, when the goal is
close and fine adjustments are needed. On the other hand, when the global minimum
of the loss function is still far, it should not speed down the process too much. For
this reasons it is often modified during the process according to an update rule.

Finally, it is possible to express the update rule provided by the gradient descent
algorithm using the weights and biases of a neural network. This formulation
describes how ANNs are actually trained. For a jth weight w j and bias b j it looks
like

w j→ w′j = w j−η
∂L
∂w j

(1.16)

b j→ b′j = b j−η
∂L
∂b j

Other Loss functions

The l-norm loss described above is usually adopted for regression tasks with continu-
ous outputs. A popular loss function for classification task is instead the cross-entropy
loss function.

For the binary case, when we have only two classes in the dataset, the binary cross-
entropy loss is defined as:

L=−(y log(ŷ)+(1− y) log(1− ŷ)) (1.17)

In the case of K different classes in the dataset, the cross-entropy loss expression can
be generalized as:

L=−
K

∑
c=1

y log(ŷ) (1.18)
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1.1.5 Stochastic Gradient Descent

The basic gradient descent can be improved to train ANNs. The loss function
L= 1/n∑xLx is an average over all the cost contribution Lx of each training input
x, with Lx = ||y(x)− a||2/2. This means we need to compute gradients ∇Lx for
each training input, resulting in a slow convergence of the algorithm. To speed
it up, a modified version is usually chosen. It is known as Stochastic Gradient
Descent (SGD) and it consists in considering a limited subset of m out of n samples
to compute the gradient ∇L.

∇L=
1
n ∑

x
∇Lx ≈

1
m ∑

j
∇L j (1.19)

The small subset of m samples is usually called mini-batch. It is possible to express
the update rule of each ith weight and bias taking care of this.

wi→ w′i = wi−
η

m
∂L
∂wi

(1.20)

bi→ b′i = bi−
η

m
∂L
∂bi

The stochastic gradient descent selects in a random way a mini-batch from the
training data for each iteration of the algorithm. When all have been used once, a
training epoch is finished and a new cycle is started. The number of epochs required
to finish a training process depends on the specific network’s size and on the other
parameters influencing the process, such as the learning rate and the dimension of
the mini-batches.

1.1.6 The backpropagation algorithm

The SGD method allows to find a suitable set of weights and biases. However,
computing the gradients to update each parameter of a deep multi-layer ANN can
represent a computational bottleneck of the training process. The backpropagation
algorithm [42] has been introduced to boost the efficiency of the gradient computation
for the entire network’s model, and today the approach is a pillar of Deep Learning’s
success. It merely consists in computing partial derivatives of the loss function L
with respect to all the parameters of the network. As the name suggests, it works
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starting from the output layer going backwards to the first layer of the model. Given
the operation performed by a generic neuron of the last layer L of the ANN:

aL
j = σ(zL

j ) = σ(wx+b) = σ

(
n

∑
i=1

wixi +b

)
(1.21)

where aL
j is the output of the activation function σ(·), whereas zL

j is the result of the
weighted sum over the n inputs received by the neuron, before the activation. It is
possible to define the quantity δ L

j as

δ
L
j =

∂L
∂aL

j
(1.22)

The partial derivative δ L
j can be used to define the dependence of the overall loss from

the error committed by the single jth neuron in layer L in computing the activation
signal aL

j . The chain rule allows to concatenate the partial derivatives and compute
the gradient of the loss with respect to each neuron’s weight wL

i, j and bias bL
i, j:

∂L
∂wL

i, j
=

∂L
∂aL

j

∂aL
j

∂wi, j
= δ

L
j

∂aL
j

∂ zL
j

∂ zL
j

∂wL
i, j

(1.23)

∂L
∂bL

i, j
=

∂L
∂aL

j

∂aL
j

∂bi, j
= δ

L
j

∂aL
j

∂ zL
j

∂ zL
j

∂bL
i, j

(1.24)

Following the chain rule, we can easily express the derivative of whatever parameter
of the ANN. For example, considering the previous layer l−1

δ
l−1
j =

∂L
∂al−1

j
=

∂L
∂al

j

∂al
j

∂al−1
j

= δ
l
j

∂al
j

∂al−1
j

(1.25)

In this way, we save computation using previously computed partial derivatives.
Moreover, the activation function can also be a different one for each layer. Finally,
a schematic summary of a training epoch is reported below. It shows how a SGD
optimization algorithm works in combination with backpropagation, with a mini-
batch of m training samples for a single training epoch.
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Algorithm 1 A training epoch with SGD optimizer.
Input: a feed-forward ANN with parameters w, b and L layers, with input layer
l = 0 and output layer l = L, a mini-batch size m, a learning rate η .

1: Randomly split the training dataset in mini-batches of size m.
2: for each mini-batch in the training set do
3: for each input x in the mini-batch do
4: Feed-forward: x passes from the input through all the hidden layers.
5: for each hidden layer l = 1,2, ...,L do

zx,l = wlax,l−1 +bl

ax,l = σ(zx,l)

6: end for
7: Output error δ x,L: compute the error in the output layer

δ
L
j =

∂L
∂aL

j

8: Backpropagate the error computing the partial derivatives for each pa-
rameter

9: for each layer l = L−1,L−2, ...,1 do

∂L
∂wL

i, j
=

∂L
∂aL

j

∂aL
j

∂wi, j
= δ

L
j

∂aL
j

∂ zL
j

∂ zL
j

∂wL
i, j

∂L
∂bL

i, j
=

∂L
∂aL

j

∂aL
j

∂bi, j
= δ

L
j

∂aL
j

∂ zL
j

∂ zL
j

∂bL
i, j

10: end for
11: Update: update the weights and biases with SGD rule.
12: for each parameter in the layer l = L,L−1, ...,2 do

wl
i → wl

i−
η

m
∂L
∂wl

i

bl
i → bl

i−
η

m
∂L
∂bl

i

13: end for
14: end for
15: end for
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This is the basic algorithm to train a generic ANN. Further interventions can be
thought when the learning process does not work properly. A selected list of possible
actions and methods to improve the training of an ANN are briefly discussed in the
following section.

1.1.7 Adam optimizer

Beside Stochastic Gradient Descent (SGD), many different algorithm have been
developed to solve the optimization problem in the ANNs learning process. Among
them, the Adaptive moment estimation (Adam) [50] optimizer algorithm deserves a
greater focus due to its popularity and advantages. Adam is an adaptive learning rate
method. In other words, learning rates are modulated specifically for each different
parameter during the update step. This is done by estimating the first and the second
moments of the gradient. Before looking at the entire algorithm, it is convenient
to introduce the concept of moment. It can be defined as the expected value of a
random variable to the power of n.

mn = E [Xn] (1.26)

Hence, the first moment of a random variable is equal to its mean, whilst the second
one is the uncentered variance. For the estimation of such quantities for the gradient,
Adam makes use of exponentially moving averages m and v computed with the
gradient obtained from the current mini-batch:

mt = β1mt−1 +(1−β1)gtvt = β2vt−1 +(1−β2)g2
t (1.27)

Where g is the gradient on the the mini-batch, β1,β2 constant hyper-parameters
usually fixed at 0.9 and 0.999. These estimators are biased, hence they need a proper
correction. The final expression for the estimator results to be:

m̂t =
mt

1−β t
1

v̂t =
vt

1−β t
2

(1.28)

Therefore, the update rule for the weight during training will be:

wt = wt−1−η
m̂t√
v̂t + ε

(1.29)
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Where η is the step size and ε is necessary for numerical stability. According to
the definition given by Kingma and Ba in the original paper of 2015 [50], Adam
algorithm is reported below.

Algorithm 2 Adam optimizer algorithm. Default values for the constants are η =
0.001,β1 = 0.9,β2 = 0.999,ε = 10−8.
Input: stepsize η , ε for numerical stability, β1,β2 ∈ [0,1) exponential decay rates
for the moment estimates, f (θ) the stochastic objective function, the initial vector of
parameters θ0.
Output: Resulting parameters θt .

1: m0← 0 ▷ First moment estimate vector set to 0
2: v0← 0 ▷ Second moment estimate vector set to 0
3: t← 0 ▷ Timestep set to 0
4: while θt not converged do
5: t← t +1
6: Compute gradient w.r.t parameters θ : gt ← ∇θ f (θt−1)

7: Update of first-moment and second-moment estimates, biased

mt ← β1 ·mt−1 +(1−β1) ·gt

vt ← β2 · vt−1 +(1−β2) ·g2
t

8: Bias-correction of estimates

m̂t ←
mt

1−β t
1

v̂t ←
vt

1−β t
2

9: Update parameters

θt ← θt−1−η
m̂t√
v̂t + ε

10: end while

Weights initialization

The initial value assigned to weights and biases in the layers plays a fundamental role
in the learning process [51]. A simple common practice consists in initializing the
weights with a normal probability distribution with 0 mean and standard deviation
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equal to 1√
ni

, where ni is the number of input connections. A popular initialization
strategy has been developed by Xavier Glorot and Yoshua Bengio, known as Xavier
initialization or Glorot initialization [52]. According to this theory, the values for
weights are picked from a random uniform distribution bounded between ±

√
6√

ni+ni+1
,

where ni is the number of input connections and ni+1 the number of output con-
nections. A good initialization is usually necessary to mitigate training slowdown
issues.

1.1.8 Regularization methods

Overfitting

Overfitting is a well known issue affecting the performance of data-driven models
such as ANNs. It occurs when a model is designed to fit extremely well on some
data, increasing its level of specificity. It is common to incur in overfitting when
using models with a high number of parameters such as ANNs. Overfitting must be
strongly avoided in ML, since an ANN is useless if provides good results only using
data contained in the training set. On the other hand, the model should be complex
enough to correctly fit the data and avoid bias errors (underfitting). The ability to
generalize the performance of ANNs on different data can be improved with several
methods.

Splitting data

A fist possible method to reduce overfitting is to split the available data in three
different subsets. The training set usually includes only a subgroup of the original
amount of data and it is used for the proper learning process, together with a
validation set to monitor the performance of the network at the end of each epoch.
This is a key procedure, overfitting can be detected by looking at the loss gap
between the training and the validation set. The K-fold cross-validation is a simple
regularizing practice to avoid bias errors [53, 38]. This is especially true for non-
parametric algorithms in ML such as K-nearest neighbours, which do not explicitly
make use of a loss function. Validation is also helpful to select the best model found
over the training time. If the number of training epochs is not accurately chosen,
we could pick up the model that reaches the best metrics score on the validation
set. Finally, the selected model can be run on a test set. A grid-search procedure
is often adopted to look for a suitable combination of the the hyper-parameters:
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learning rate, mini-batch size, number of epochs, learning rate’s decay policy. A
simple strategy called early stopping consists in interrupting the training when the
loss in the validation set becomes stable or starts to increase.

Data augmentation

The availability of a rich dataset is not always guaranteed in real-world applications
of Deep Learning. An accurate tuning of the hyper-parameters sometimes is not
enough to avoid overfitting. Data augmentation is a particular strategy developed for
these purposes. In the specific case of image classification, it allows to expand the
training dataset at runtime with artificial samples. A set of different transformation
such as rotation, cropping, flipping or filtering can be applied to images in order to
artificially create new ones. This is particularly useful when the number of samples
for each class in the training set is strongly unbalanced, often because some kind of
data is more difficult to collect.

Lp Regularization

Overfitting and model’s generalization can be also tackled acting directly on the
loss function. The Lp regularization methods aims at constraining the values of the
parameters in allows boundaries to forbid them to capture fluctuations of the training
data distribution. The two most popular methods of Lp regularization are known as
L1 and L2 regularization. The key concept of both methods is to add a penalty or
term to the loss function used in the training process. For example, a cross-entropy
loss function can be considered. With the L2 regularization the loss function assumes
the following shape:

L= L0 +
λ

2

n

∑
i=1

w2
i (1.30)

As shown, the regularization term for the L2 method is composed of the sum of the
squared weights and of a multiplicative factor. It is responsible of reducing the value
of the selected variables. Basically, during the learning process the network has to
choose certain weights such that a good trade-off between the two terms of the new
loss function is found. To highlight the concept better, it is possible to rewrite the
expression using the notation L0 to indicate the original loss function.

The role of λ , which is a positive regularization parameter, is central to make things
work. According to its value the relevance of the second term with respect to the
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first one can be tuned. A small λ makes the regularization term negligible, a large λ

increases the importance of learning small weights. Considering a SGD optimization
algorithm, a new update rule for the weights can be computed with the L2 regularized
loss function.

w→ w′ = w
(

1− ηλ

n

)
−η

∂L0

∂w
(1.31)

Differently, in the L1 regularization technique the extra term contains the sum of the
absolute values of the weights in the networks and the regularized loss function is
expressed with

L= L0 +λ

n

∑
i=1
|wi|. (1.32)

In an analogue way, the resulting update rule will be:

w→ w′ = w
ηλ

n
sgn(w)−η

∂L0

∂w
(1.33)

Both L1 and L2 regularization techniques penalize large weights in the network.
However, in L1 regularization weights are reduced by a constant amount toward 0
value, whilst in L2 regularization the reduction is proportional to the weight’s value.
This means L2 is particularly effective with larger weights. On the contrary the
impact of L1 regularization is much bigger when |w| is very small, shrinking to 0
less important connections. The result is that it selects a selected group of important
features and connections.

Activation normalization

A regularization approach to control the evolution of the parameters value during
training consists in normalizing the activation signal. Batch Normalization (BN)
[54] is the most popular technique. BN performs the normalization channel-wise
on the mini-batch, and then uses a linear transformation to re-center and re-scale
the resulting activation signal. For each channel dimension of the input tensor x the
empirical mean µ(k) and standard deviation σ

(k)
B over the mini-batch B composed of

m samples are computed as:

µ
(k)
B =

1
m

m

∑
i=1

x(k)i , σ
(k)
B =

1
m

m

∑
i=1

(x(k)i −µ
(k)
B ) ∀k ∈ 1, ...,C (1.34)
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where C is the number of total channels of the input tensor. The single input tensor x
is therefore normalized channel-wise:

x̂(k) =
x(k)i −µ

(k)
B√

(σ
(k)
B )2 + ε

∀k ∈ 1, ...,C (1.35)

The tensor is finally re-scaled and re-centered:

z(k) = γ
(k)x̂(k)+β

(k) ∀k ∈ 1, ...,C (1.36)

where γ and β are parameters learned during the training. Hence, each BN layer adds
a total of 2C learnable parameters and 2C non-learnable parameters, the empirical
mean and standard deviation. However, at inference time, usually there is not a batch
dimension in the input tensor. Hence, the empirical mean µ(k) and standard deviation
σ
(k)
B cannot be computed. For this reason, they are estimated with a running average

during the training to enable a deterministic inference at test time:

E[x(k)] = EB[µ
(k)
B ], Var[x(k)] =

m
m−1

EB[
(

σ
(k)
B

)2
] (1.37)

The transformation performed by the BN layer in the inference step thus becomes a
linear transformation of the activation tensor:

z(k)in f = γ
(k) x(k)−E[x(k)]√

Var[x(k)]+ ε
+β

(k) ∀k ∈ 1, ...,C (1.38)

Dropout

Dropout [55, 56] is a totally different way of acting on the learning process to
regularize it. With respect to L1 and L2 regularization, it does not act on the loss
function. For each training step it randomly selects a certain percentage of neurons
contained in a layer and it turn them off, usually the 50%. For these neurons the
parameters will not be updated. Hence, only the remaining active neurons are
able to create connections with the neighboring layers. The dropout can be also
thought as an averaging process among different ANNs. In some sense, this peculiar
approach avoid the network to rely on a restricted number of connections, making
its performance more robust.
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1.1.9 Convolutional Neural Networks

In the previous sections, ANNs have been generally introduced. The described
architecture only includes FNNs with dense layers. In this case, each neuron inside a
hidden layer is connected to all the neurons of the next layer and of the previous one.
This architecture is not very efficient when dealing with high-dimensional input data
such as images. Dense layers become too computationally expensive with a huge
number of parameters to train, and, furthermore, the spatial structure of the image
is not considered in the operation performed by classic neurons. For this reason,
inspired by human vision system, Convolutional Neural Networks (CNNs) have been
studied [39]. The architecture of CNNs is optimized to process images extracting
meaningful features to efficiently solve computer vision tasks. The three pillars of
CNN can be identified in the following concepts:

• local receptive field;

• shared weights;

• pooling.

Fig. 1.6 A representative scheme of a convolutional layer. An input image with dimensions
32×32×3 is processed by the kernel and mapped to a new data volume with 5 feature maps.
The receptive field is represented by the smaller volume on the image tensor.

From a mathematical perspective, an image is a 3D tensor of shape [H,W,C], being
H the height, W the width in pixels, and C the number of channels. Colour images
usually have 3 channels (RGB). In order to avoid a full connection between input
pixels and neurons of a hidden layer, each neuron is associated to a small rectangular
region of the image of size Kh×Kw in the spatial dimension and C channels. For
example a 5× 5 receptive field covers a square region of 25 pixels on the image.
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This is called the local receptive field of the neuron. The convolutional layer learns a
weight for each connection and a general unique bias. The ensemble of weights and
bias identify a convolutional kernel or filter, which is shared among all the neurons
of the layers. This is a fundamental aspect of a convolutional layer. The operation
performed by the single neuron unit (i, j)l is the same weighted sum of MLP, being
σ(·) a generic activation function and using rectangular filter of size Kh×Kw:

al
j,k = σ

(
b+

Kh−1

∑
u=0

Kw−1

∑
v=0

wu,v al−1
i+u, j+v

)
(1.39)

The filter is then slided over the image by a quantity called stride [Sh,S−w]. This
operation is repeated horizontally and vertically until complete coverage of the image
tensor. The complete 3D output tensor of a given filter is called a feature map. The
number of feature maps F is a design parameter for the CNN that depend on the task
and on the data. Moreover, the spatial dimension of the output map will be:

H ′ =
H−Kh +2Ph

Sh
+1 , W ′ =

W −Kw +2Pw

Sw
+1 (1.40)

where [Ph,Pk] indicates the padding quantity. Padding consist in simmetrically adding
0 values to the border of the input tensor to compensate the reduction of spatial
resolution caused by non-unitary kernel’s size. Conversely, the stride is responsible
of a spatial sub-sampling operation, avoiding a piwel-wise sliding of the kernel. The
number of total parameters in a convolutional layer is given by Kh ·Kw ·C ·F +F
biases, that is much lower compared to a FC architecture, enabling a faster training
process.

Fig. 1.7 A typical pipeline of a CNN for image classification. Image from [57].

An additional operation of CNNs is pooling. With the same sliding mechanism
described for the convolution, pooling filters can be employed to simplify the in-
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formation contained in small regions of the image. For example, the max-pooling
operation can output the maximum activation values over a 2×2 input region. Pool-
ing allows to further reduce the number of neurons and parameters in the ANN.
To sum up, a basic complete architecture of a CNN is composed of a first stack of
convolutional and pooling layers devoted to extract meaningful features from the
image. This first part of the CNN is usually called backbone. The data volume is
squeezed all along this convolutional section. Extracted features are then flattened,
passed through FC layers and a final task-specific output layer, as shown in Fig. 1.7.
Optimizers such as SGD and Adam, together with backpropagation, work in the
same way for CNN.

This kind of overall network architecture has been adopted by a wide range of
successful models, from AlexNet [58] to ResNet [59]. Several methods have been
also studied to enhance deep CNN models with more advanced operations: residual
connections [59], inception blocks [60], depth-wise separable convolutions [61],
squeeze-and-excitation [62], channel and spatial attention [63].

1.1.10 Self-attention and Vision Transformer

The most recent architecture that has become a standard in Deep Learning is the
Transformer [40]. Originally thought for Natural Language Processing (NLP) prob-
lems with sequence data, in the last years it has reached state-of-the-art performance
in a wide variety of tasks. Hence, Transformer has been conceived for sequential
data processing, potentially evolving the already existing Recurrent Neural Networks
(RNNs) and Long Short-Term Memory (LSTM) networks [64–66]. However, they
have been adapted also to classic computer vision tasks such as image classification,
as explained below.

Multi-head self-attention

The Transformer is based on the key operation of self-attention computation, com-
puted with a multi-head encoder-decoder architecture inspired by autoencoders
[68]. Given the input sequence X with shape T ×dmodel , self-attention is computed
through a scaled dot-product attention operation, using h parallel independent heads
with dimensionality dh = dmodel/h. Firstly, three matrix representations of the input
sequence are computed using FC layers, namely query Q, key K and value V:
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Fig. 1.8 The Vision Transformer (ViT) schematic architecture. On the left, the data flow
of the model is depicted, on the right the Encoder residual scheme with MSA and MLP
modules is shown. Image from [67].

Qi = XWq
i , Ki = XWk

i , Vi = XWv
i ∀i ∈ 1, ...,h (1.41)

where Wq
i , Wk

i and Wv
i are the weights matrix of the FC layers with shape dmodel×h.

Then, the self-attention tensor Ai is computed for each head h of the Transformer
Encoder:

Ai = Self-Attention(Q,K,V) = so f tmax
(

QKT
√

dh

)
V (1.42)

where
√

dh is the dimension of the key vector K and query vector Q .

Finally, the multi-head output is obtained by concatenating the H heads and a linear
projecting with an output FC layer:

MSA(X) =Concat(A1, ...Ah)Wo (1.43)

where W o has shape dmodel×dmodel , since h ·dh = dmodel .

Vision Transformer

In this chapter, we introduced the most popular version of Transformer architecture
for computer vision applications, the Vision Transformer (ViT) [67]. ViT is based
on the key intuition that an image of resolution H ×W can be decomposed and
processed as a sequence of N patches P×P, such that N = HW/P2. Each patch
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is flattened and projected into a latent space of dimensionality dmodel through FC
layers. A sequence is then obtained concatenating the embeddings of the patches.
A positional information is encoded into each patch. The positional encoding can
be learnable or made of constant geometric progressions. An extra learnable class
token embedding is also inserted at the beginning of the sequence. The obtained
sequence is then processed with a Transformer Encoder, composed of a stack of L
residual layers. Each layer subsequently computed the MSA and then re-project the
sequence vector with MLPs. A normalization layer is present before the MSA and
the MLP modules in each residual layer. A final classification head is used to predict
the output distribution. Fig. 1.8 shows the ViT model architecture and the schematic
operation flow of an Encoder layer.

1.2 Optimized execution of ANN at the Edge

This thesis is mainly devoted to the study and development of Deep Learning models
for service robotics tasks. Thus, the execution of ANNs directly on-board the
robotic platform is strongly preferred in this context, avoiding cloud-based servers
and only relying on the low-power computational hardware already present on the
robot. This setting offers competitive advantages for the final application of the
robot, improving latency and consumes, and, moreover, avoiding privacy issues and
connectivity requirements. In the core of this thesis, we find many examples where
ANNs are optimized for on-board off-line execution. Among the most representative
examples, Chapter 6 offers a complete case study in the sector of robotic domestic
assistance, while Chapter 12 deals with real-time requirements for image processing
and transmission processes. The specific set of techniques studied to deploy AI
algorithms on low-power-embedded devices is commonly titled Edge-AI [69].

• Pruning: it consists in removing the low-weights connections in the model’s
graph, that does not contribute significantly to the predicted outcome. Pruning
can be performed at the level of the single weights or removing entire neurons
or layers.

• Quantization: it reduces the numerical precision of the model’s parameters.
Quantization can be performed directly on the model post-training, or diversely
a quantization-aware training can be done considering the effect of reduced
precision already in the learning phase. For example, weights and activations
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can be quantized from 32-bit floating-point numbers to lower-precision formats
such as 16-bit floats or 8-bit integers, reducing the computational load required
by the feed-forward inference.

• Knowledge Distillation: it is a transfer learning techniques that aims to distill
the knowledge from a bigger model to a more compact model with reduced
size. The target small model, the student, is trained to match the output
distribution or feature representations of the teacher model.

In this thesis, we mainly adopt techniques of post-training quantization and knowl-
edge distillation. The principle of both of them are explained directly in Chapter 12.
The implementation of optimization and quantization methods is supported by the
TFLite library1. TFLite basic conversion already provides some advantages in the
memory allocation for the graph execution, mitigating the inference performance of
models on CPU. Then, it offers different level of quantization. Float16 quantization
halves the precision and memory requirement of weights and activations, allowing
for execution on both CPUs and GPUs. 8-bit weights quantization is another option,
limiting the execution on CPU, Edge TPU (Tensor Processing Unit), and Microcon-
trollers. The full quantization of the model reduce both the weights and outputs
to 8-bit precision. This final step can drastically boost the inference and memory
performance of the model, but also significantly reduce its accuracy. From the
hardware perspective, graphic processing units (GPUs) are the standard for parallel
matrix computation through ad-hoc libraries such as Nvidia CUDA. GPUs allows
for float-16 and float-32 precision, while CPUs only admit float-32 or 8-bit integer
operations. Beside classic CPUs, some ad-hoc computational devices have been
realized to boost fast inference at the edge. Among them, the most popular are the
Nvidia Jetson2 platforms (Nano, Xavier, Orin), the Intel Movidius VPU (Visual
Processing Unit)3 and the Google Coral Edge TPU4. Nvidia Jetson platforms are
single-board computers with dedicated embedded GPUs, with power consumption
going from 5-10 W for the Jetson Nano, and 10-30 W for the Xavier version. Differ-
ently, Coral Edge TPU and Intel Movidius VPU are tiny graphics accelerator, usually
bought as USB stick devices, for computer vision and AI models that consume up

1https://tensorflow.org/lite
2https://www.nvidia.com/it-it/autonomous-machines/embedded-systems/
3https://www.intel.com/content/www/us/en/products/details/processors/

movidius-vpu/movidius-myriad-x/products.html
4https://coral.ai/

https://tensorflow.org/lite
https://www.nvidia.com/it-it/autonomous-machines/embedded-systems/
https://www.intel.com/content/www/us/en/products/details/processors/movidius-vpu/movidius-myriad-x/products.html
https://www.intel.com/content/www/us/en/products/details/processors/movidius-vpu/movidius-myriad-x/products.html
https://coral.ai/


1.2 Optimized execution of ANN at the Edge 33

to 2 W. Coral only allows for 8-bit integer operations, hence, for fully quantized
models. Most recently, the Intel Movidius Myriad X VPU have also been integrated
on camera devices for robotics like the OAK-D5, to directly provide practitioners
with a complete set-up for fast computer vision applications at the edge.

5https://shop.luxonis.com/products/oak-d

https://shop.luxonis.com/products/oak-d


Chapter 2

Deep Reinforcement Learning

In this section the Reinforcement Learning (RL) framework is explored, starting from
an introduction of the main concepts. The chapter is focused on Deep Reinforcement
Learning (DRL) algorithms that are used in the core of the thesis. Hence, DRL
concepts are gradually, briefly explained starting from tabular RL such as Dynamic
Programming and Monte Carlo methods, touching the idea of Temporal-Difference
learning and finally getting to approximate solution methods. Some examples of the
principal algorithms are also provided for a more comprehensive and clear analysis
of RL. In the last part of the chapter, approximate solution methods are treated
with a great focus on actor-critic paradigms, deepening the discussion for the Deep
Deterministic Policy Gradient and the Soft Actor-Critic methods. The whole chapter
is written extracting the RL concepts from the reference RL book [70] and specific
articles cited in the text.

2.1 Introduction to Reinforcement Learning

The foundational stone of many learning theories is that we learn through the
interaction with the environment where we are placed in, as represented in Fig. 2.1.
Many recurrent events during the childhood confirm this theory: a child continually
learn through a trial and error procedure, from walking to riding a bike. Framing
the problem in a more general scene, according to the action an agent chooses in a
certain condition, the environment gives it back a response, for example, the hurting
sensation perceived when falling. A good consciousness of the environment is
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necessary to successfully address a task, and more in depth, to be aware of the result
of a chosen action. This causal connection is effectively learnt through experience.
Reinforcement Learning (RL) can be defined as a computational approach focused

Take action
from state 

Agent Environment

-Get reward r
-Sample new state

Fig. 2.1 The interaction between an agent and the environment in reinforcement learning.

on learning how to reach a task-specific desired behaviour by interacting with the
environment. More specifically, it is associated to the problem of how to map
situations to actions in order to maximize a numerical reward signal. The main
characteristics of RL can be identified in the following:

• it can be described as a closed-loop problem because the selected action
influence the successive inputs.

• the action is chosen by the learning agent according to a trial and error proce-
dure.

• choosing an action in a certain situation determine the immediate reward as
well as the consequent situations and rewards.

Due to these peculiar aspects, RL can be identified as a separate, different paradigm
in Machine Learning. The differences with supervised and unsupervised learning are
quite evident. In RL, no labeled dataset is exploited, and the process merely focuses
on maximizing the reward signal rather than in finding hidden structure in unlabeled
data.

As already explained, the agent and the environment play the two pivotal roles in RL.
Besides, it is possible to identify a set of elements that are present in almost every
RL system:
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The policy of a learning agent defines its behaviour, i.e. its way of selecting actions
at a given instant of time. It is therefore the core of a RL agent, since it defines
how the agent will tackle a given task. In other words, the policy is responsible of
the mapping from a state in the environment to a specific action to perform in that
situation. Generally speaking, a policy can be both stochastic or deterministic.

The reward signal defines the goodness of a certain event for the agent. At each
time step, the environment sends to the agent a numerical evaluation of its behaviour,
a reward. The agent tries to maximize the total reward over the entire training period.
This means the reward signal is responsible of guiding the agent to the desired
behaviour by indicating good and bad actions.

The value function can be roughly defined as a long-term advisor for the agent. It
associates to a state a value which is correlated to the total reward which is possible
to gain in the future starting from that state. Hence, if rewards give the agent an
indication of what is good to do in an immediate sense, values take care of the
potential development of taking a decision in a certain situation. This is certainly a
fundamental role in a RL system. For example, an agent can decide to move into
a new state gaining a low immediate reward. Nevertheless, this can still be a good
choice if it gives the agent the chance to reach next states that yield high rewards.
When selecting an action, it should be considered the one that allow to reach states
with the associated highest value, not the highest reward, because the total reward
accumulated over the long run will be much greater. Unfortunately, an efficient
estimation of the value function is not trivial. For this reason this task is a crucial
component of almost every RL algorithm.

A model of the environment can be defined as an approximation of the environ-
ment dynamics and it can be useful to make predictions about its future evolution for
planning purposes. Methods that exploits such model are referred as model-based;
on the contrary, model-free methods do not make use of any model and they are
based on a pure trial and error learning. In this thesis only model-free RL methods
are explained and used in the project.
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2.1.1 Markov Decision Process

RL aims to frame the problem of goal-based learning from interaction. The Markov
decision process (MDP) is a way to formally define this problem. As already
introduced in the previous section, RL is based on the interaction between:

• the agent: the learner and decision-maker;

• the environment: what is outside the agent and interact with it.

This continuous interaction can be formalized in a closed-loop dynamics as shown in
Fig. 2.2. At each discrete time step t = 0,1,2,3... the agent receives in input the state

Fig. 2.2 Markov Decision Process schematic.

of the environment st ∈ S, which should contain all relevant information about the
environment. The agent chooses an action at ∈A based on that. At the next time step
the environment sends back a new state st+1 and a reward rt+1 ∈R⊂ R. Therefore,
the process generates an alternated sequence of signals exchanged between the agent
and the environment as the following:

(s0),(a0),(r1,s1),(a1),(r2,s2),(a2), ...

A graphical representation can be useful to better understand a generic set of tran-
sitions. An example is reported in Fig. 2.3, where circles contains the states and
arrows represent the transition from a state to another one based on the selected
action. A generic response of the environment at time t +1 can be expressed by a
probability distribution that takes in consideration all the previous events:

Pr{rt+1 = r,st+1 = s′|s0,a0,R1, ...,st−1,At−1,rt ,st ,at}
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Fig. 2.3 Finite Markov Decision Process: a simplified transition schematic.

However, if the state contains all the relevant information about past transitions the
environment’s step at time t +1 depends only on the state and the action at time t.
When this is true, the state signal has the Markov property. In this case the previous
expression becomes:

p(s′,r|s,a) = Pr{st+1 = s′,rt+1 = r|st = s,at = a}

Moreover, the Markov property can be extended to the whole environment if the
previous assumption holds for every s′,r. This property has a tremendous relevance
for the whole RL conceptual framework. In fact, it means that given the actual state
and action, we are able to predict all future states and possible rewards. Markov
property is therefore extremely advantageous in RL to efficiently choose good actions.
Hence, it is possible to refer to a RL task as a Markov decision process whenever the
Markov property is satisfied. In the case of finite state and action spaces, the process
is called a finite Markov decision process.

Goals, Reward and Returns

As already introduced, a RL agent has the final goal of maximizing a numerical
signal called reward. At each time, the environment assign a reward to the agent.
For example, a robot can learn how to collect empty bottles for recycling simply by
assigning a +1 for each bottle collected and a -1 every time it collect a wrong object
or miss a bottle. A wide variety of rewards can be designed according to the specific
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application. The final amount of reward obtained can be formally called return and
it can be indicated as Gt . The mathematical expression of Gt depends on the specific
problem to tackle, a basic case could be the sum of all the rewards:

Gt = rt+1 + rt+2 + rt+3 + ...+ rT

A final time instant T concludes the sequence of rewards. A finite number of
agent-environment interaction steps makes the learning process evolve in separated
subsequences called episodes. This episodic interaction can be easily compared
to games levels that finishes with different scores. Differently, some processes
may need to be represented by a continuous agent-environment interaction. In this
scenario, it would be T = in f and the return could diverge. A discount factor is
therefore introduced to prioritize the latest steps performed in the training. In this
case, the expected discounted return will be:

Gt = rt+1 + γrt+2 + γ
2rt+3 + ...+=

inf

∑
k=0

γ
krt+k+1,

where the parameter γ is 0≤ γ ≤ 1 and it is called the discount rate. With γ = 1 the
result is unchanged with respect to the previous expression. When instead γ < 1 the
infinite sum will converge to a finite value, given all bounded reward contributions. A
peculiar case occurs with γ = 0, since the only immediate reward rt+1 is maximized.

Optimal Value Functions and Policies

A formal definition of value functions can be given at this point. In particular, it
possible to define different value functions for the RL framework. A state-value
function express how good is a certain state for the agent, according to the associated
expected return. In an analogue logic, a state-action pair value function can be
defined. This last function specifies how good an action is for the state in account.
The concept of policy can be formulated as the function that associate the states
to the probabilities of selecting the possible actions. Hence, the policy describes
agent’s behaviour also account for uncertainty in the action selection. According
to this definition, an agent which follows a policy π has the probability π(a|s) to
choose the action a in the state s. The value function under the policy π is indicated
with vπ(s). It expresses the expected return that the agent should get when starting



40 Deep Reinforcement Learning

from state s having a policy π . In a MDP this can be written as:

vπ(s) = Eπ [Gt |st = s] = Eπ

[
inf

∑
k=0

γ
kRt+k+1

∣∣∣∣st = s

]

where Eπ [·] is the expected value of a random variable given the policy π of the
agent. vπ is the state-value function for policy π .
In an analogue way the action-value function for policy π , qπ can be defined:

qπ(s,a) = Eπ [Gt |st = s,at = a] = Eπ

[
inf

∑
k=0

γ
kRt+k+1

∣∣∣∣st = s,at = a

]

Hence, qπ(s,a) formally expresses the value of choosing the action a in state s under
the policy π .

At this point it is easy to give a definition of optimal policy and optimal value
function. It can be said that a policy π is better than another policy π ′ if its expected
return is the greatest among the two of them, for all states:

π > π
′ ⇐⇒ vπ(s)> vπ ′(s),∀s ∈ S

A policy is said to be optimal if it is better than or equal to all other policies. An
optimal policy is usually denoted as π∗. There could be more than one optimal policy,
but all of them will share the optimal state-value function, v∗:

v∗(s) = max
π

vπ(s),∀s ∈ S,

as well as a optimal action-value function, q∗:

q∗(s,a) = max
π

vπ(s,a),∀s ∈ S,

Optimal policies and value functions cannot be found in non-finite MDPs due to
practical constraints in the implementation (such as the amount of available memory),
however useful approximations can be used.
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2.2 Tabular methods

In this section, a brief discussion about the simplest RL approaches is carried out.
These include tabular methods applied only considering finite MDPs. Dynamic
Programming and Monte Carlo methods are shortly introduced. Then, the key
concept of Temporal-Difference Learning will be explained.

2.2.1 Dynamic programming

Dynamic programming (DP) consists in a variety of algorithms used to compute
optimal policies. Usually, they can be implemented only when a perfect model of the
environment is given. In real control and robotics applications, a perfect environment
usually cannot be found and DP may result to be inappropriate or too computationally
expensive. Nonetheless, DP can be successfully used in the financial field.

Iterative policy evaluation is one of the possible method in DP literature. It allows
to obtain the state-value function vπ given an arbitrary policy π . This algorithm
exploits different results that can be obtained combining the equations described in
the previous section. Among them, the starting point for policy evaluation is the
Bellman equation, here used for computing vπ :

vπ = ∑
a

π(a|s)∑
s′,r

p(s′,r|s,a)[r+ γvπ(s′)], ∀s ∈ S.

In this equation, the term π(a|s) is the probability of choosing an action a in state
s under the policy π . For γ < 1 the existence and uniqueness of vπ are guaranteed.
However, an iterative computational procedure is more appropriate for the purposes
of RL. Hence, by considering an arbitrary initial v0, the state-value function can be
approximated through successive computational steps using the Bellman equation as
an update rule:

vk+1(s) = Eπ [rt+1 + γvk(st+1)|st = s]

= ∑
a

π(a|s)∑
s′,r

p(s′,r|s,a)
[
r+ γvk(s′)

]
, ∀s ∈ S

Once a value function vπ has been computed, looking for an optimal policy can be a
good advancement, since an arbitrary one has been used to compute vπ . The result
is a new greedy policy called π ′ that can be obtained combining equations already
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seen. Here it is directly reported without discussing the whole derivation. It can be
computed with:

π
′(s) = argmax

a
∑
s′,r

p(s′,r|s,a)[r+ γvπ(s′)]

The greedy policy takes the action that maximizes the action-value function in the
short-term. No further details are provided about further possible optimization of π

and vπ since the result is out of the scope of this thesis. A deeper analysis of DP can
be found at [38].

2.2.2 Monte Carlo Methods

With respect to DP algorithm, Monte Carlo methods are not strictly dependent on
the environment’s knowledge. In fact, they only require to know the transitions
composed of states, actions and rewards obtained through the interaction with a
real or a simulated environment. These samples are also called experience. An
approximate model of an environment is required to simulate the interaction and
obtain the sample transitions, but the associated probability distributions are not
requested as in DP. Only episodic tasks are considered for Monte Carlo methods.
This allows to have well-defined returns that can be easily averaged over all the
episodes of the task. Indeed, the approach used for RL problem consists in sampling
and averaging returns associated to state-actions pairs.

As first goal, we always aim to estimate the value function of a state s under the
policy π , vπ(s). A particular state can occur several times inside the same episode.
The term visit is usually used to refer to the occurrence of the state. Based on this
definition, it is possible to identify two main Monte Carlo methods:

• The first-visit MC method estimates vπ(s) averaging the returns coming after
the first visit to s.

• The every-visit MC method takes in account the returns following all visits to
s for the average.

Both the MC algorithms converge to the value function. The pseudo-code of first-
visit MC method is reported in Algorithm 3. The every-visit version is basically the
same except for the check of state st . Monte Carlo methods allow also to estimate
the state-action pair value function q(s,a). More in detail, this is particularly useful
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Algorithm 3 First-visit Monte Carlo method for the estimation of V ≈ vπ(s)
Input: a policy π , a positive number of episodes ne
Output: the estimated value function V

1: Initialization of returns R(s) = 0,∀s ∈ S
2: Initialization of N(s) = 0,∀s ∈ S
3: ▷ N is a counter of the number of visits to each state s
4: for episodes in ne do
5: Generate the sequence according to π: s0,a0,r1,s1,a1,r2, ..,sT−1,aT−1,rT
6: G← 0
7: for each time step of the episode t = T −1,T −2, ...,0 do
8: G← G+Rt+1
9: if state st is not present in the sequence s0, ...,st−1 then

10: R(st)← R(st)+Gt
11: N(st)← N(st)+1
12: end if
13: end for
14: end for
15: V (s)← R(s)

N(s) ,∀s ∈ S

when a model of the environment is not known. In this case the state values are not
sufficient to determine the actions associated with highest rewards. It is possible
to talk about a visit of a state-action pair when the agent takes the action a when
it is in the state s. The Monte Carlo methods illustrated before work in the very
same way and they can estimate the expected values with an increasing number of
visits. However, a problem arises when using a deterministic policy π to choose
the actions. In this case many state-action pairs will never be visited. This means
that the agent will not choose among all the possible actions associated to a state,
which is the basic purpose of learning action values. In other words, we need to
keep a sufficient rate of exploration in the policy for a better learning process. A
possible approach for this problem is called exploring starts. It consists in starting
the episode from a specific state-action pair and then assign a non-null probability to
each possible action. It guarantees a complete exploration of state-action pairs in an
infinite number of episodes but it could be practically not feasible.

At this point it is possible to briefly describe how Monte Carlo methods are able to
approximate optimal policy for control purposes. The main idea of the procedure
is very similar to DP, i.e. the generalized policy iteration (GPI) is followed. As
graphically shown in Fig. 2.4 the iterative process consists in updating an approxi-
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Fig. 2.4 Policy improvement scheme.

mate value function for the current policy, and the policy is modified at each step
according to the value function. This adversarial behaviour results in an approximate
optimal policy. As seen before, with an action-value function no models are needed.
Policy improvement constructs each policy πk+1 as the greedy policy based on qπk .
This is a direct application of the policy improvement theorem, which state:

qπk(s,πk+1(s))≥ vπk(s)

Basically, whenever a better policy is found by considering its future returns through
the value function, the actions start to be chosen according to πk+1 instead of
following πk.

Practical considerations

Two basic assumptions have been considered so far for policy improvements: an
infinite number of episodes for the policy evaluation and the usage of exploring
starts. For a practical implementation of the method, these have to be removed.
Firstly, a limited number of steps is enough to guarantee a good approximation of
the solution within certain bounds. Secondly, when the exploring start is not feasible,
it is possible to use a particular exploration policy called ε−greedy policy:

π(a|s)≥ ε

|A(s)|

This means that a greedy action is usually picked up from the policy π such that
it maximizes the action-value. However, with a probability ε a random action is



2.2 Tabular methods 45

selected and it is used to explore non promising state-action pairs that would never
be visited otherwise. In practice, an exponential decrement of ε is usually adopted,
to decrease the level of random exploration along the learning process.

It is now convenient to introduce the concept of on-policy and off-policy methods.
Basically, on-policy methods aims to maintain and improve the policy used to make
decisions. On the contrary, off-policy methods tries to improve a different policy.
This difference will be useful to understand the following sections. The main idea
behind on-policy Monte Carlo methods are based on GPI. Differently, off-policy
methods focus on the usage of two different policies. The first one, that we improve
to become the optimal policy and it is called the target policy. On the other side, a
second policy will be mainly devoted to exploration and it is called behaviour policy.

2.2.3 Temporal-Difference Learning

Temporal-difference learning (TD) can be considered the central innovative idea
behind RL. TD presents some elements of both Monte Carlo and Dynamic Program-
ming methods. Indeed TD methods are able to learn without the need of a precise
model of the environment in the same way of MC. On the other hand, similarly to DP,
they bootstrap, i.e. they update estimates using also previously learned quantities.
We start introducing the problem of prediction, briefly illustrating how TD estimates
the value function vπ for a policy π . A basic every-visit MC uses the obtained return
of the visit as target for V (st), according to

V (st)←V (st)+α [Gt−V (st)] ,

where Gt is the actual return and α is a constant. Differently, TD simplest method
makes the update waiting only for the next time step using the obtained reward rt+1

and the estimate V (st+1):

V (st)←V (st)+α [rt+1 + γV (st+1)−V (st)]

This method is called TD(0) or also one-step TD. The quantity rt+1 + γV (st+1)

represents the target for TD. Moreover, it is possible to define the TD error as
follows:

δ = rt+1 + γV (st+1)−V (st)
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The advantages of TD with respect to DP and MC are easy to be noticed. The
combination of bootstrapping and independence from a model are precious charac-
teristics especially with long episodes. Convergence is usually guaranteed with TD,
making these methods convenient in the majority of the situations. Here, the main
TD method are introduced and briefly discussed.

2.2.4 SARSA: on-policy TD method

SARSA algorithm takes its name from the quintuple composed by the state-action
pair transition sequence st ,at ,rt+1,st+1,at+1. Being an on-policy control method, in
SARSA the action-value function qπ(s,a) is continually estimated for the unique
policy π , pushing it toward greediness. The assumption of an infinite number of
visits for all state-action pairs ensures the convergence of SARSA algorithm. The
pseudo-code of SARSA algorithm is shown below in Algorithm 4.

Algorithm 4 SARSA algorithm for estimating Q≈ q∗
Input: a small ε > 0 for ε-greedy policy π , step size α ∈ (0,1]
Output: the estimated action-value function Q

1: Initialize arbitrarily Q(s,a),∀s ∈ S+,a ∈ A(s),except Q(terminalstate,) = 0
2: for each episode do
3: Initialize s
4: Choose a from s using ε-greedy policy
5: for each time step of the episode do
6: Take action a, observe r,s′

7: Choose a′ from s′ using ε-greedy policy
8: Q(s,a)← Q(s,a)+α [r+ γQ(s′,a′)−Q(s,a)]
9: s← s′; a← a′;

10: if s is terminal then
11: break loop
12: end if
13: end for
14: end for
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2.2.5 Q-Learning: off-policy TD method

Q-learning is an off-policy TD control method. It can be considered a real innovation
in RL. In Q-Learning, the optimal action-value function q∗ is approximated by
directly learning Q according to:

Q(st ,at)← Q(st ,at)+α

[
rt+1 + γ max

a
Q(st+1,a)−Q(st ,at)

]
In such a way, the algorithm results to be immediate, as shown in pseudo-code in
Algorithm 5.

Algorithm 5 Q-learning algorithm for estimating π ≈ π∗
Input: a small ε > 0 for ε-greedy policy π , step size α ∈ (0,1]
Output: the estimated action-value function Q

1: Initialize arbitrarily Q(s,a),∀s ∈ S+,a ∈ A(s),except Q(terminalstate,) = 0
2: for each episode do
3: Initialize s
4: for each time step of the episode do
5: Choose a from s using ε-greedy policy
6: Take action a, observe r,s′

7: Choose a′ from s′

8: Q(s,a)← Q(s,a)+α

[
r+ γ max

a′
Q(s′,a′)−Q(s,a)

]
9: s← s′;

10: if s is terminal then
11: break loop
12: end if
13: end for
14: end for

2.3 Deep Reinforcement Learning

The general framework of RL has been introduced in this chapter, and principal RL
methods such as Dynamic Programming, Monte Carlo, and Temporal Difference
learning have been briefly discussed. To make a further step towards the algorithms
employed in the core of the thesis, we need to consider that state spaces can be
frequently huge according to the specific task. Hence, tabular methods present strong
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limitations due to the cost of updating accurately tables with data in the required time.
In this scenario an optimal policy and an optimal value function cannot be found and
approximate solutions must be considered according to the available computational
resources. What usually happens is that many encountered states will be totally
new, and the algorithm should be able to generalize the knowledge that has already
learnt in order to make sensible decisions. In practice, it has to learn how to behave
correctly on a wide number of situations, experiencing a much smaller subset. The
desired function to approximate is usually a value function.

The Deep Reinforcement Learning (DRL) framework is considered at this point.
Although several methods exist for function approximation, in this thesis only solu-
tions based on artificial neural networks will be explained. An essential difference
in this new framework is that value functions are no more represented using tables.
Instead, they are shaped with a parametric functional form. For ANNs the parameters
coincide with the weights of the network w(w ∈ Rd). Since both the state-value and
the action-value functions are now dependent on the vector w, they can be written as
v̂(s,w)≈ vπ(s) and q̂(s,a,w)≈ q∗(s,a).

Experience Replay

A popular practice in DRL is the method of experience replay. It has been initially
studied by Lin in 1992. However, its recent success is mainly related to its application
in the DQN algorithm proposed by Mnih et al. [71] (2013) to learn playing ATARI
games with DRL. The DQN algorithm will be described later, here we briefly focus
on experience replay. The method is based on saving in a memory buffer called
replay memory, at each time step, the tuple (st ,at ,rt+1,st+1). It contains all the
information about the transition of the agent from a state st to the next one, choosing
a certain action at and receiving a reward rt . Once the replay memory reaches a
sufficient number of stored transitions, mini-batches can be sampled uniformly at
random. Hence, experience is directly used to train the ANN controlling the agent.
Experience replay provides several advantages. First of all, it increases the data
efficiency of the algorithm, since an experienced event can be used to update the
agent’s weights multiple times. Another fundamental effect of experience replay
is to remove the instability in the learning process caused by temporally correlated
training samples. Consecutive samples should be always avoided in RL.
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Prioritized Experience Replay

In 2015 Schaul et al. [72] have introduced a new formulation of the experience
memory replay buffer which is called Prioritized Experience Replay buffer (PER). It
is based on the theory that some experiences are more instructive than others. For
example, situations in which the agent made a significant error or received a large
reward may be more instructive than other events. The agent can learn faster if
certain events receive priority in the learning process. PER can be put into practice
by giving each experience a priority value determined by an index of relevance. One
way to measure relevance is to look at the TD-error or the absolute error between the
target Q-value and the estimated Q-value. During the learning phase, experiences
with higher priority values are more likely to be sampled. PER has the potential to
significantly boost RL algorithms’ sample-efficiency. It has been demonstrated that
it can improve the agent’s overall performance and accelerate learning’s convergence
and stability, especially with sparse reward and dynamic environments.

2.3.1 Deep Q-Learning algorithm

Deep Q-Learning algorithm is an advanced version of Q-learning method. Similarly,
this method focuses on the approximation of the optimal action-value function
Q∗(s,a). The definition of optimal action-value function remains the same:

Q∗(s,a) = max
π

E[rt |st = s,at = a,π]

As explained in the previous sections, it can be exactly computed thanks to the
Bellman equation for action-value function:

Q∗(s,a) = E
[

rt+1 + γ max
a′

Q∗(s′,a′)|s,a
]

Practically, an ANN is used as non-linear function approximator to obtain Q(s,a;θ)≈
Q∗(s,a), where θ is used to indicate the weights of the network. In this particular
case, the neural network is often called Q-networks or Deep Q-network (DQN), due
to its purpose. The Q-network is usually trained with stochastic gradient descent over
a set of transitions (s,a,r,s′) collected in the replay buffer D. The training process
aims to minimize the loss function LQ(θ) at each time step:

LQ(θ) = Es,a∼ρ(·)
[
(yi−Q(s,a,θi))

2)],
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where yi is the target at step i

yi = Es′∼P

[
r+ γ max

a′
Q(s′,a′;θ)|s,a

]
(2.1)

and ρ(s,a) is the probability distribution over the action given the state, i.e. the
distribution of the behaviour policy used to sample the action, and P is the transition
probability of the environment. This loss is basically a mean-squared Bellman
error (MSBE) function, which indicates how close the predicted Q-value Q(s,a,θi)

satisfies the Bellman equation. The action is then obtained by the trained DQN
selecting the one that maximizes the estimated maximum Q-value:

a = argmax
a∈A

Q(s,a;θ) (2.2)

The pseudo-code of the algorithm is reported below in Algorithm 6. Deep Q-learning
is a model-free algorithm, since it does not need to know the probability distribution
of the environment dynamics. Moreover, it is an off-policy method, because it uses
a target greedy policy for the optimization of the action-value function, together
with an ε-greedy policy for the behaviour distribution ρ(s,a). It also exploits the
experience replay, training the networks with mini-batches sampled from the a total
of N transitions stored in the memory buffer D. The replay buffer should be defined
large enough to contain various previous experience and avoid overfitting on most
recent transitions, balancing the its size at the cost of learning speed.
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Algorithm 6 Deep Q-learning algorithm with experience replay
Input: a small ε > 0 for exploratory ε-greedy policy, replay memory D
Output: the function approximator of the action-value function Q

1: Initialize the replay memory D
2: Initialize the Q function approximator with random weights
3: for each episode do
4: Initialize s
5: for each time step t = 1,T do
6: Generate a random number 0≤ h≤ 1
7: if h≤ ε then
8: Pick a random action at
9: else

10: Select at = argmax
a

Q(st ,a;θ)

11: end if
12: Perform selected action in the environment and observe rt ,st+1
13: Set next state st+1 = st
14: Store experience transition (st ,at ,rt ,st+1) in replay memory D
15: Sample mini-batch of transitions (s,a,r,s′) from replay memory D

16: Set target: y =

{
r if final state
r+ γ maxa′Q(s′,a′;θ) otherwise

17: Perform a gradient descent step on loss (y−Q(s,a,θ))2

18: end for
19: end for

Target Network

A problematic source of instability is that the expression of the target yi depends
on the same network’s parameters θ we are trying to optimize. This makes the loss
minimization unstable. For this reason, Mnih et al. [71] suggested to use another
network called target network to break the dependence of the target expression on
the weights θ . The target network is updated with a certain delay with respect to the
original one. This improves convergence of the algorithm when using TD-error.

2.3.2 Actor-Critic architecture

A key concept for the algorithms used in this thesis is the actor-critic architecture.
Differently from the classic MDP agent, this DRL framework involves the usage
of two separate entities. The actor is responsible of selecting the action, hence it
represents the function approximator of the policy. The critic evaluates the goodness
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of what the actor has decided to do. For this reason, it usually approximates an
action-value function Q(s,a,θ) using the TD error. The critic loss is therefore
based on the TD error, while the actor network will be updated according to Policy
Gradient algorithm, i.e. exploiting a gradient computed from the critic’s prediction.
In practice, the critic tries to indicate to the actor which are good or bad choices.
A schematic is reported in Fig. 2.5 for a better visualization. During the training
process, both the actor and critic networks are updated. However, the actor will be
the only entity employed in the desired task, the presence of the critic is limited to
the training phase.

Fig. 2.5 Actor-Critic architecture scheme.

2.3.3 Deep Deterministic Policy Gradient

Deep Deterministic Policy Gradient (DDPG) is a model-free off-policy actor-critic
algorithm. The DDPG algorithm was originally proposed by Lillicrap et al. in 2015
[73], mixing the principle of Deterministic Policy Gradient (DPG) [74] methods with
Deep Q-learning. From a broader perspective, DDPG can be considered an extension
of DQN from discrete to continuous action space. This is not a trivial passage
considering how to compute the maximum Q-value over actions maxa Q∗(s,a). With
discrete action space, it is easy to compute the Q-value for each action in the set and
compare them directly. Instead, DDPG deals with the continuous space leveraging the
actor-critic architecture to directly approximate maxa Q∗(s,a)≈ Q(s,µ(s)), where
µ(s) is the deterministic policy to be learned. Hence, a gradient-based rule is
derived directly relating the function Q∗(s,a) to the action predicted. The actor-critic
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architecture enables this mechanism training two networks concurrently: the actor
network approximates the deterministic policy µθ with weights θ , and the critic one
the Q∗(s,a) with Qφ . Similarly to DQN, experience replay and target networks are
used also in DDPG, hence we will have target networks µθtarg and Qφtarg for both
actor and critic.

Critic update: training the critic represents the Deep Q-learning nature of DDPG.
The loss function is indeed defined with a mean-squared Bellman error (MSBE)
computed over a batch B of transitions sampled from the replay buffer D:

L(Qφ ) = E(s,a,r,s′)∼D
[
(Qφ (st ,at)− yt)

2] (2.3)

where yt is the target computed with actor’s prediction,

yt = r(st ,at)+ γQφtarg(st+1,µθtarg(st+1)) (2.4)

The critic Q-network is updated with a gradient descent step using the gradient
obtained differentiating the MSBE over the weights φ .

Actor update: the goal of the actor training is to maximize the Q-function esti-
mated by the critic. The gradient to update the deterministic policy network can be
obtained differentiating the Q-value with respect to the actor’s weights θ ,

∇θ

1
|B| ∑s∈B

Qφ (s,µθ (s)) (2.5)

The actor’s θ weights are then updated with a gradient ascent step. A soft update
is then performed as follows for the two target networks using τ as temperature
parameter:

φtarg← τφ +(1− τ)φtarg

θtarg← τθ +(1− τ)θtarg

Moreover, in the original implementation of the paper by Lillicrap et al., exploration
is carried out by adding to the actor policy a noise N , generated with a particular
process (Ornstein-Uhlenbeck). A detailed explanation is avoided here, the resulting
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expression of the policy is shown below.

µ(st) = µθ (st |θ)+N

The resulting action value is then clipped in the allowed ranges [amin,amax].

2.3.4 TD3

The Twin Delayed Deep Deterministic Policy Gradient (TD3) [75] is a more re-
cent extension of DDPG designed to improve the stability and performance of the
actor-critic algorithm. Indeed, DDPG results to be brittle with respect to hyperpa-
rameters and tuning process. A typical issue in the DDPG convergence is caused
by the overestimation of the Q-value. Similar to DDPG, TD3 trains an actor policy
network µθ (s) and its target copy. However, TD3 employs some tricks to boost the
convergence of the learning:

• Clipped Double-Q Learning: TD3 uses two "twins" critic networks Qφ1(s,a)
and Qφ2(s,a), and it picks up the minimum of the two estimated Q-values to
compute the targets in the Bellman error loss;

• Delayed Policy Updates: TD3 updates the policy and the target networks less
frequently than the Q-function;

• Target policy smoothing: TD3 adds noise to the target action used to compute
the Q-learning target, to regularize the learning of the algorithm.

Critic Update: The critic loss is the same MSBE computed for the two Q-functions
using a unique minimum target

yt = r(st ,at)+ γ min
i=1,2

Qφi,targ(st+1, µ̃θtarg(st+1)) (2.6)

L(Qφi) = E(s,a,r,s′)∼D
[
(Qφi(st ,at)− yt)

2] (2.7)

Notice that in the target computation TD3 adopts a noisy target policy

µ̃θtarg = µθtarg(st+1)+Nt (2.8)
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Nt is the clipped target policy smoothing noise. The resulting action is also clipped
in the allowed ranges [amin,amax]. The noise is applied to regularize the algorithm
preventing overestimation of the Q-function.

Actor Update: TD3 updates the actor in the same way of DDPG, computing a
gradient using the first critic Q-value Qφ1:

∇θ

1
|B| ∑s∈B

Qφ1(s,µθ (s)) (2.9)

The actor parameters θ are updated by performing gradient ascent on L(θ). However,
TD3 updates the actor policy and the target networks less frequently than the Q-
functions. This acts as a further regularization action preventing continuous sudden
changes of the target due to policy updates. The pseudo-code of TD3 is reported in
Algorithm 7.
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Algorithm 7 Twin Delayed Deep Deterministic Policy (TD3)
1: Initialize actor network µθ and two Q-networks Qφ1 , Qφ2

2: Initialize target networks Q1targ , Q2targ , and µtarg with the same weights
3: Initialize target policy smoothing noise ε ∼N (0,σ)

4: Initialize replay buffer D
5: for each episode do
6: Initialize state s
7: for each step in the episode do
8: Select action a from the current policy with noise: a = clip(µ(s) +

ε,amin,amax)

9: Execute action a, observe reward r and next state s′

10: Store (s,a,r,s′) in D
11: if update step then
12: for number of updates do
13: Sample a mini-batch of transitions (s,a,r,s′) from D
14: Compute target actions with policy smoothing noise:
15: ã = clip((µθtarg(s

′)+ clip(ε,−c,c),amin,amax))

16: Compute target Q-values:
17: y = r(s,a)+ γ min

i=1,2
Qφi,targ(s

′, ã)

18: Update Q-networks minimizing the loss:
19: L(Qφi) = E(s,a,r,s′)∼D

[
(Qφi(s,a)− y)2]

20: if policy update step then
21: Update the actor network with gradient ascent step:
22: ∇θ

1
|B| ∑

s∈B
Qφ1(s,µθ (s))

23: Update target networks with soft updates:
24: φQ1targ

= τφ1 +(1− τ)φQ1targ

25: φQ2targ
= τφ2 +(1− τ)φQ2targ

26: θtarg = τθ +(1− τ)θtarg

27: end if
28: end for
29: end if
30: end for
31: end for
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2.3.5 Soft Actor-Critic

Soft Actor-Critic (SAC) is a model-free off-policy DRL algorithm that optimizes
a stochastic policy. The core concept of SAC is entropy regularization, it finds an
optimal trade-off between entropy of the policy and expected cumulative return.
Entropy H(P) = Ex∼P[− logP(x)] is a way to measure the randomness of the policy.
In this case, we have a natural regulation of exploration and exploitation without
adding externally generated noise into actions. SAC was introduced by [76], here
the version for continuous action spaces is presented. SAC maintains a stochastic
policy πθ (a|s) and two value functions: Qφ1(s,a) and Qφ2(s,a). Hence, SAC adopts
the same clipped double Q-value of TD3, with some small differences in the target
computation and policy update. In an entropy-regularized RL setting, the optimal
policy π∗

θ
is obtained maximizing a discounted term which also includes the entropy

term H(π(·|st)):

π
∗
θ = argmax

π

E
∞

∑
t=0

γ
t [rt +αH(π(·|st))] (2.10)

Where α is the temperature parameter which regulates the trade-off between return
optimization and policy stochasticity. The stochastic policy is approximated in SAC
algorithm with a neural network regressor through a reparametrization trick. To
do so, the output of the network are the the mean µθ and standard deviation σθ

parameters of a Gaussian that we use to sample actions. Then, action are squashed
with a tanh function to bound it in a finite range.

ãθ (s,ξ ) = tanh(µθ (s)+σθ (s)⊙ξ ), ξ ∼N (0, I). (2.11)

Critic Update: The critic networks are updated to minimize the mean squared
Bellman error

L(Qφi) = E(s,a,r,s′)∼D
[
(Qφi(st ,at)− yt)

2] , (2.12)

with the entropy-regularized target Q-value given by

yt = r(st ,at)+γ

(
min
i=1,2

Qφi,targ(st+1, ãt+1)−α logπθ (ãt+1|st+1)

)
, ãt+1∼ πθ (·|st+1)

(2.13)
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Actor Update: The actor is trained to maximize both expected return and entropy,
encouraging exploration. The objective function for the actor is:

L(θ) = Est∼D

[
Eat∼π(·|st)

[
min
i=1,2

Qφi(st ,at)−α log(πθ (at |st))

]]
(2.14)

where the temperature parameter α can be a static value, or fine tuned with an update
rule along the course of the training. Differently from TD3, SAC uses the minimum
Q-value instead of the first one in the actor loss. Algorithm 8 report the pseudo-code
of SAC.

Algorithm 8 Soft Actor-Critic (SAC)
1: Initialize critic networks Qφ1 , Qφ2 , and actor network πθ with random weights
2: Initialize target networks Qφ1,targ , Qφ2,targ , and πθtarg with same weights
3: Initialize replay buffer D and temperature parameter α

4: for each episode do
5: Initialize state s
6: for each step in the episode do
7: Select action a from the current policy: a∼ πθ (·|s)
8: Execute action a, observe reward r and next state s′

9: Store (s,a,r,s′) in D
10: if update step then
11: for number of updates do
12: Sample a mini-batch B of transitions (s,a,r,s′) from D
13: Compute target Q-values:
14: y = r+γ min j=1,2 Qφi,targ(s

′, ã′)−α log(π(ã′|s′)), ã′ ∼ πθ (·|s′)
15: Update critic networks by minimizing the mean squared loss:
16: L(Qφi) = E(s,a,r,s′)∼D

[
(Qφi(s,a)− y)2]

17: Update the actor network:
18:

∇φ

1
|B| ∑s∈B

(
min
i=1,2

Qφi(s, ã)−α logπθ (ã|s)
)

19: Update target networks with soft updates:
20: φ1targ = τφ1 +(1− τ)φ1targ

21: φ2targ = τφ2 +(1− τ)φ2targ

22: end for
23: end if
24: end for
25: end for



Chapter 3

Autonomous Navigation of Mobile
Robots

3.1 Autonomous navigation: localization, planning
and control

In robotics, navigation describes the capability of mobile robots to move from the
starting point to a specified destination by choosing a viable path made up of a series
of configurations. Autonomous navigation in a given environment is a fundamental
and difficult robotics matter. Numerous methods have been created, which also
allows the systems that are now in place to be categorized based on their primary
characteristics. Generally, three primary components of a navigation system can be
identified:

1. a localization system to identify the robot position and orientation with respect
to a reference frame;

2. a path planner to compute a suitable sequence of configurations for the robot
to reach the goal in the map;

3. a motion controller to select the actions for the robot to make it follow the
desired computed trajectory. Commands are typically expressed as velocity
pairs, or throttle plus angle.
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Given the target position, the robot should be able to localize itself and plan a
suitable path in the environment. Then, the motion controller, or local planner,
will be responsible of moving the robot generating commands that fit the points
on the global trajectory, and, at the same time, handle obstacles not present in
the map. Fig. 3.1 shows a schematic flow diagram of a navigation system with
pre-built map. Regarding this last point, navigation tasks can be classified as map-
based or mapless. Before completing the localization and path planning tasks,
most conventional approaches require mapping the environment where the robot
moves. Simultaneous Localization and Mapping (SLAM) [77, 78] is a fundamental
technique for localization that enables the concurrent construction of the environment
map. However, creating an accurate map is frequently difficult in a variety of
real-world situations. In addition, intricate settings with dynamic obstacles, most
notably people, remain a barrier for conventional local controller techniques. Two
important characteristics of an autonomous navigation system are computational
costs and flexibility, i.e. the ability to generalize the performance regardless of the
commands designed by the programmers. To this extent, learning methods and

Localization
system Path Planner Local Planner 

/ Controller

Map
(pre-built)

Sensor data

Goal

Navigation system

Robot
pose

Global 
path

Commands

Fig. 3.1 Schematic diagram of a navigation system.

AI-driven navigation systems could be an interesting mapless solution to increase
both flexibility and autonomy. In the next sections of the chapter a selection of
classic localization and local planning approaches is briefly explained, choosing the
ones that are directly used or heavily cited in the following chapters of the thesis.
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3.2 Localization Approaches

Localization is the first necessary phase of autonomous navigation. In this step, the
robot needs to estimate its current position based on motion commands and sensor
data. The probabilistic estimate of the robot state in a time instant is usually indicated
as belief. Based on the initial conditions available for the robot, it is possible to
define the following taxonomy of the localization problem:

1. Local position tracking: the initial pose of the robot is known and the
robot has to track its position while moving in the map. The previous state,
commands and odometry data are usually enough to carry our position tracking.
However, uncertainty in the belief estimation may increase during time if other
sensor measurements are not used. The belief is modeled as a unimodal
Gaussian distribution in this case.

2. Global localization: the initial pose of the robot in the environment is not
known, hence a multimodal belief should be used since there exist multiple
possible poses of the robot. In this case, sensor data are necessary for solving
the state estimation problem.

3. Kidnapped robot: an extreme case of global localization in which the robot
may wrongly believe to be placed in a certain pose, this happen for example
when it is physically teleported to another position. Truly autonomous robots
should be able to recover from kidnap conditions using sensors for place
recognition in the map.

There exist many localization approaches in literature, ranging from probabilistic
algorithms to map-based and radio frequency identification (RFID) approaches [79].
In this dissertation we only make reference to position tracking problems, hence the
most common Extended Kalman Filter localization is briefly described.

3.2.1 Kalman Filter Localization

The Kalman Filter (KF) is one of the most popular mathematical tools for stochastic
estimation from noisy sensor measurements. The KF is essentially a set of mathe-
matical equations that implement a predictor-corrector type estimator. It is designed
to manage discrete-time controlled processes that are governed by linear stochastic
difference equations, with the further assumption of Gaussian belief distribution.
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The multivariate normal distribution for k-dimensional random variables x can be
expressed as:

p(x) =
1

k
√

2π|
√

Σ|
exp
(
−1

2
(x−µ)T

Σ
−1(x−µ)

)
(3.1)

where µ is the mean vector and Σ the covariance matrix of the Gaussian. However,
real-world and robotics processes are usually described by non-linear equations,
breaking the linearity assumption of the KF. To tackle this problem, linearization
about the current mean and covariance can be performed. The Extended Kalman
Filter (EKF) is the most common algorithm obtained with this principle, using the
Taylor expansion linearization.

Theoretical Overview

The general problem of robot localization consists in the estimation of the robot state
x ∈Rn. The standard process of robot’s position estimation and filtering is composed
of two main steps [80, 81]:

• prediction or action update: the belief of the robot’s position is estimated
based on the previous knowledge and the last action given;

• correction or measurement update: the predicted belief is corrected according
to the information extracted from perception data.

The belief prediction and correction steps can be described for discrete states by the
equations:

bel(xk) = ∑
xk−1

p(xk|uk,xk−1)bel(xk−1) (3.2)

bel(xk) = η p(zk|xk)bel(xk)

where bel(xk) is the predicted belief, uk the command signal and η a normalization
factor. The corrected belief bel(xk) is obtained applying the Bayes rule. The discrete-
time stochastic evolution of the state x ∈ Rn is described by a non-linear function
g(), also called transition model dependent on the previous state xk−1, the command
received uk and the process noise wk−1:

xk = g(xk−1,uk)+wk−1 (3.3)
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Differently, the non-linear function h() describes the measurement model according
to the specific set of sensor data used in the perception stage. The measurement
z ∈ Rm is therefore obtained knowing the actual state estimate by:

zk = h(xk)+ vk (3.4)

where the random variable vk represents the measurement noise. The process and
measurement noises are assumed to be independent of each other, white, and with
normal probability distribution.

p(w)∼N (0,R) (3.5)

p(v)∼N (0,Q)

R and Q represent the process noise covariance matrix and the measurement noise
covariance matrix.

In the EKF the transition and measurement model are approximated using the Taylor
linearization for multi-dimensional vectors. The resulting linearized models can be
expressed as follow:

g(xk−1,uk)≈ g(µk−1,uk)+Gk (xk−1−µk−1) (3.6)

h(xk)≈ h(µk)+Hk (xk−µk−1)

Where

• xk and zk are the actual state and measurement vectors,

• µk and µk are the predicted and corrected estimate of the state at time k

• G is the Jacobian matrix of g() with respect to the state vector x, whose (i,j)-th
entry is

Gi,j =
∂gi (µk−1, uk,)

∂x j
(3.7)

• V is the Jacobian matrix of g() with respect to the command input u, whose
(i,j)-th entry is

Vi,j =
∂gi (µk−1, uk,)

∂u j
(3.8)
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• H is the Jacobian matrix of h with respect to the state vector x, whose (i,j)th
entry is

Hi,j =
∂hi (µk,)

∂x j
(3.9)

Table 3.1 EKF equations for prediction and correction steps.

EKF Prediction

1) Predict the new mean vector of the state

µk = g (µk−1, uk,) (3.10)

2) Predict the new uncertainty covariance matrix

Pk = GkPk−1GT
k +WkRk−1WT

k (3.11)

EKF Correction

1) Compute Kalman Gain K

Zk = HkPkHT
k +Qk (3.12)

Kk = PkHT
k Z−1

k (3.13)

2) Correct estimate with measurement zk

µk = µk+ K(zk−h(µk)) (3.14)

3) Correct the uncertainty covariance with measurement innovation

Pk = (I−KkHk)Pk (3.15)
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Jacobians are necessary to map the covariance matrix P into the correct linearized
space. The same is done for the covariance matrix Z associated to the measurement’s
prediction. The equations of the EKF are reported in Table 3.1. Further details can
be found in the book [82].

3.2.2 Robot model

Fig. 3.2 Model of a differential drive robot. Image from [81].

The robot model proposed in this section is based on a differential drive robot.
Differential drive is one of the most popular kinematics architectures for mobile
robots, especially for indoor applications. Many experimental tests in this thesis
have been conducted using this kind of robots. Fig. 3.2 shows a model of differential
robot and its reference frames. The global inertial reference frame is defined by XI

and YI , while XR and YR defines the local mobile reference frame of the robot. The
states that describe the robot’s pose in 2D space in the global frame can be expressed
as [x,y,θ ], where, x and y are its cartesian coordinates on the ground plane, and θ its
rotation angle about the vertical axis.

Rk =

xk

yk

θk

 (3.16)
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A differential drive robot spin two wheels at a different rotational velocity. The robot
motion can be modeled as a unicycle with constant velocity inputs vk and ωk during
the sampling interval Ts = [tk, tk+1]. In this interval, the robot follows a circular
trajectory of radius vk

ωk
.

 ẋ
ẏ
θ̇

=

vcosθ

vsinθ

ω

=

cosθ 0
sinθ 0

0 1

[ v
ω

]
(3.17)

where (v,w) is the velocity control input. The unicycle model reported below is
equivalent to the differential drive as long as we are only interested in the position
of the platform given the overall control input (v,w) instead of the specific wheels
velocity (φ̇R, φ̇L):

φ̇R = ω(r+d/2) (3.18)

φ̇L = ω(r−d/2)

The platform displacement and rotation in the time interval Ts can be expressed as:

∆s =
r (∆φR +∆φL)

2
(3.19)

∆θ =
r (∆φR +∆φL)

d

where r is the radius of the wheel and d is the wheelbase, ∆φi is the angular rotation
of each wheel.

Given as known the previous state of the robot Rk and the velocities vk and ωk,
the next stateRk+1 can be computed by integration over the time interval [tk, tk+1].
Different techniques can be used for the discrete integration, considering that the
trade-off should be made between precision and computational complexity.

g(xk,uk) =


xk+1 = xk +

vk
ωk

(sinθk+1− sinθk)

yk+1 = yk +
vk
ωk

(cosθk+1− cosθk)

θk+1 = θk +ωkTs

(3.20)

A more precise model can be obtained using the Runge-Kutta integration method,
which consider the average value of the angle θ in the short time interval Ts.
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g(xk,uk) =


xk+1 = xk + vkTs cos

(
θk +

ωkTs
2

)
yk+1 = yk + vkTs sin

(
θk +

ωkTs
2

)
θk+1 = θk +ωkTs

(3.21)

3.3 Local Planning: Dynamic Window Approach

Dynamic Window Approach (DWA) is a local motion planning algorithm commonly
used in mobile robotics. The original paper was presented in 1997 [83] and, despite
some improvement in terms of additional cost function introduced by most recent
version (DWB)[84], it still holds as a milestone of local planning. DWA is based
on the concept of dynamic window, i.e. it selects velocity commands (v,w) for a
differential robot among the ones that can be reached in the next time step according
to the acceleration limits of the roobot. Overall, DWA optimizes a cost function
with the twofold objective of guaranteeing a collision-free and kinematically feasible
trajectory generation.

Fig. 3.3 The velocity search space in Dynamic Window Approach: it is limited to the
admissible (collision-free) and reachable velocities. [83]

3.3.1 Velocity search space

The velocity search space and the dynamic window are shown in Fig. 3.3, taken
directly from the paper. The dynamic window approach considers only circular
trajectories uniquely determined assuming the pair (v,ω) of translational and rota-
tional velocities constant for a small time step dt. This results in a two-dimensional
velocity search space.
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Goal

Fig. 3.4 The Dynamic Window Approach evaluates trajectories obtained by simulating
admissible velocities for a small time interval, using a cost function J(v,ω) composed of a
weighted sum of different costs.

The search space of the possible velocities is then reduced only considering:

1. Admissible velocities: only safe, collision-free trajectories are considered.
A pair (v,ω) is considered admissible, if the robot is able to stop before it
reaches the closest obstacle on the corresponding curvature.

2. Reachable Velocities (Dynamic window): the velocities that can be reached
within a short time interval dt given the limited accelerations of the robot,
respecting the kinematic limit of the platform.

3.3.2 Optimization

The candidate velocity pairs are then used to simulate the resulting trajectories for a
given simulation time interval, as depicted in Fig. 3.4. An objective function is then
used to score the obtained trajectories:

J(v,ω) = σ (α ·heading+β ·dist+ γ · vel) (3.22)

This function trades off the following aspects:

1. Target heading: heading is a metric to indicate that the robot is moving
towards the goal.
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2. Obstacles: dist is the distance to the closest obstacle on the trajectory. This
term should be maximized for a safe command selection.

3. Velocity: vel is the forward velocity of the robot, faster motion allows for
reduced traversal time to reach the goal.

The function σ smooths the weighted sum of the three components. More complex
cost function can be designed to describe advanced target behaviours. For example,
following an available global path while avoiding obstacles. The standard DWA
presented some critic aspect when dealing with velocity regulation in sharp angles
or narrow passages. Dynamic obstacles also require for a high reactivity and re-
planning capability. Despite that, still many recent local planners leverage the
principle of the DWA. For example, a new implementation called DWB present
in the open-source navigation framework of ROS 2 [84] improves the limitation
of the classic DWA by adopting a more detailed and rich cost function, together
with inserting some smoothing sub-policy to mitigate the overall navigation quality.
However, there is still space to improve the flexibility and reliability of autonomous
navigation algorithms for mobile robots. Exploring new solutions and approaches to
challenging application contexts is one of the core objectives of this thesis, relying
on novel Machine Learning methods.



Part II

Autonomous Robots for Indoor Social
Assistance





Chapter 4

Adaptive social navigation with Deep
Reinforcement Learning

In recent years, service robots have emerged as a promising automation solution
in various social contexts, ranging from domestic assistance [15, 14] to health-
care [10]. These advancements have opened up new avenues for robotics research,
particularly in human-aware navigation. The robotics community has proposed
different benchmarks to evaluate the existing social navigation algorithms [85, 86].
However, social navigation is a complex problem that poses contrasting objectives
and is often difficult to formulate with an analytical expression, as is usually done in
classic navigation cost functions. This complexity arises from the intricate dynamics
of human behavior and the multitude of social rules not considered in standard path
planning. Different social navigation scenarios have been partially categorized in
the literature to build consistent research and benchmarks [87, 88], highlighting
unique challenges in each situation. Standard social planners struggle to perform
properly in all of them, considering that environmental geometry and features are
crucial in constraining navigation in cluttered, narrow passages or wide open spaces.
Therefore, the diversity and unpredictability of social scenarios necessitate a more
flexible and adaptive approach.

In this context, Machine Learning (ML) techniques represent a potential solution to
this problem. ML models can leverage data to learn behaviors that enhance mobile
robots’ adaptability to new situations[89] without being explicitly programmed for a
specific task. Diverse end-to-end learning approaches [90, 91] have been directly
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applied to make navigation control adaptive. Deep Learning can also select the most
suitable social navigation strategy according to the context, as done in [92], which
provides the robot with adaptive behavior. Among existing ML paradigms, Deep
Reinforcement Learning (DRL) is particularly suited for learning behavioral policies
and, hence, for navigation [93]. On the other hand, end-to-end learning approaches
may often present weaker performance in unseen testing conditions. The authors in
[94] proposed a precious comparison between end-to-end and parameter-learning
approaches, highlighting the improved performance of hybrid solutions combining
standard controllers and learning. For example, a DRL approach is employed
in [95] to evaluate the projected trajectories of the classical Dynamic Windows
Approach local planner (DWA), learning a reward function for navigating in dynamic
environments. The parameter-learning presented in the family of APPL approaches
(Adaptive Planner Parameter Learning) [96] results in a promising direction to
convey robustness and versatility in a unique solution [94]. APPL aims to learn
a parameter management policy that can dynamically adjust the hyper-parameters
of classical navigation algorithms according to the environment geometry. The
authors proposed different ML techniques, including RL [97]. However, the adaptive
parameter approach is applied only in static environments. Finally, an adaptive DWA
implementation has been proposed in [98], dynamically changing the basic cost
terms of the algorithm with a Q-table approach.

In this chapter an adaptive parameter-learning approach for social navigation is
proposed. This study is an improvement and extension of the most promising
previous works: we frame the adaptive control method in a social navigation problem,
adopting a DRL agent working with continuous action space. A social controller
is designed by adding a social cost to the Dynamic Window Approach (DWA).
This cost is computed considering the robot-pedestrian interaction according to the
Social Force Model (SFM) [99, 100]. The proposed solution leverages the advantage
of a DRL agent to dynamically adapt the cost weights of the human-aware local
planner to different social scenarios. From a general perspective, this research aims
to enhance the performance and versatility of service mobile robots in general social
contexts. The contribution of this study can be summarized in (i) a social-aware
local planner based on SFM, used as a baseline solution, that we refer to as Social
Force Window (SFW) planner; (ii) an adaptive cost optimization of the SFW planner
with a DRL agent, managing the cost terms dynamically according to the context.
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4.1 Methodology

4.1.1 Social Force Window Planner

The Dynamic Window Approach (DWA) is an extremely popular local path planning
method in mobile robotics [83]. A brief overview of DWA has been provided
in Chapter 3. DWA generates velocity commands that comply with the robot’s
kinematics constraints. The search space is, therefore, restricted to velocities that
can be reached quickly and avoid collisions with obstacles. The classic objective
function used to evaluate the trajectories comprises three terms associated with the
goal, the velocity, and the obstacles.

Goal

Person

Adaptive Cost
SFW Planner 

DRL

Robot

Fig. 4.1 The Social Force Window (SFW) Planner combines standard Dynamic Window
Approach and Social Force Model. The trajectory scoring process is optimized by a DRL
agent that dynamically adjust the cost weights based on local environmental conditions.

A human-aware local planner has been proposed, adding a social cost to the classic
DWA trajectory scoring function. For the social cost, a "social work" quantity is
adopted by using the Social Force Model (SFM) of interaction between a crowd of
agents proposed by [99, 101, 100]. A social work Cs is computed at each time step
for the robot according to the following expression:

Cs =Wr +∑
i

Wp,i (4.1)

where Wr is the sum of the modulus of the robot social force (FP) and the robot
obstacle force (FO) along the trajectory according to the SFM, while Wp is the sum
of the modulus of the social forces generated by the robot for each pedestrian i along
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the trajectory. A schematic representation of forces acting on the robot is shown in
Fig. 4.1. The goal produces an attractive force while the obstacles and pedestrians
generate different repulsive forces.

The overall cost function for trajectory scoring can be formulated as:

J =Cs ·ws +Co ·wo +Cv ·wv +Cd ·wd +Ch ·wh (4.2)

where we have a single cost term for social navigation Cs, obstacles in the costmap
Co, robot velocity Cv, distance Cd and heading Ch from a local waypoint on a given
global path. The costs are combined using weights w that regulate the impact of each
term in the velocity command selection. We refer to this advanced social version
of the DWA as a Social Force Window (SFW) planner which is publicly available
in Github1. This local planner aims to generate safe, efficient, and human-aware
paths. However, finding an optimal trade-off between all those desired aspects in
every environmental context is not easy. Hence, we tackle the challenge by using a
Reinforcement Learning approach to dynamically handle the weights of the costs.

Agent Policy Network
State Composition Cost Weights Prediction Trajectory Scoring 

Robot Motion

Fig. 4.2 Workflow of the main step performed by the proposed adaptive Social Force Window
(SFW-SAC) Planner with DRL. The policy network learns to set the weights of the social
cost used by the DWA for each situation.

4.1.2 Deep Reinforcement Learning framework

As better explained in Chapter 2, a typical Reinforcement Learning (RL) framework
can be formulated as a Markov Decision Process (MDP) described by the tuple
(S,A,P,R,γ). An agent starts its interaction with the environment in an initial state
s0, drawn from a pre-fixed distribution p(s0) and then cyclically selects an action

1https://github.com/robotics-upo/social_force_window_planner

https://github.com/robotics-upo/social_force_window_planner


76 Adaptive social navigation with Deep Reinforcement Learning

at ∈ A from a generic state st ∈ S to move into a new state st+1 with the transition
probability P(st+1|st,at), receiving a reward rt = R(st,at).

In RL, a parametric policy πθ describes the agent behavior. In the context of
autonomous navigation, we usually model the MDP with an episodic structure
with maximum time steps T . Hence, the agent’s policy is trained to maximize the
cumulative expected reward Eτ∼π ∑

T
t=0 γ trt over each episode, where γ ∈ [0,1) is

the discount factor. More in detail, we aim at obtaining the optimal policy π∗
θ

with
parameters θ through the maximization of the discounted term:

π
∗
θ = argmax

π

Eτ∼π

T

∑
t=0

γ
t [rt +αH(π(·|st))] (4.3)

whereH(π(·|st)) is the entropy term, which increases robustness to noise through
exploration, and α is the temperature parameter which regulates the trade-off between
reward optimization and policy stochasticity. In this work, a parameter-learning
approach has been adopted to develop an adaptive social navigation system. The
DRL agent learns a policy to dynamically set the weights of the cost function that
governs the robot’s control algorithm. In particular, a Soft Actor-Critic (SAC)[76]
off-policy algorithm has been used to train the agent in simulation.

4.1.3 SFM Adaptive Cost Approach

The key idea of the proposed method lies in learning an optimal policy to dynamically
set the weights of each objective function term used by the SFM local planner to score
the simulated circular trajectories and select the next velocity command (v,w). A
DRL agent is trained to learn such policy given the local features of the surrounding
environment and induce the local planner to choose optimal velocity commands.
DRL is considered a competitive approach to tackle this complex task since it is not
straightforward for a human to find an optimal trade-off between all the cost terms
of a social controller in each situation. On the other hand, the overall methodology
represents a robust hybrid solution that efficiently integrates the flexibility of the
DRL agent policy with the reliability of a classical navigation algorithm. Moreover,
the agent allows the planner to extend its adaptability to different social scenarios by
learning the map between task-related and perception data to suitable cost weights.
Fig. 4.2 shows the main working steps of the proposed methodology.
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4.1.4 Reward function

Reward shaping is a fundamental and controversial practice in model-free RL. A
specific reward function, similar to the cost function of the SFW planner, has been
designed to let the agent learn an optimal cost weights regulation policy among all
the desired components of the overall navigation behavior.

Goal distance First, a distance advancement reward term is defined to encourage
the approach of the next local goal on the global path, always placed at 2m from the
robot’s actual pose:

rd = dt−1−dt (4.4)

where dt−1 and dt are Euclidean distances between the robot and the local goal.
Local goal and final goal coincide in the final section of the trajectory.

Path alignment Then, we define a reward contribution rh to keep the robot oriented
towards the next local goal:

rh =

(
1−2

√∣∣∣∣φπ
∣∣∣∣
)

(4.5)

where φ is the heading angle of the robot, namely the angle between its linear velocity
and local goal on the global path.

Robot velocity A velocity reward is defined to promote faster motion when allowed
by the environment:

rv =
v− vmax

vmax
(4.6)

Obstacle avoidance An obstacle reward is included to encourage safe trajectory
scoring and avoid collisions:

ro =
do,min− lidarmax

lidarmax
(4.7)

where do,min is the lowest distance measured by the LiDAR ranges at the current
time step and lidarmax is the saturation distance of LiDAR points, which is set to 3m
to perceive only local environmental features.
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Social penalty The main reward contribution has been assigned to provide the agent
with a socially compliant navigation policy. In particular, two different social terms
have been considered: proxemics-based reward and social work. The proxemics
term penalizes the robot when intruding into the personal space of a person:

rp =
1

dp,min
(4.8)

where dp,min is the minimum person distance from the robot. The social work
generated by robot and people interaction according to the Social Force Model has
been used as reward rs, as done in the cost of the SFW planner.

We also include a reward contribution for end-of-episode states, assigning rc =−400
if a collision occurs. The final reward signal is finally obtained linearly, combining the
described terms. More in detail, cd = 10.0, ch = 0.4, co = 2.0, cp = 2.0 and cs = 2.5
are the numerical coefficients chosen to balance the diverse reward contributions in
the final signal.

Cost
Weights 

Dense ReLU

Tanh

Goal Info 

LiDAR
Ranges

People Info

Input State

Fig. 4.3 Schematic of the policy network architecture. State composition is illustrated with
separate inputs: goal distance and angle, previous cost weights, people position and velocity,
and LiDAR ranges. The new cost weights are predicted as output action of the policy
network.
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4.1.5 Policy Neural Network and Training Design

We define the parametrized agent policy with a deep neural network. We train the
agent with the Soft Actor-Critic (SAC) algorithm presented in [76], which allows
for a continuous action space and a fast convergence. In particular, we instantiate
a stochastic Gaussian policy for the actor and two Q-networks for the critics. The
neural network architecture of the agent, represented in Fig. 4.3, is composed of
two dense layers of 256 neurons each. A random initial exploration phase has been
performed. Random actions are then sampled with a probability that is exponentially
reduced with the increase of episodes to maintain a proper rate of exploration during
the whole training. Moreover, SAC uses a stochastic Gaussian policy that outputs
the mean and the standard deviation of each action distribution, which are used to
sample the action value at the training phase. Differently, the mean value of actions’
distribution is directly used at test time. The critic networks’ structure presents no
differences, except they include the predicted action vector in the inputs and predict
the Q values.

State definition

The information included in the input state of the policy network has been selected to
be a synthetic but complete description of the main environmental and task-specific
aspects. The state st has been, therefore designed as the ensemble of:

• Goal information: [goalangle,goaldistance] with respect to the robot expressed
in polar coordinate.

• The set of cost weights predicted at the previous time step, [wd,wh,wv,wo,ws]t−1

to provide information about the actual state of the SFW costs used for trajec-
tory scoring.

• People position and velocity information is embedded in the state for the
closest K = 4 people to the robot. Position is computed in polar coordinates
[personangle, persondistance], while velocity with module and orientation, both
expressed in the robot frame. People are perceived at a maximum distance of
5m, and if people are detected to be less than K = 4, padding at the maximum
distance is used to fill the empty input features and guarantee a constant input
dimension.
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Fig. 4.4 Gazebo simulation environments where the agent has been trained (top) and tested
(top and bottom). People trajectories are indicated with dotted lines, robot starting poses
with a circle, goals with a cross and the associated episode’s number.

• A set of 36 LiDAR 2D points saturated at 3m to provide the agent with the
necessary awareness of local environmental geometry and spaces and the
presence of obstacles.

Output actions

The policy network predicts an action at = [wd,wh,wv,wo,ws] at each time step,
directly representing the new set of cost weights for the Social Force Window local
planner. The weights are chosen in the interval of values [0.1,5.0], and they are set
with a frequency of 2Hz, which has been considered a proper choice for a robot
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moving at a maximum translational velocity of vmax = 0.6[m/s] in dynamic social
scenarios.

4.2 Experiments and Results

4.2.1 Experimental settings

The adaptive social navigation system has been trained and tested in Gazebo simula-
tion in diverse scenarios. The HuNavSim plugin [86] has been adopted to instantiate
people moving according to the SFM with customized trajectories and behaviors;
HuNavSim has also been used to collect the metrics of interest for the evaluation of
the algorithms. Differently, the PIC4rl-gym [27] has been used as ROS 2 framework
for DRL agent training and testing. Fig. 4.4 shows the environments realized to
carry out challenging experiments categorized in different social challenges. The
first Gazebo world is used for both training and testing. A wide set of diverse
episodes is defined for training the agent in various conditions involving pedestrians
passing, overtaking, and crossing tasks in narrow and open spaces. The agent has
also been partially tested in the same world, changing the starting pose of the robot
and its goals, indicated in Fig. 4.4, scenarios [1− 6]. Diversely, testing episodes
[7−12] have been performed in a separate different world to evaluate the system
in diverse scenarios, always considering crossing, passing, overtaking, and mixed
miscellaneous tasks.

For general and reproducible experimentation, we set a basic pedestrian behavior
that considers the robot an obstacle. A global path is computed once at the beginning
of each episode with the standard grid-based search planner of the Nav2 framework.
The main controller parameters of the SFW algorithm are the ones of the classic
DWA. Besides the kinematics limits of the robots, the waypoint position and the
trajectory simulation time are important factors for a social controller, regulating the
alignment to the global path and the predicting horizon. Controller parameters and
cost weight values used for the experimentation are reported in Table 4.1. The static
cost weights used are the results of the fine-tuning process carried out by a human
expert. We use the same implementation of the SFW planner for the DWA baseline,
setting the social cost to zero value.
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Table 4.1 Controller parameters. On the left the kinematic and classic DWA parameters, on
the right the cost function weights used by the SFW controller and modified by the SFW-SAC
in the range reported. The DWA uses the same cost weights except for the social term.

DWA parameter Value Cost weight SFW SFW-SAC

max linear vel 0.6 [m/s] social weight 2.0 [0.5 - 3.0]
min linear vel 0.08 [m/s] costmap weight 2.0 [0.5 - 3.0]
max angular vel 1.5 [rad/s] velocity weight 0.8 [0.1 - 1.0]
waypoint tol 2.0 [m] angle weight 0.6 [0.1 - 1.0]
sim time 2.5 [s] distance weight 1.0 [0.1 - 1.5]

4.2.2 Results

In this section, we describe the metrics chosen to evaluate the proposed social
navigation system, and we discuss the obtained results. Considering the difficulty of
strictly judging the performance of a social navigation algorithm without adopting
human rating, the adaptive social planner SFW-SAC has been analyzed from different
perspectives. First, we compared it to the baselines DWA and Social Force Window
Planner (SFW) with static costs using relevant quantitative metrics.

Quantitative evaluation Standard navigation metrics such as clearance time [s],
path length (PL) [m] and average linear velocity vavg[m/s] are employed to evaluate
the effectiveness of the planner from a classic perspective. On the other hand, the
social work (SW) metric is included in the quantitative results to show the social
impact of the navigation, measuring the social forces generated by the robot and
on the robot by pedestrians during its motion. The social work has been taken into
account as the average value SWstep over the number of trajectory steps to consider
the duration of the episode, and avoiding metrics biases caused by a fast execution
of the navigation task.

A thorough inspection of the performance is presented, reporting both resulting
metrics in Table 4.2. Results show that the DRL method enables the planner to
overcome the baseline performance in multiple environments. The basic DWA fails
to complete the navigation task in a high percentage of scenarios, colliding with
obstacles or pedestrians. On the other hand, the SFW baseline demonstrates an
improved ability to handle social navigation tasks. Even though the cost weights
combination found by a human offers safe behavior in most situations, it still presents
some limitations. For example, in cluttered scenarios, SFW can be hindered by high
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(a) DWA Env.2 (b) DWA Env.3 (c) DWA Env.10

(d) SFW Env.2 (e) SFW Env.3 (f) SFW Env.10

(g) SFW-SAC Env.2 (h) SFW-SAC Env.3 (i) SFW-SAC Env.10

Fig. 4.5 Trajectory plots of Env 2, 3, 10 comparing DWA, SFW and the proposed SFW-SAC
adaptive planner with DRL. Goals are represented with green circles, the robot with a red
rectangle and people with blue ellipses. Transparency and indexes 1,2,3 represent temporal
evolution of the motion of both robot and people.
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social costs, which can cause the algorithm to get stuck. Diversely, the SFW-SAC
proposes a more general performance, finding a better trade-off of costs in different
situations. This advantage is proved by the higher success rate obtained in almost all
the environments, sometimes being the unique solution able to complete it (Env 3).
A more detailed analysis of results tells us that SFW-SAC often finds a compromise
performance between the more aggressive DWA and the SFW with high static social
cost values. This trend can be noticed by looking at the time, path length, and average
velocity results. On average, the adaptive planner generally chooses higher velocities
than the SFW but lower than the DWA. Social work embeds all the navigation effects
on humans, considering distances, approaching velocities, and time spent close to
people. Thus, it often presents alternating results that are difficult to interpret without
a visual inspection of the navigation. Indeed, DWA often reduces the duration of the
episode thanks to abrupt motion and brief transitions close to people that can lead
to a collision with a high risk. The SWstep, relating the social impact to the duration
of the task, shows more clearly the socially compliance of SFW and SFW-SAC
compared to DWA. The agent-based solution is often able to mitigate the social
work improving or remaining comparable with the SFW, without compromising the
success rate or strongly violating social rules.

Proxemics According to this, the human awareness of navigation is also measured
through the level of intrusion of proxemics spaces of people. Fig. 4.6 illustrates the
percentage of time spent by the robot in the intimate, personal, social, and public
space of people in each testing episode. It can be noticed that even though the
SFW-SAC planner develops a more risky navigation policy, it can keep people’s
distances respected and comparable with the SFW baseline. It should be noted
that the proxemics results reported should be paired with the success rate of the
algorithms on each episode for a clear perspective. DWA often computes aggressive
trajectories that do not take humans into account, although the temporal intrusion of
social spaces is sometimes limited to short time intervals.

Trajectory visual comparison Resulting trajectories of some relevant scenarios
where the proposed adaptive SFW-SAC show significant improvements and inter-
esting differences, i.e., Environments [2,3,10], are plotted in Fig. 4.5 for a better
understanding of the performance of the algorithms. In Env. 2, only the SFW-SAC
can properly perform the overtaking, passing to the left of the person, while the
other algorithms cross the person’s path. In Env. 3, DWA and SFW are not able to
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handle the presence of a static person on the path and collide; the agent learns how to
deviate the motion from the path and avoid the person. In Env. 10, a narrow curved
passage with people passing is successfully handled by the SFW and the SFW-SAC,
with a smoother trajectory.

Fig. 4.6 Average temporal percentage of pedestrians space intrusion according to the prox-
emics standard in 10 different scenarios. Proxemics data must be coupled with success rate
reported in Table 4.2 for a clear performance frame.
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Table 4.2 Results obtained testing the proposed adaptive controller SFW-SAC on different
environments. For each environment we report average metric results over 10 runs, comparing
the agent with DWA and SFW baselines.

Env Method Success% Time [s] PL [m] vavg [m/s] SWstep

1
DWA 100.00 11.65 5.68 0.49 0.03
SFW 100.00 12.48 6.04 0.49 0.04
SFW-SAC 100.00 12.21 5.91 0.48 0.05

2
DWA 20.00 12.32 6.21 0.50 0.17
SFW 70.00 20.43 6.42 0.31 0.11
SFW-SAC 100.00 13.08 6.36 0.49 0.22

3
DWA 0.0 - - - -
SFW 0.0 - - - -
SFW-SAC 70.00 23.26 11.29 0.48 0.12

4
DWA 20.00 21.71 12.21 0.56 0.25
SFW 60.00 37.91 12.65 0.38 0.16
SFW-SAC 70.00 26.20 12.60 0.48 0.20

5
DWA 50.00 19.53 9.47 0.49 0.28
SFW 60.00 29.34 9.54 0.34 0.34
SFW-SAC 70.00 33.28 9.47 0.30 0.24

6
DWA 50.00 19.57 8.87 0.46 0.26
SFW 40.00 44.24 10.75 0.25 0.16
SFW-SAC 90.00 23.60 8.75 0.37 0.18

7
DWA 0.0 - - - -
SFW 90.00 19.83 6.38 0.32 0.08
SFW-SAC 100.00 16.59 6.25 0.39 0.11

8
DWA 90.00 10.35 5.21 0.50 0.10
SFW 100.00 15.64 5.95 0.35 0.13
SFW-SAC 100.00 12.32 5.42 0.44 0.16

9
DWA 80.00 15.75 8.32 0.53 0.14
SFW 100.00 19.77 8.84 0.45 0.12
SFW-SAC 100.00 18.62 8.98 0.48 0.12

10
DWA 0.0 - - - -
SFW 70.00 31.96 8.91 0.29 0.13
SFW-SAC 90.00 32.84 9.99 0.29 0.14

11
DWA 50.00 15.45 6.98 0.45 0.29
SFW 80.00 48.58 8.37 0.19 0.16
SFW-SAC 80.00 30.60 7.72 0.27 0.17

12
DWA 90.00 13.98 6.09 0.43 0.21
SFW 40.00 53.04 6.48 0.14 0.16
SFW-SAC 90.00 32.01 6.29 0.24 0.20

Avg
DWA 58.57 15.84 8.00 0.50 0.17
SFW 76.67 25.73 8.39 0.35 0.14
SFW-SAC 89.00 21.20 8.50 0.42 0.15



Chapter 5

Online Learning of Wheel Odometry
Correction for Mobile Robots with
Attention-based Neural Network

Wheel odometry (WO) and inertial odometry (IO) are the simplest forms of self-
localization for wheeled mobile robots [102]. However, extended trajectories without
re-localization, together with abrupt kinematic and ground changes, drastically
reduce the reliability of wheel encoders as the unique odometric source. For this
reason, visual odometry (VO) has recently emerged as a more general solution
for robot localization [103], relying only on the visual features extracted from
images. Nonetheless, service and assistive robotics platforms may often encounter
working conditions that forbid the usage of visual data. Concrete scenarios are often
related to the lack of light in indoor environments where GPS signals are denied, as
occurs in tunnels exploration [104, 105] or in assistive nightly routines [14, 15, 106].
Repetitive feature patterns in the scene can also hinder the precision of VO algorithms,
a condition that always exists while navigating through empty corridors [107] or
row-based crops [19]. Therefore, an alternative or secondary localization system
besides VO can provide a substantial advantage for the robustness of mobile robot
navigation. Wheel-inertial odometry is still widely considered a simple but effective
option for localization in naive indoor scenarios. However, improving its precision
in time would extend its usage to more complex scenarios. Previous works tackle the
problem with filters or simple neural networks. Learning-based solutions demonstrate
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Fig. 5.1 Diagram of the proposed approach. Red blocks and arrows refer to the online
training phase, blue ones to the model inference stage, and yellow ones to the odometric
input data.

to mitigate the odometric error at the cost of a time-consuming data collection and
labeling process. Recently, online learning has emerged as a competitive paradigm
to efficiently train neural networks on-the-fly avoiding dataset collection [108].
In this context, this work aims at paving the way for a learning-based system
directly integrated into the robot and enabling a seamless transition between multiple
odometry sources to increase the reliability of mobile robot localization in disparate
conditions. Fig. 5.1 summarizes the proposed methodology schematically.

Several studies have explored using machine learning techniques to estimate wheel
odometry (WO) in mobile robotics applications. Approaches include different
feed-forward neural networks (FFNN) [109], of which, in some cases, the output
has been fused with other sensor data [110], and long short-memory (LSTM) NN,
which have been applied to car datasets [111]. These approaches show a promising
improvement in WO accuracy, which is crucial for mobile robotics applications.
Many works have focused on using Inertial Measurement Unit (IMU) data in mobile
robots or other applications, such as person tracking using IMU data from cell
phones [112]. One system was improved by implementing a zero-velocity detection
with Gate Recurrent Units (GRU) neural network [113]. Another study used an
Extended Kalman Filter (EKF) to estimate positions and velocities in real-time in a
computationally lightweight manner [114]. Additionally, a custom deep Recurrent
Neural Network (RNN) model, IONet, was used to estimate changes in position
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and orientation in independent time windows [115]. Some studies used a Kalman
Filter (KF) to eliminate noise from the accelerometer, gyroscope, and magnetometer
sensor signals and integrate the filtered signal to reconstruct the trajectory [116].
Another KF approach has been combined with a Neural Network to estimate the
noise parameters of the filter [117]. Several neural network architectures have
been proposed to predict or correct IO odometry over time. For example, a three-
channel LSTM was fed with IMU measurements to output variations in position and
orientation and tested on a vehicle dataset [118]. Another LSTM-based architecture
mimics a kinematic model, predicting orientation and velocity given IMU input data.
Studies have investigated the role of hyper-parameters in IO estimation [119].

Sensor fusion of wheel encoder and IMU data is a common method for obtaining a
robust solution. One approach involves fusing the data with a Kalman Filter, which
can assign a weight to each input based on its accuracy [120]. A Fully Connected
Layer with a convolutional layer has been employed for estimating changes in
position and orientation in a 2D space over time in an Ackermann vehicle, along with
a data enhancement technique to improve learning efficiency [121]. Additionally, a
GRU RNN-based method has been proposed to compensate for drift in mechanum
wheel mobile robots, with an in-depth fine-tuning of hyper-parameters to improve
performance [122].

In this chapter, we tackle the problem of improving wheel-inertial odometry by
learning how to correct it online with an efficient artificial neural network [13]. At
this first stage, the study has been conceived to provide the robot with a more reliable,
secondary odometric source in standard indoor environments where the working
conditions for VO can temporarily vanish, as in the case of robots for domestic night
surveillance or assistance.

5.1 Methodology

5.1.1 Problem Formulation

A theoretical introduction to the problem of mobile robot localization is provided in
Chapter3. Here, some pills are reported to frame the main concepts and the notation
used in this chapter. The position of a robot at time t referred to the starting reference
frame R0 can be calculated by accumulating its increments during time segments δ t.
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The time stamp n refers to the generic time instant t = nδ t. The state of the robot xn

is defined by the position and orientation of the robot, such as:

xn = (xn,yn,θn)
T , (5.1)

where (xn,yn) is the robot’s position in the 2D space and θn is its heading angle.
Given the state, it is possible to parametrize the transformationTm

0 matrix from the
robot’s frame Rm to the global frame R0. Its first two columns represent the axes
of the robot frame, and the last one is its position with respect to the origin. The

Residual Reduction Module

Reduction Block

Sigmoid FlattenInput Conv2D ReLU Global Average
Pooling

Dense Dropout

Squeeze and Excite Block

Fig. 5.2 Architecture of the proposed model. The batch dimension is omitted for better
clarity.

robot employed to develop this work is equipped with an IMU, which includes a
gyroscope and an accelerometer, and two wheel encoders. Therefore, un is defined
as the measurement array referred to instant n, i.e.:

un =
(

vl,vr, ẍ, ÿ, z̈, θ̇x, θ̇y, θ̇z

)T
, (5.2)

where (vl,vr) are the wheels’ velocities, (ẍ, ÿ, z̈) are the linear accelerations and
(θ̇x, θ̇y, θ̇z) are the angular velocities. The input Un to the proposed model consists in
the concatenation of the last N samples of the measurements Un =(u(n),u(n−1), . . . ,u(n−N))

T .
At each time sample, the state is updated as a function of the measurements f (Un):
first, the change of the pose δ x̂ = f (Un) of the robot is estimated, relative to the
previous pose x̂n−1. Then, the updated state is calculated, given the transformation
matrix obtained before, as:

x̂n = x̂n−1 ⊞ f (Un) = Tm
0(n−1)δ x̂n, (5.3)
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where the operator ⊞ symbolizes the state update.

5.1.2 Neural Network Architecture

As formalized in the previous section, the prediction of x̂n ∈ R3 from Un ∈ RT×C

is framed as a regression problem. The architecture we propose to solve this task
is inspired to REMNet [123, 124], though it uses 2D convolutions instead of the
original 1D convolutional blocks (Fig. 5.2). This modification aims at exploiting
temporal correlations without compressing the channel dimension throughout the
backbone. In particular, we keep the channel dimension C separated from the filter
dimension F . In this way, the first convolutional step with kernel (K,1) and F
filters outputs a low-level feature map f1 ∈ RT×C×F . Then, a stack of N Residual
Reduction Modules (RRM) extracts high-level features while reducing the temporal
dimension T . Each RRM consists of a residual (Res) block followed by a reduction
(Red) module:

RRM(x) = Red(Res(x)) (5.4)

The Res block comprises a 2D convolution with kernel K×1 followed by a Squeeze-
and-Excitation (SE) block [62] on the residual branch. The SE block applies attention
to the channel dimension of the features with a scaling factor learned from the
features themselves. This operation improves the representational power of the
network by enabling it to perform dynamic channel-wise feature recalibration. First,
the block applies average pooling to dimensions T and C. Then, it reduces the
channel dimensionality with a bottleneck dense layer of F/R units. Finally, another
dense layer restores the original dimension and outputs the attention weights. After
multiplying the attention mask for the features, the result is used as a residual
and added to the input of the residual block. The Red block halves the temporal
dimension by summing two parallel convolutional branches with a stride of 2. The
layers have kernels K× 1 and 1× 1, respectively, to extract features at different
scales. After N RRM blocks, we obtain the feature tensor f ∈ RT×C×F/2N

, which is
flattened to predict the output through the last dense layer. We also include a dropout
layer to discourage overfitting.

5.1.3 Training Procedure

The goal of this work consists of learning the positioning error of the robot using
wheel odometry. Nonetheless, it is important to remark that, nowadays, visual-inertial
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Fig. 5.3 Infinite-shaped trajectories estimated by different methods. The data are collected
during a total navigation time of about 60s.

odometry (VIO) is a standard approach on robotic platforms. This work does not aim
to propose a more precise localization system but to learn wheel-inertial odometry
as a second reliable localization algorithm available whenever visual approaches
fail. We exploit a basic VIO system on the robot for the only training process since
it enables a competitive online learning paradigm to train the model directly on
the robot. Batch learning, the most used training paradigm, requires all the data to
be available in advance. As long as the data are collected over time, the proposed
method consists in training the network in a continuous way when a batch of N data
is available. This approach has been tested extensively in [125], demonstrating a
negligible loss in accuracy compared to the batch-learning paradigm.

The proposed model’s training consists of two main steps, which are repeated as long
as new data are available. First, a batch of N elements is collected, respectively, the
input of the network Un and the expected output δx. Then, an update step is carried
out using an SGD-based optimizer algorithm adopting a Mean Absolute Error loss
function, which does not emphasize the outliers or the excessive noise in the training
data.

5.2 Experiments and Results

In this section, the proposed approach is tested through extensive experimental eval-
uations. The model presented in Section 5.1.2 has been trained with an incremental
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Fig. 5.4 Absolute error of position and orientation of different methods during the test
performed on a subset of infinite-shaped trajectories. The considered subset is the same as
figure 5.3.

learning method and a classical batch training approach. Results obtained with
a simple FFNN model and a standard localization solution based on an EKF are
also discussed in the comparison. For this sake, both training processes have been
accomplished on the same dataset, and all the tests have been executed on the same
test set.

5.2.1 Experimental Setting

The dataset used for the experiments was collected in a generic indoor environment.
The employed robotic platform was a Clearpath Jackal1, a skid-steer driving four-
wheeled robot designed for indoor and outdoor applications. All the code was
developed in a ROS 2 framework and is tested on Ubuntu 20.04 LTS using the ROS

1https://clearpathrobotics.com/jackal-small-unmanned-ground-vehicle/

https://clearpathrobotics.com/jackal-small-unmanned-ground-vehicle/
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2 Foxy distro. Since an indoor environment was considered, the linear velocity of
the robot was limited to 0.4m/s and its angular velocity to 1rad/s. The data from
the embedded IMU and wheel encoders were used as inputs to the model. According
to these assumptions, we used the robot pose provided by an Intel Realsense T265
tracking camera as ground truth. As the testing environment is a single room, the
precision of the tracking camera is guaranteed to provide a drift of less than 1%
in a closed loop path2. All the data have been sampled at 1/δ t = 25Hz. The data
were collected by teleoperating the robot around the room and recording the sensor
measurements. For the training dataset, the robot has been moved along random
trajectories. For the test dataset, critical situations when the skid-steer drive robot’s
odometry is known to lose the most accuracy were reproduced, such as tight curves,
hard brakings, strong accelerations, and turns around itself. The obtained training
dataset consists of 156579 samples; 80% have been used for training and 20% for
validation and hyperparameter tuning. The test dataset consists of 61456 samples.
The model hyperparameters have been tuned by performing a grid search using a
batch learning process, considering a trade-off between accuracy and efficiency. In
the identified model, we adopted F = 64 filters, N = 2 reduction modules, and a ratio
factor R = 4. Kernel size K = 3 is used for all the convolutional layers, including
the backbone. The input dimensions were fixed to T = 10 and C = 8. The former
corresponds to the number of temporal steps, and it has been observed how a higher
value appears to be superfluous. In contrast, a lower value leads to performance
degradation. The latter value, C, corresponds to the number of input features, i.e.,
sensor measurements as described in 5.1. We adopted Adam [50] as the optimizer
for the training. The exponential decay rate for the first-moment estimates is fixed to
β1 = 0.9, and the decay rate for the second-moment estimates is fixed to β2 = 0.999.
The epsilon factor for numerical stability is fixed to ε = 10−8. The optimal learning
rate η was experimentally determined as 1×10−4 for batch learning. Conversely,
the incremental learning process showed how a value of η = 7× 10−5 avoided
overfitting since the data were not shuffled. In both learning processes, a batch size
of B = 32 was used.

2https://www.intelrealsense.com/tracking-camera-t265/

https://www.intelrealsense.com/tracking-camera-t265/
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Fig. 5.5 Histograms of the SE error in position and orientation in section B of the test set.

5.2.2 Evaluation Metrics

To evaluate the performance of the proposed model, two different metrics were used
[126]:

• Mean Absolute Trajectory Error (m-ATE), which averages the magnitude of the
error evaluated between the estimated position and orientation of the robot and
its ground truth pose in the same frame. Sometimes, it can lack generalization
due to possible error compensations along the trajectory.

• Segment Error (SE), which averages the errors along all the possible segments
of a given length s, considering multiple starting points. It is strongly less
sensitive to local degradation or compensations than the previous metrics.
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Table 5.1 Performance comparison on the different test scenarios and the overall test set with
the respective standard deviation. When trained with batch learning, the proposed architecture
performs better than the FFNN proposed in [121]. If trained online, it outperforms the
common EKF-based localization method and achieves the results of the model trained
offline.

Test T[s] Method m−AT E(x,y)[m] m−AT Eθ [rad] SE(x,y)[m] SEθ [rad]

A 998

EKF 0.692±0.213 0.821±0.334 0.099±0.043 0.069±0.032
Online Learning 0.292±0.098 0.118±0.079 0.071±0.038 0.020±0.013

Batch Learning 0.208±0.061 0.084±0.072 0.062±0.039 0.013±0.010
FFNN [121] 0.354±0.124 0.326±0.125 0.063±0.036 0.027±0.012

B 668

EKF 1.118±0.586 0.380±0.126 0.096±0.041 0.052±0.030
Online Learning 0.330±0.081 0.117±0.097 0.079±0.042 0.017±0.015

Batch Learning 0.197±0.059 0.067±0.030 0.051±0.034 0.011±0.009
FFNN [121] 0.513±0.223 0.38±0.181 0.057±0.034 0.022±0.011

C 802

EKF 0.572±0.207 0.343±0.174 0.088±0.045 0.049±0.034
Online Learning 0.270±0.104 0.112±0.053 0.081±0.043 0.033±0.030

Batch Learning 0.178±0.095 0.086±0.062 0.047±0.031 0.019±0.016
FFNN [121] 0.326±0.102 0.183±0.058 0.050±0.031 0.019±0.013

All 2458

EKF 0.738±0.385 0.553±0.338 0.094±0.043 0.058±0.033
Online Learning 0.292±0.100 0.115±0.075 0.076±0.041 0.023±0.021

Batch Learning 0.195±0.076 0.081±0.062 0.054±0.036 0.014±0.012
FFNN [121] 0.377±0.160 0.285±0.145 0.057±0.034 0.023±0.012

5.2.3 Quantitative Results

The proposed method was tested by training the neural network from scratch using
the stream of sensor data in real-time, brought by the ROS 2 topics. The data were
first collected in mini-batches of 32 elements. After completion, backpropagation is
performed on the model to update all the weights. The data stream is recorded to
provide the aforementioned 5.2.1 training dataset, which was later used to evaluate
other methods. The results of the methods are compared to different state-of-the-art
solutions, which are i) the same network trained with a traditional batch learning,
ii) a Feed-Forward neural network, as in [121], and iii) an Extended Kalman Filter
based method, which can be considered one of the most common wheel-inertial
odometry estimators. All the models were evaluated offline using a test set composed
of 19 sequences of various lengths, comprised between 60s and 280s, which aim to
recreate different critical situations for wheel inertial odometry. In particular, the
sequences can be separated into three main trajectory types:
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• Type A, comprises round trajectories which do not allow fortunate error com-
pensation during the time. Therefore, they may lead to fast degradation of the
estimated pose, and especially of the orientation.

• Type B comprises an infinite-shaped trajectory. This test allows partial error
compensations, but possible unbalanced orientation prediction may lead to fast
degradation of the position accuracy. A partial sequence of type B trajectories
are shown in Fig. 5.3.

• Type C comprises irregular trajectories, including hard brakings and accelera-
tions, and aims to test the different methods’ overall performance.

Table 5.1 presents the numeric results of the different tests, considering the proposed
model (Online Learning) and the selected benchmarks. All the leaning-based ap-
proaches show a significant error reduction compared to the EKF results, which can
be considered a baseline for improvement. Considering both the neural network
architectures trained offline, the proposed convolutional one achieves an average
improvement of 73.5% on the position m−AT E(x,y) and 85.3% on the orientation
m−AT Eθ . In comparison, the FFNN model achieves 49.0% and 48.4%, respectively.
The Segment Error improves in both cases: the proposed model improves by 42.6%
on the position SE(x,y) and 75.8% on the orientation SEθ . The FFNN architecture
improves by 39.3% and 60.3%, respectively. Compared with the EKF baseline,
the online learning model shows almost the same improvement as batch learning.
The improvement on the m-ATE equals 60.4% on the position and 79.2% on the
orientation. The Segment Error also appears to be lower, showing an improvement
of 19.1% on position and 60.3% on orientation. The observed difference between the
two training paradigms is an acceptable trade-off between the slight loss of accuracy
of the online training compared to the batch training and the possibility of training
the model without a pre-collected dataset. Fig. 5.5 reports the histograms of the
distribution of the Segment Errors, in position and orientation, respectively, for test
scenario B. It emerges how learning-based methods achieve, on average, a smaller
error than the EKF method. Fig. 5.4 shows the error trend during time related to the
trajectory of figure 5.3. It is evident how the batch-trained and online-trained models
perform similarly to the other methods.
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5.2.4 Latency Evaluation

Since all the training and inference processes are tested online, firm real-time perfor-
mance is needed to avoid missing data for training or producing late odometry data.
The trained neural network has been converted into a TensorFlow Lite float32 model,
which allows the development of models on edge devices and performs inference
on CPU devices. Using the Jackal’s Board computer, based on an i3-4330TE @ 2.4
GHz chip, a mean odometry estimation time of 4 ms was achieved on 100 measure-
ments, which is 10% of the sampling frequency of 25 Hz. The training process on an
external PC with 32-GB RAM on a 12th-generation Intel Core i7 @ 4.7 GHz took
an average time of 25 ms per batch, considering 100 measurements.



Chapter 6

Domestic assistance with an
omidirectional service robot

Robot assistants have recently emerged as a promising solution for elderly care and
monitoring in the indoor domestic environment. The increasing demand for service
robotic platforms for indoor assistance has paved the way for the development of
diverse robotic solutions, especially devoted to elderly care [127, 128]. According
to the World Population Prospects (2019) provided by the United Nations [129],
life expectancy reached 72.6 years, with a future expectation of 77.1 in 2050. Fur-
thermore, projections reveal that there will be more people aged 65 years or over
than young aged 15 to 24 years by 2050 [129]. Population ageing dramatically
impacts our society’s organization, exacerbating delicate issues such as the isolation
of numerous vulnerable subjects and elderly people in their homes for most of the
day. Moreover, the recent emergency related to the COVID-19 outbreak has further
increased the need for a reliable and automatic assistance tool in both hospitals and
patients’ residential environments. In this scenario, robots demonstrated to be a key
technological ally in fighting the pandemic and its dramatic social effects, such as
people isolation [130, 131]. Indeed, they can offer support to both medical staff
and families whenever the services of dedicated assistive operators or volunteers
are not available due to the intensive demand generated by the pandemic. Although
the specific role and objectives of a robotic assistant for elderly care need to be
concurrently discussed from an ethical perspective according to Abdi et al. [132]
diverse robotic platforms for social assistance already exist. However, these studies
have been limited to the scope of human-machine interaction, realizing companion
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robots with humanoid [133] or pets-like architectures [134, 135]. These robots have
been particularly studied for what concerns dementia, aging, and loneliness problems
[136, 137]. Different studies specifically focus on detailed monitoring tasks, for
example, heat strokes [138] and fall detection [139]. Besides the healthcare and
elderly monitoring purposes, the potential scope of application of an indoor robot
assistant is wide: house and air quality management [140, 141] according to the
Internet of Things (IoT) paradigm [142], surveillance and security and many other
service tasks [143].

In this chapter, a novel robotic assistive platform is presented: Marvin [14]. The goal
of this mobile robot is to provide basic domestic assistance to the user. More in detail,
we identify a set of service functions for Marvin within the overall research scope of
socially assistive robots: user monitoring, night assistance, remote presence, and
connectivity. A layered modular design is adopted to conceive Marvin, resulting in a
system indifferent to small modifications of the domestic environment and features
required by the specific application. Differently from previously presented robots
for home assistance, discussed in Section 6.1, we chose a tiny omnidirectional base
platform [144]. In particular, omnidirectional mobility can be exploited to monitor
the user while navigating and avoiding obstacles efficiently. Thus, a great focus is
devoted to development of a human-centered autonomous navigation system for a
robotic assistant, which aims at fulfilling the user assistance requirement in two key
scenarios: goal-based navigation and person following (Fig. 6.1). Indeed, person
following [145, 146] is the primary challenging task to enable any visual or vocal
interaction with the robot while the user is moving around. On the other hand, the
robot should be also capable to accomplish desired services in the room, moving
around towards different destinations while keep monitoring the person.

Overall, Marvin is a novel robotic solution for domestic and, more generally, indoor
user assistance. The contributions of this work can be summarized as follows:

• an agile tiny platform for user monitoring, night assistance, and remote pres-
ence, by adopting an omnidirectional wheeled base and a controllable tele-
scopic positioning device (Section 6.2);

• a real-time AI-based vision system (Section 6.3) to constantly detect and track
the users and check potential critical conditions based on their pose, triggering
an emergency call;
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(a) The rover has to reach different goals
while keep monitoring the user.

(b) The robot must follow a different path
keeping active the monitoring of the person.

Fig. 6.1 Visualization of human-centered navigation and person following task for domestic
assistance: the omnidirectional capability allows the rover to follow the user maintaining its
orientation towards them while avoiding obstacles.

• an integrated navigation system that exploits the omnidirectional platform
separately handling obstacle avoidance and orientation control for person
monitoring (Section 6.4);

• the PIC4Speech vocal control system (Section 6.5) to provide a reliable, offline
vocal interface for the user to express commands to the robot easily.

6.1 Assistive Service Robots

In the last years, the robotics research community is focusing its effort on the
study of an effective design for an indoor assistant, and different proposals have
recently emerged. Diverse researchers based their study on the human-machine
interaction, realizing humanoid companion robots such as NAO [133] or pets-like
architectures such as Aibo [134] and PARO [135]. These kinds of robots have
been particularly studied for research on dementia, aging, and loneliness problems
[136, 137], although their usage cannot be extended to home assistance without a
mobile platform. Different studies specifically focus on detailed monitoring tasks,
for example, heat strokes [138] and fall detection [139]. However, although their
usual expensive cost, they often result to be unused for a long time horizon due to
the complex healthcare task they try to accomplish. Indeed, for the pure purpose of a
companion robot, marginal differences exist with the more competitive commercial
vocal assistants like Alexa, with a much lower cost. Jibo [147] (Fig. 6.2a) is another
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example of a social robot for the home which falls in this category. Hence, an
assistive domestic robot should go beyond the conversational skills of common vocal
assistants and we decided to choose a mobile platform, trying to identify a clear,
helpful role for the robot in a domestic scenario.

Fig. 6.2 Commercial robots developed or suitable for service home-care applications.

There are already a good amount of research prototypes and few commercial mobile
platforms for home-care robotics today. Among them, the HOBBIT robot [148] and
the Toyota Home Service Robot (HSR) [149] are the results of different research
projects and they present a similar architecture composed of a wheeled main body
equipped with manipulators for grasping objects. The Pepper robot (Fig. 6.2b)
is one of the most popular humanoid robots and it has been also used for nursing
and rehabilitative care of the elderly [150]. TIAGo [151] (Fig. 6.2c)is another
comparable platform developed for robotics research groups and in general for indoor
applications. Even though they are standard differential drive wheeled platforms, all
these robots aim at reproducing a human-like overall shape and presence. However,
a large footprint and a standard steering system represent strong disadvantages to
navigating in a realistic cluttered household environment. The same limitations hold
for the SMOOTH robot [152], the resulting prototype of a research study that aims
at developing a modular assistant robot for healthcare with a participatory design
process. Three use cases for the SMOOTH robot have been identified: laundry and
garbage handling, water delivery, and guidance. In agreement with the authors of the
SMOOTH robot, we decided to avoid a robotic arm on the robot, due to the higher
control complexity it requires and stability issues it causes when mounted on a tiny
lightweight mobile platform. Instead, a simpler positioning device is preferred to
lift the camera and to allow the user to access the robot visual interface easily. The
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abilities to carry objects without a manipulator and offer physical support to elderly
people are the advantages of the SMOOTH robot design.

An agile and flexible motion of the platform is considered a crucial design choice
to enable the introduction of robot assistants in real-world domestic environments
on a large scale. Omniwheels and mecanum wheels have already been studied in
many prototypes [153, 154] and they are particularly used in industrial robotics
applications [155], where the flexibility and the optimization of trajectories are a
priority. Recently, our design considerations have been partially confirmed by the
lastly emerging commercial proposals. Indeed, Amazon has recently launched its
commercial home assistant Astro [156] (Fig. 6.2d). Astro can surely be considered
an enhanced design thought for end-users, which can visually recognize people
and interact with them through a visual interface that aims at conveying expressive
reactions and thanks to the Alexa vocal assistant. Robotic platforms such as Astro
aim at totally managing the house, also providing surveillance and telepresence
services. Astro presents a reduced size compared to the typical humanoid platforms
to guarantee agile movements in the house and does not represent an oppressive
figure for the users, at the cost of not being able to carry or manipulate items.
Moreover, the robot is thought to be integrated within the full house automation
system, exploiting Alexa as a vocal interface. However, this choice exposes Astro to
high privacy risks and issues, handling both vocal and visual data of domestic private
environments.

6.2 Marvin robot design

Researchers at Pic4SeR Center (Interdepartmental Centre for Service Robotics) of
the Politecnico di Torino, in association with the researchers at Officine Edison,
developed a personal assistant mobile robot called Marvin considering the landscape
of existing solutions described. The robot has been conceived as a proof of concept
to explore the possibilities of autonomous assistive robots in domestic environments,
designed for people owning reduced motility, like elderly or people with disabilities.
To such an aim, the robot must be able to perform the following service functions:

1. User Monitoring: the robot should be able to detect a potentially dangerous
situation for the user and call for help.
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2. Night Assistant: one of the most critical moments in the daily life of elders is
the night-time bedroom-to-toilet journey. This service proposes to accompany
the user in any desired location of the domestic environment, enlightening the
path and raising alarms in the case of need.

3. Remote presence and connectivity: the robot must be provided with the ability
to access commonly used communication platforms (mobile phone, video-call
services).

These tasks, addressed to provide a service to the user, in turn require a series of
robotic capabilities described in the next sections. The architecture of the mobile
robot has been developed with a modular approach to support different environment
and potential new features to be added, without completely rethinking the robot’s
structure. The overall system can be divided into three main layers, as presented in
Fig. 6.3:

• A Low Layer System consists of the mechanical structure, the control electron-
ics, and firmware. This layer is responsible for the actuation and control of the
system motion given the desired state of the system which is computed by the
Upper Layer System.

• A Upper Layer System collects the Upper Layer sensors such as lidar, cam-
eras and remote controller, the autonomous navigation stack, and the visual
perception sub-system.

• A Human-Machine Interface consists of a vocal control interface and a manual
control interface.

The interaction between the different layers is coordinated by predefined communi-
cation protocols. In this thesis, we briefly mention the core elements of the low layer
system, providing a major focus on the perception, navigation and vocal command
features developed. Further details can be found in the realted article [14].

An omnidirectional platform is considered to overcome the limitations of differential
drive locomotion systems and fulfill the flexible and agile mobility requirements. A
Nexus 4WD Mecanum robot [157] has been chosen as starting base platform for
Marvin’s development. It is characterized by overall dimensions of 400 mm × 360
mm × 100 mm and a limited mass (5.4kg), with a passive roll joint between the
front wheels and the rear wheels to deal with the presence of four contact points
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Fig. 6.3 Schematic representation of the modular platform architecture. The three main
layers of the architecture (left) are decomposed in their respective principal components
(right).

with the ground. Aside from its ability to exhibit full planar mobility, Marvin
has the capability to deploy its sensors and user interface, exploiting its integrated
positioning device designed in accordance with the typical domestic workspace.
Such aspect is crucial for different reasons:

• it allows improving the perception of the robot of the external environment
improving the range of view of the sensors;

• a re-orientable and deployable head enhances the usability of the touch inter-
face for the users, giving a chance also to bedridden or handicapped people to
easily interact with the robot.

In Fig. 6.4, the mobile assistive robot is represented in two configurations: on the
left, the telescopic mechanism is deployed for better standing usage, while on the
right, the custom mechanism is retracted and inclined forward for better-seated usage.
The retracted configuration is also very effective at keeping the center of gravity low
during the motion of the robot.

6.2.1 Sensors and computational resources

For the robot to effectively work in the domestic environment, a whole series of
sensors are required to perceive the surroundings adequately. Marvin mounts the
following sensor devices. also shown in Fig. 6.5:
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Fig. 6.4 Final prototype of the mobile assistive robot in two different working configurations:
(a) Deployed configuration for standing usage, HMI height = 1.1 m, mechanism tilting angle
= 0°, (b) Retracted end angled configuration for better-seated usage, HMI height = 0.80 m,
mechanism tilting angle = 20°.

• Intel RealSense T265 Tracking Camera1, with VIO technology for self-
localization of the platform. It is placed in the front of the rover, to better
exploit its capability;

• Intel RealSense D435i Depth Camera 2, that provide aligned color and depth
images at 30 frame-per-second (fps). It is mounted on the appropriate support,
on the positioning device, which provides a convenient elevated position for
the camera;

• RPLIDAR A1 3 provides a 2D point cloud for obstacle avoidance navigation
and mapping of the environment.

• Jabra 710 4, with a panoramic microphone and speaker. It is particularly
useful for voice command. Can be placed on the rover or used wireless from a
distance.

• Furthermore, a wireless gamepad is employed for manual control operations.

1https://www.intelrealsense.com/tracking-camera-t265/
2https://www.intelrealsense.com/depth-camera-d435i/
3https://www.slamtec.com/en/Lidar/A1
4https://www.jabra.com/business/speakerphones/jabra-speak-series/

jabra-speak-710#7710-409

https://www.intelrealsense.com/tracking-camera-t265/
https://www.intelrealsense.com/depth-camera-d435i/
https://www.slamtec.com/en/Lidar/A1
https://www.jabra.com/business/speakerphones/jabra-speak-series/jabra-speak-710##7710-409
https://www.jabra.com/business/speakerphones/jabra-speak-series/jabra-speak-710##7710-409
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Fig. 6.5 Sensors employed on Marvin robotic platform, associated with the corresponding
task they serve.

The robot relies on two computational units: a PJRC Teensy 4.15 microcontroller unit
(MCU), which manages the low layer system software and an Intel NUC11TNHv56

that executes the main Upper Layer system applications. A Coral Edge TPU Ac-
celerator7 is also employed to run optimized neural network models without the
necessity of a full-size graphics processing unit. At software level, the Robot Op-
erating System 2 (ROS2) [158] middleware framework is adopted to integrate all
the different high-level application nodes. ROS 2 is preferred over the original ROS
[159] as it is more suitable for real-time systems, it is actively supported by the
robotics community and it has access to more advanced applications [160, 161].

6.3 Visual Perception for Person Monitoring

Person detection is the pillar of every visual-based Human-Robot interaction. Classic
Deep Learning-based one-stage object detectors such as YOLO [162] and SSD [163]
estimate a bounding box in the image where the target object is contained. Pose
estimation models may represent a more competitive alternative for human-aware
robotics tasks since they also offer the information about person’s pose status. State-
of-the-art models for human pose estimation [164, 165] provide a skeleton schematic
graph of the person.

The monitoring task is carried out through a double-step computing pipeline. Firstly,
the person-detection is obtained with PoseNet [165], a lightweight neural network
able to detect humans in images and videos. As output, it gives 17 key joints (like

5https://www.pjrc.com/store/teensy41.html
6https://www.intel.com/content/dam/support/us/en/documents/intel-nuc/

NUC11TNH_L6_UserGuide.pdf
7https://coral.ai

https://www.pjrc.com/store/teensy41.html
https://www.intel.com/content/dam/support/us/en/documents/intel-nuc/NUC11TNH_L6_UserGuide.pdf
https://www.intel.com/content/dam/support/us/en/documents/intel-nuc/NUC11TNH_L6_UserGuide.pdf
https://coral.ai
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elbows, shoulders, or feet) of each person present in the scene. At this point, a second
simple Convolutional Neural Network (CNN) receives the key points to classify
the pose of the person as standing, sitting, or laying. A persisting laying condition
can automatically activate an emergency call to an external agent (a relative or a
healthcare operator). A custom labeled dataset of images has been collected in a
house environment to train the CNN for the pose classification. The total number
of images used for this dataset is 25,009. The images are divided into three classes:
standing, sitting, and lying, containing 7849, 11,400, and 5760 images, respectively.
The classification model reaches an accuracy of almost 99% on the test set, obtained
retaining the 20% of the original dataset. The performance of the model is definitely
high, probably due to the common background scene of the collected images. A
randomized background with scenes of diverse domestic environments may allow for
a more challenging testing condition, leading also to improving the generalization
performance of the model. Moreover, the overall pipeline runs on the Google Coral
Edge TPU device for a faster inference, reaching 30 frame-per-second (FPS), that
is the maximum frame rate allowed with the Realsense D435i camera. Moreover,
as shown in Fig. 6.6, the key points predicted by PoseNet are then translated into
a bounding box that can be exploited for human-centered navigation tasks. The
resulting bounding box is tracked with SORT [166], a very simple online and real-
time tracking algorithm based on the Kalman filter. SORT also keeps track of the
subject when they leave the frame for a few moments, and associates an ID to each
person in the image. This ID is maintained as long as the person does not leave the
frame for several time instants. At this point, a depth map aligned with the RGB
frame, can be used to extrapolate the relative position of the detected individual
in the robot reference frame (xP,yP). A subset of the skeleton-pose key points is
selected to find the person’s center point C in the image. It is computed as the average
coordinate of the shoulders joints if recognized recognized with high confidence,
otherwise hips are considered.

6.4 Navigation System

Domestic environments are highly dynamic environments, where obstacles’ position
could be changed over time (chairs, bins) or they can move on their own (people,
animals, other autonomous platforms). Therefore, beside a map-based global path
planner, these scenarios pose the need for a reactive navigation system. Fig. 6.7
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Fig. 6.6 Representation diagram of the person identification system: the estimated pose of the
person is continuously classified as standing, sitting, or laying, generating a help emergency
request if necessary. Moreover, it is used to extract the dynamic goal coordinates for the
person following task.

resumes the complete proposed human-centered navigation system. The upper blue
section of the scheme contains the extraction of the person position (xP,yP) in the
robot reference frame through the visual perception pipeline. The yaw controller
then processes this position to obtain the angular velocity command ω needed to
keep the platform oriented towards the person. On the lower red section of the
scheme, the local planner receives the LiDAR range points and the goal coordinate
(xG,yG) to produce a collision-free trajectory and provide linear velocities [vx,vy].
The full velocity command for the robot is therefore obtained by combining linear
and angular velocities in the vector [vx,vy,ω].
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Fig. 6.7 Human-Centered navigation methodology pipeline scheme. Linear and angular
velocity [vx,vy,ω] are generated separately to successfully carry out obstacle avoidance
through local trajectory planning together with person monitoring through yaw control.

6.4.1 Omnidirectional Motion Planner and Obstacle Avoidance

An integrated navigation system is developed tailoring the Navigation 2 algorithmic
stack 8 for the specific use case of assistance and person monitoring. Hence, the DWB
local planner, an optimized revisited version of the Dynamic Window Approach
(DWA) presented in Chapter 3, generates an obstacle-free trajectory towards the goal
and drives the rover along it. To detach the control of linear and angular velocities
for the double-objective navigation task at hand, DWB plans safe trajectories using
only the two linear velocities [vx,vy], along x and y axes of the horizontal plane. The
goal of the navigation task (xG,yG) coincides with the person’s position (xP,yP) in
the specific case of the person following, diversely it is a separate target point to be
reached while monitoring the person in the service navigation scenario.

6.4.2 Person-focused Orientation Control

The angular velocity ω is provided by another system node, which at any instant
computes the angular difference ∆θ between the orientation of the rover and the
orientation of the vector connecting the rover’s center of rotation with the person

8https://navigation.ros.org/

https://navigation.ros.org/
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position, retrieved from the perception module:

∆θ = arctan(yP,xP) (6.1)

The exact yaw velocity is then calculated as follow:

ω = sign(∆θ) ·min(∥k ·∆θ∥,ωmax) (6.2)

Where k is a parameter used to linearly increase ω as ∆θ grows, and ωmax is the
maximum angular speed value allowed. After some tests on our indoor application,
we found optimal values of these parameters respectively at 1.3 and 1.5rad/s, but
they can be changed depending on the specific operating scenario.

An alternative orientation control strategy has been investigated in [16]. A Soft Actor-
Critic (SAC) algorithm [76] has been adopted to train a Reinforcement Learning
agent to directly compute the ω control for the robot.

Input features The input features of the policy network embed the necessary infor-
mation about the dynamic goal: 1) dt : the distance of the goal from the rover 2) ∆θt :
the angular difference between the orientation of the rover and the orientation of the
vector connecting the rover’s center of rotation with the goal 3) ωt−1: yaw velocity
command assigned to the platform at the previous time instant

Reward Reward shaping is the typical process that leads researchers to analytically
specify the desired behavior to the agent thanks to a dense reward signal assigned
at each time step. To this end, a reward rh is defined as the arithmetic sum of two
distinct contributions:

ryaw =

(
1−2

√∣∣∣∣∆θt

π

∣∣∣∣
)

(6.3)

rsmooth =−|ωt−1−ωt | (6.4)

The first contribute ryaw teaches the agent to maintain its orientation towards the goal,
while the second contribute rsmooth is used to obtain a smooth transition between the
current agent’s yaw velocity output and that at the next time instant.

Neural network architecture The simple neural network used for the orientation
control policy comprises three dense layers, respectively with 512, 256, and 256
units each.
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The DRL policy showed slightly improved performance compared to the proportional
error-based control, avoiding the parameter’s tuning process at the cost of training
the policy in simulation.

6.5 Vocal Human-Robot Interface

Deep Learning models for vocal assistants requires an extremely high amount of
data to be trained [167]. Moreover, state-of-the-art models in Natural Language
Processing (NLP) [168, 169] provide great performances at the cost of a much
higher computational cost, which forbids their usage on embedded devices with
constrained hardware resources. Commercial solutions such as Siri, Alexa, or
Google Home exploit a cascade activation pipeline of multiple models that transfer
the computation from the physical device, when triggered, to the cloud servers to run
their NLP algorithms. Indeed, the development of a full pipeline of algorithms for
fast-interference low-cost vocal assistance in robots is rare to be found in the research
literature. The proposed PIC4Speech vocal assistant has the aim of providing a low-
cost, efficient solution to be executed on board the robotic platforms without the
need for expensive hardware and, above all, without relying on a stable internet
connection. The exposure of private data to the internet can create controversial
privacy issues. PIC4Speech combines state-of-the-art Deep Neural Networks (DNN)
for speech-to-text translation and a simple rule-based model for Natural Language
Processing (NLP) to minimize the computational cost of the pipeline and preserving
a flexible interaction. Similarly to commercial products it exploits a cascade of
models that are progressively activated when the previous one is enabled. In Fig.
6.8, an overview of the overall architecture of the PIC4Speech vocal assistant is
represented, showing the subsequent activation of each block. Although PIC4Speech
is designed as an offline vocal assistant, its usage in this primitive version is mainly
devoted to allowing the user to give commands to the robot vocally and not to hold a
complete conversation. In particular, the system aims at matching a vocal instruction
expressed by the user to the corresponding required task to successively start the
correct control process.

The PIC4Speech operative chain can be summarized as follows:
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Fig. 6.8 Overview of PIC4Speech vocal assistant architecture. The scheme describes the
successive cascade activation of the different components of the vocal assistant pipeline.

1. The first component is the keyword detector [170], which constantly monitors
the input audio stream in search of the specific triggering command. In this
specific case, that word is the name of the robot: “Marvin”.

2. Once the trigger word is detected, a second model performs a speech-to-text
operation. We exploited the Vosk offline speech recognition API [171] for this
block which gives the flexibility to switch language and has ample community
support. It continuously analyzes the input audio stream until the volume is
below a certain threshold and performs the transcription.

3. The transcribed text is subsequently passed to a natural language processing
(NLP) algorithm that matches the input with a certain number of predefined
intents. The recognized robot action is therefore sent to the robot control
framework.

4. The response of the vocal assistant is also given to the user with a text-to-
speech process. Each OS comes with a default vocal synthesizer that can
directly access the speakers.

More in detail, the keyword detection is performed with a DNN based on a Vi-
sion Transformer that constantly listens to the audio stream, looking for the target
command. First, the mel-scale spectrogram is extracted from each sample of the
input stream. These features are treated as visual information and, therefore, they
are processed with a Vision Transformer [67], a state-of-the-art model for image
classification. We re-trained the keyword detector from scratch on the Speech Com-
mands dataset [172], constituted by 1-second-long audio samples from 36 classes:
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35 standard keywords plus a silence/noise class. The re-train model achieved a
test accuracy of 97% over the different classes on the 11,005 test samples of the
Speech Commands dataset. Specifically, for the current target class ‘Marvin’, we
get the results reported in Table 6.1, evaluating the performance with standard
classification metrics: Precision = T P/(T P+FP), Recall = T P/(T P+FN) and
F1score = 2 · (recall · precision)/(recall + precision). Thanks to the multi-class
approach, the keyword can be changed at run-time. Being constantly active, it is of
primary importance that this network consumes less energy as possible, but at the
same time, it is capable of maintaining a good compromise between false positive
and false negative detection. At the same time, the network should deal with different
sound environments and noise levels. Further improvements to the keyword detector
can be reached by augmenting the training set with newly generated samples to
increase the robustness of the model in crowded, noisy environments. Here, a simple
rule-based matching mechanism is used for the NLP stage. Although it represents a
simple approach, a good level of flexibility is guaranteed by the actual solution as
the user can introduce new actions for the robotic platform associated with several
indicative sentences. A more advanced version may be developed with the aim of
semantically matching the encoded query text and the robot actions, using a universal
sentence encoder [173, 174].

Table 6.1 Classification results of the target keyword ‘Marvin’ on the 11,005 test sam-
ples of the Speech Commands dataset. Standard classification metrics are used for
the evaluation: Precision = T P/(T P + FP), Recall = T P/(T P + FN) and F1score =
2 · (Recall ·Precision)/(Recall +Precision).

Keyword Detector
Classification Metrics

Results

True Positives (T P) 189

True Negatives (T N) 10,806

False Positives (FP) 4

False Negatives (T N) 6

F1 Score 0.9742

Precision 0.9793

Recall 0.9692
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Different from commercial vocal assistants, which require a stable internet con-
nection, PIC4Speech works completely offline, running uniquely on the hardware
resources of the platform. This competitive advantage derived from the choice of
lightweight models in the algorithms pipeline prevents Marvin from exposing the
visual and audio data of the domestic environment to internet-derived risks.

6.6 Navigation Experiments and Results

(a) The person is close to the navigation goal. (b) The person is at the corner of the hallway.

Fig. 6.9 Omnidirectional person-centered navigation results in two scenarios with the person
in different positions: in (a) the person is close to the navigation goal, in (b) the person
is at the corner of the hallway. Red arrows indicate position and orientation of the rover
at different time instants, the blue point is the person’s position, while the orange spline
represents the path crossed by the rover.

Two different kinds of experiments are conducted to validate the navigation capabili-
ties of Marvin:

1. the first experimental stage aims at demonstrating the efficiency of the person-
centered navigation task for monitoring purposes, where the rover has to
navigate from a point A to a target point B of coordinate (xG,yG), maintaining
its focus on the subject located in (xP,yP);

2. the second series of experiments tests the person following task, where (xG,yG)

and (xP,yP) coincide and represent the dynamic goal obtained from the visual
perception pipeline, which identifies and tracks the person of interest.

For each tested scenario, tests are performed with Marvin in two different configu-
rations. In the first configuration, the rover adopts our decouple navigation system:
it plans collision-free trajectories fully exploiting its omnidirectional kinematics,
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combining both the two linear velocities [vx,vy]. The angular yaw velocity ω is
controlled by the person tracking module to always maintain visual contact with the
followed person. In the second configuration, the rover behaves like a differential
platform. This means it can only exploit velocity vx, while control of velocity vy is
denied, and the angular yaw velocity ω is solely dedicated to navigation purposes.
This procedure allows the comparison of performances between our solution and a
generic differential platform in tracking the user.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 6.10 Qualitative visualization of the four scenarios set up for the person following test.
In the upper row, a schematic representation is shown, where red objects represent low-height
obstacles over which the robot’s camera can see. In the lower row, the real testing area with
the robot is shown.

6.6.1 Person-centered navigation

Tests are performed in two different scenarios composed of a 90◦ hallway with low
walls, which represent any potential obstacle present in a realistic domestic scene.
The rover camera can see over the walls, but the platform is forced to avoid them
in order to reach its goal. The starting point and the destination (xG,yG) are the
same in the two cases. What changes is the position of the person (xP,yP): near the
destination point in the first scenario (Fig. 6.9a), and in the corner of the hallway in
the second (Fig. 6.9b). In these preliminary trials, the person maintains their position
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Table 6.2 Results obtained from the person-centered navigation test are expressed in terms
of mean angular difference ∆θ , its standard deviation, root mean square error (RMSE), and
mean absolute error (MAE) considering ∆θ = 0 as the optimal value. The person is located
close to the destination point in the first scenario (Fig. 6.9a) and in the corner of the hallway
in the second (Fig. 6.9b). Contrary to the differential configuration, omnidirectional motion
drastically reduce the maximum error ∆θ between the orientation of the rover and the person
during the navigation.

Scenarios ∆θ Error Mean Std.Dev. RMSE MAE

1 Omnidir. −2.88 4.63 5.47 4.32

Differential −32.75 28.71 43.55 33.94

Improvement 91.21% 83.87% 87.44% 87.27%

2 Omnidir. −2.23 3.98 4.58 2.51

Differential −75.08 79.88 109.62 75.08

Improvement 97.03% 95.02% 95.82% 96.66%

during the whole extent of the test. The rover odometry data are acquired with a
frequency of 5Hz.

Seven tests are performed for each scenario and both configurations, omnidirectional
and differential. The error term is represented by the angular difference ∆θ between
the orientation of the rover and the orientation of the vector connecting the rover’s
center of rotation with the person’s position. The horizontal FOV of the RealSense
D435i (RGB stream) is equal to 69◦. The angular difference ∆θ should never be
higher than half this angle, approximately 34.5◦, to constantly keep track of the
person’s position.
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(a) Scenario 1 - Omnidirectional configura-
tion

(b) Scenario 1 - Differential configura-
tion

(c) Scenario 2 - Omnidirectional configu-
ration

(d) Scenario 2 - Differential configura-
tion

Fig. 6.11 Person following results in the first two scenarios: scenario 1 is composed of a wide
U-shaped path, while scenario 2 presents narrow passages through obstacles. Red arrows
indicate position and orientation of the rover associated with the person’s position (blue
point) at the same instant. The orange spline represents the path crossed by the rover.

The metrics considered for each test are the average angular difference ∆θ with
its standard deviation, the root mean square error (RMSE), and the mean absolute
error (MAE) maintained along the whole path, considering ∆θ = 0 as the optimal
value. In Table 6.2 are reported, for each scenario and each metric, the average value
computed over all the different tests, and the percentage of improvement introduced
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by the proposed method. As seen from the results and Fig. 6.9, the omnidirectional
system is able to efficiently navigate towards the goal, constantly maintaining its
orientation towards the person. The ∆θ angular error is kept at extremely low average
values equal to −2.88 and −2.23 respectively in the two scenarios. Furthermore,
the maximum recorded value of ∆θ does not exceed 17◦, which is well below
the limit of 34◦ imposed by the camera’s FOV. This means the system can keep
tracking the person for the whole extent of the navigation. Moreover, from data
collected during the experimentation, the perception and tracking system was able
to correctly recognize and localize the followed person within the environment on
average 29 times per second. On the other hand, velocity commands are provided
with frequencies over 15 fps at any time. For comparison, we also added the results
obtained with the differential drive configuration. Its limitation is particularly evident
in the second scenario, where the person and the goal have two completely different
positions.
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(a) Scenario 3 - Omnidirectional config-
uration

(b) Scenario 3 - Differential configuration

(c) Scenario 4 - Omnidirectional configura-
tion

(d) Scenario 4 - Differential configura-
tion

Fig. 6.12 Person following results in the third and fourth scenario: scenario 3 presents a high
number of obstacles and possible paths, while scenario 4 is composed of a high 90◦ wall to
be circumnavigated. Red arrows indicate position and orientation of the rover associated
with the person’s position (blue point) at the same instant. The orange spline represents the
path crossed by the rover.
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6.6.2 Person following

Table 6.3 Results obtained from the person following test in four different scenarios are
expressed in terms of mean angular difference ∆θ , its standard deviation, root mean square
error (RMSE), and mean absolute error (MAE) considering ∆θ = 0 as the optimal value.
Our omnidirectional planning and control system clearly demonstrates a performance gap
in keeping the tracking of the person while following its motion: the ∆θ error is drastically
reduced in comparison with a differential drive navigation.

Scenario ∆θ Error Mean Std.Dev. RMSE MAE
A Omnidir. 2.99 10.54 11.00 8.98

Differential 16.00 63.41 68.31 57.20
Improvement 81.31% 83.38% 83.90% 84.30%

B Omnidir. −4.09 8.75 9.93 8.19
Differential −15.67 53.99 58.48 50.11
Improvement 73.90% 83.79% 83.02% 83.66%

C Omnidir. 0.31 8.28 8.81 6.93
Differential 12.34 42.19 45.05 37.38
Improvement 97.49% 80.37% 80.44% 81.46%

D Omnidir. 4.46 11.84 12.84 10.10
Differential 27.66 20.95 35.07 29.19
Improvement 83.88% 43.48% 63.39% 65.40%

For the person following task, tests are performed in four different scenarios. The
geometric configuration can be seen in Fig. 6.10. Similar to the previous test stage,
obstacles are constituted by low walls, except for the fourth, where they are full-
height walls. Contrary to the previous case, the person to be followed moves for
the whole extent of the test. For this reason, a ground truth data collection system
is used, localizing the person and the rover with ultra-wideband tag signals. Four
ultra-wideband anchors have been placed at the corner of the rectangular testing area.
The rover’s orientation is aligned with the one used by the ultra-wideband system.
This allows us to correctly compute the angular difference ∆θ between rover and
person at any time instant. To our knowledge, this experimental setting is the first
attempt in the literature to quantitatively measure a person’s quality following system
performance, going beyond the typical qualitative evaluation.

As already done for the first test, seven validation runs are performed for each rover
configuration in every scenario. The same error term ∆θ and metrics discussed in
the previous section are used to evaluate the person following performances. Results
can be consulted in Table 6.3. Furthermore, in Fig. 6.11 and Fig. 6.12, for each
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scenario and each configuration, a visualization of the performed test is reported.
The gridmaps reported in the figure are directly obtained from the rover during the
navigation, while rover and person poses are obtained from the ultra-wideband sys-
tem. As can be seen, our methodology proves to robustly track the followed person
more effectively than a traditional differential drive navigation in all the considered
scenarios. In the omnidirectional configuration (Fig. 6.11a,6.11c,6.12a,6.12c) the
rover manages to always maintain the user within the camera’s view, contrary to the
differential drive case, where the visual contact is instead lost several times. This
generally leads to higher performance in following the user, fully satisfying the
person monitoring requirement. The obtained values of ∆θ clearly show the per-
formance gap in all scenarios, demonstrating the successful behavior in monitoring
the person provided by our solution. Also in the fourth scenario (Fig. 6.12c,6.12d),
where after the curve the wall obstructs the rover’s view of the user, it appears clear
that the ability to remain facing the human dynamic goal allows for a more accurate
re-acquisition of tracking as soon as the obstacle is passed. In this last scenario, the
differential drive system registers the highest orientation error, with a substantial ∆θ

average gap from our solution.

6.7 Experimental Demo

Finally, a qualitative demonstration has been conducted at Officine Edison, Milan,
during an institutional presentation specifically organized to test and show Marvin’s
overall capabilities. The demonstration took place in an area called Domus (Fig.
6.13), which simulates a real domestic environment made up of a kitchen, bedroom,
living room, and bathroom. Like a normal house, the Domus features different
obstacles of various heights and dimensions, and rooms are separated by regular size
doors.

In the setup phase, Marvin was guided in each of the different rooms and their
relative positions were saved with respect to the starting point, where a docking
station for recharging could eventually be placed. Moreover, a telephonic number
was memorized for the emergency call task. In the demonstration, all the functional-
ities of the robot were tested, and a qualitative analysis was conducted. From the
starting point (Fig. 6.13a), the rover was asked to autonomously reach the bedroom
waypoint, passing through the double-leaf door. Here, the user monitor function
was demonstrated, showing how Marvin was able to correctly classify the pose
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Fig. 6.13 Simplified map of the Domus area at Officine Edison, Milan, with the four rooms,
kitchen, living room, bedroom, and bathroom, respectively in yellow, orange, green, and blue.
Letters on the map indicate the various goals saved in the environment, associated with the
corresponding image: (a) starting point, (b) bedroom keypoint, with user’s pose recognition,
(c) living room keypoint, with lights turned on, ready for night assistant task (d) bathroom
keypoint, (e) kitchen keypoint, with demonstration of the positioning device capabilities.

of the visualized user, standing, sitting on an armchair, or laying in the bed (Fig.
6.13b). In addition, it was also demonstrated how, after a request from the user,
the system was capable of connecting with the pre-configured telephone to call the
emergency number. Then, the rover was asked to follow the user from the bedroom
to the living room (Fig. 6.13c). Later, the user activated the night assistance task
by asking the rover to accompany him to the bathroom, causing the robot to turn
on the on board lights (Fig. 6.13d). Finally, Marvin was asked to reach the kitchen
and to adjust the inclination and height of the positioning device to adapt to the
user, sitting on the chair, so that the mounted tablet could be more easily accessed
and operated (Fig. 6.13e). Marvin successfully completed the demo addressing all
the service function required for domestic assistance. Thanks to its mobility and
the elevated position of the camera, mounted on the positioning device, the rover
managed to efficiently track and follow the person, albeit the several obstacles with
diverse heights.
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Autonomous Navigation for Precision
Agriculture





Chapter 7

A Deep Learning Pipeline for
Autonomous Navigation in Row-based
Crops

Agriculture 3.0 and 4.0 paradigms recently guided technological innovation in preci-
sion farming to focus the research activity on four essential requirements: increasing
productivity, allocating resources reasonably, adapting to climate change, and avoid-
ing food waste [175]. One fundamental step for introducing an efficient and reliable
automation in the agriculture processes is the development of an autonomous navi-
gation pipeline for vehicles and robots. This is the first requirement to successfully
design a platform that takes care of several tasks such as harvesting [176], spraying
[177, 178], vegetative assessment and yield estimation [179, 180], and many others
[181, 182]. In this part of the thesis, we focus on the development of a complete
autonomous navigation system for an Unmanned Ground Vehicle (UGV) to be used
in row-based crops such as vineyards and orchards. Row-based crops account for
about 75% of all planted acres of agriculture in the United States [183]. Nowadays,
autonomous navigation in agricultural contexts is tackled with the usage of expen-
sive high-precision GNSS sensors, such as GPS receivers with RTK corrections
[184, 185], usually in combination with laser sensors [186, 187]. However, the pres-
ence of thick canopies and lush vegetation decreases the reliability of GNSS sensors
[188, 189], especially during spring and summer. This condition strengthens the
need for alternatives to reduce the cost of the system without affecting its robustness.
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Visual odometry [190–192] and computer vision methods [193] have been proposed
as different valid options to tackle navigation inside fields. However, these methods
generalize poorly in the case of long outdoor paths with repetitive visual patterns.

Deep Learning (DL) methods are spreading as powerful solutions to tackle many
different precision agriculture tasks such as fruits detection [194, 195], counting
[196], land crop classification [24, 197]. Recently, DL solutions have been proposed
to solve the autonomous navigation problem, overcoming the limits of localiza-
tion in row crops scenarios with methods of orientation classification [198], plant
segmentation [199, 20].

Global Path
Planning

Position-agnostic
Controller

Semantic
Segmentaion

DRL Agent

Vineyard Grid
Segmentation

Waypoints
Estimation and

Clustering

Fig. 7.1 A representation of the overall pipeline. First, an occupancy grid of the crop is
generated to estimate and cluster the waypoints at start/end of vineyards row. Thus, a global
path can be planned. Finally, a visual-based local controller policy computes the velocity
commands to guide the robot inside each row of the field.

The Navigation Pipeline

A DL-based pipeline is proposed here, composed of multiple modules to tackle the
full navigation problem in row-based crops, as illustrated in Fig. 7.1. The proposed
pipeline is based on the intuitive idea to decouple the navigation in two stages: inside
and outside the plant rows. This choice is driven by the fact that robot localization is
usually hindered by the environment inside the rows, while standard methods can be
used to navigate outside. Firstly, an aerial image of the field is segmented to generate
a binary grid representation of the crop rows. Then, the grid is used to estimate
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and cluster the waypoints at the starting/ending point of each row. The clustered
waypoints can be exploited as reference positions to trigger the switch from the intra-
row navigation logic to the inter-rows one. Moreover, a complete global path can be
obtained through the waypoints with a standard planning algorithm such as A* [200].
In this chapter, we focus on the development of different visual-based controller
that allow to guide the robot along the intra-row segments of the row-based field
and avoid a costly sensorization of the robotic platform for localization purposes. In
Chapter 8 the global waypoints generation and clustering process will be explained.
The navigation of the robot outside the rows, from one row’s ending waypoint to the
next starting one can be tackled with a classic local planner relying on odometry or
GNSS positioning signal, as demonstrated in [17]. GNSS localization can still be
hindered by adverse weather conditions, however, the path to be covered outside the
rows is usually short and does not present the obstruction of plants canopies. Future
work, currently under development, will investigate alternative methods to control
the robot without localization also outside the rows.

Position-agnostic visual control methods

The competitive advantage of GPS-free visual approaches has been partially investi-
gated in the last years of service robotics research. Different computer vision and
machine learning techniques have been applied so far to improve the performance of
robot guidance. A first vision-based approach was proposed in [201] using mean-
shift clustering and the Hough transform to segment RGB images and generate
the optimal central path. Later, [202] achieved promising results using multispec-
tral images and simply thresholding and filtering on the green channel. Recently,
DL approaches have been successfully applied to the task. [203, 204] proposed
a classification-based approach in which a model predicts the discrete action to
perform. In contrast, [198, 199] proposed a proportional controller to align the robot
to the center of the row using heatmaps of the scene first and segmented images
in the latest version. In Section 7.1 a family of enhanced semantic segmentation
based controllers is presented, while in Section 7.2 a Deep Reinforcement Learning
paradigm is adopted.
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7.1 Semantic Segmentation-based control

Although previously proposed local controllers proved effective in their testing
scenarios, they have only been applied in crops where a full view of the sky favors
both GPS receivers [205], and vision-based algorithms to distinguish plants canopies
form the background [191]. Moreover, the increasing necessity of open access
datasets to train DL models guided researchers to build wide and reliable synthetic
datasets for crop semantic segmentation [18, 25].

7.1.1 Methodology

To navigate high-vegetation orchards and arboriculture fields, this study provides
a real-time control algorithm with two variations, which enhances the method de-
scribed in [199]. The proposed method completely avoids the employ of GPS
localization, which can be less accurate due to signal reflection and mitigation due
to high and thick vegetation. Therefore, our algorithms consist of a straightforward
operating principle, which exclusively employs RGB-D data and processes it to
obtain effective position-agnostic navigation. It can be summarized in the following
four steps:

1. Semantic segmentation of the RGB frame, with the purpose of identifying the
relevant plants in the camera’s field of view.

2. Addition of the depth data to the segmented frame to enhance the spatial
understanding of the surrounding vegetation of the robot.

3. Searching for the direction towards the end of the vegetation row, given the
previous information.

4. Generation of the velocity commands for the robot to follow the row.

However, the two suggested approaches only vary in steps 2 and 3, where they
utilize depth frame data and generate the robot’s desired direction. Conversely, the
segmentation technique 1 and the command generation 4 are executed in a similar
manner. A visual depiction of the proposed pipeline is illustrated in Fig. 5.1.

The first step of the proposed algorithm, at each time instant t consists in acquiring
an RGB frame Xt

rgb and a depth frame Xt
d , where Xt

rgb ∈ Rh×w×c and Xt
d ∈ Rh×w.

In both cases, h represents the frame height, w represents the frame width, and c
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is the number of channels. The RGB data received is subsequently inputted into a
segmentation neural network model Hseg, yielding a binary segmentation mask that
conveys the semantic information of the input frame.

X̂t
seg = H

(
Xt

rgb

)
(7.1)

where X̂t
seg is the obtained segmentation mask.

Furthermore, the segmentation masks from the previous N time instances, ranging
from t−N to t, are combined to enhance the robustness of the information.

X̂t
CumSeg =

t⋃
j=t−N

X̂ j
seg (7.2)

where, X̂t
CumSeg denotes the cumulative segmentation mask, and the symbol

⋃
signi-

fies the logical bitwise OR operation applied to the last N binary frames.

Moreover, the depth map Xt
d is employed to assess the segmented regions between

the camera position and a specified depth threshold dth. This process helps eliminate
irrelevant information originating from distant vegetation, which has no bearing on
controlling the robot’s movement.

X̂t
segDepth i=0,...,h

j=0,...,w
(i, j) =

0, if X̂t
CumSeg(i, j) · X̂

t
d(i, j) > dth

1, if X̂t
CumSeg(i, j) · X̂

t
d(i, j) ≤ dth

(7.3)

where, X̂segDepth represents the resultant intersection of the cumulative segmentation
frame and the depth map, restricted to a distance threshold of dth.

From this point forward, the proposed algorithm diverges into two variants, namely,
SegMin and SegMinD, as elaborated in the following sections 7.1.1 and 7.1.1, respec-
tively.

SegMin

The initial variant refines the methodology introduced in [199]. Following the
segmentation mask processing, a column-wise summation is executed, generating a
histogram h ∈ Rw that characterizes the vegetation distribution along each column
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as in the following formula:

h j =
h

∑
i=1

X̂segDepth(i, j) (7.4)

where i = 0, . . . ,w is the index along the vertical direction of each frame column.
Subsequently, a moving average is applied to this histogram using a window of
size n to enhance robustness by smoothing values and mitigating punctual noise
from previous passes. In an ideal scenario, the minimum value xh in this histogram
corresponds to regions with minimal vegetation, effectively pinpointing the central
path within the crop row. If multiple global minima are identified, indicating areas
with no detected vegetation, the mean of these points is calculated and considered
as the global minimum. This approach ensures a more reliable identification of the
continuation of the row, accommodating variations in the vegetation distribution.

SegMinD

The second proposed methodology presents a variation of the earlier algorithm
tailored specifically for wide rows featuring tall and dense canopies. In such scenar-
ios, the initial algorithm might encounter challenges in determining a clear global
minimum, as the consistent presence of vegetation above the robot complicates the
interpretation. This variant addresses this issue by incorporating a multiplication
operation between the previously processed segmentation mask and the normalized
inverted depth data.

X̂t
depthInv = X̂t

segDepth

⋂(
1− Xt

d
dth

)
(7.5)

where, X̂t
depthInv is the outcome of an element-wise multiplication, denoted by

⋂
,

involving the binary mask X̂t
segDepth and the depth frame X̂t

d that has been normalized
over the depth threshold dth. Similar to the previous scenario, a column-wise
summation is executed to derive the array h, followed by a smoothing process
using a moving average. This introduced modification serves a crucial purpose by
allowing elements closer to the robot to exert a more significant influence, thereby
enhancing the algorithm’s ability to discern the direction of the row. The different
sum histograms obtained with SegMin and SegMinD are directly compared in Fig.
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7.2, showing the sharper trend and the global minimum isolation obtained, including
the depth values.

RGB SegMin SegMinD

Fig. 7.2 Contrasting the histograms produced by the two distinct algorithms, considering the
RGB frame on the right, reveals that SegMinD provides a more defined and less ambiguous
global minimum point.

Segmentation Network

A prior study on crop segmentation in real-world conditions provided the neural
network design that was chosen [199]. Fig. 7.3 illustrates its entire architecture and
its primary benefit is its ability to leverage rich contextual information from the image
at a lower computing cost. A MobileNetV3 backbone makes up the network’s initial
stage, which is designed to efficiently extract the visual features from the input image
[206]. With squeeze-and-excitation attention sub-modules [207], it is comprised of a
series of inverted residual blocks [208]. They increase the amount of channel features
while gradually decreasing the input image’s spatial dimensions. It is succeeded by
a Lite R-ASPP (LR-ASPP) module [209], an enhanced and condensed variant of
the Atrous Spatial Pyramid Pooling module (R-ASPP) that upscales the extracted
features via two parallel branches. The first lower the spatial dimension by 1/16 by
applying a Squeeze-and-Excite sub-module to the final layer of the backbone. To
modify the number of channels C to the output segmentation map, a channel attention
weight matrix is produced, multiplied by the unpooled features, and then upsampled
and fed through a convolutional layer. The second branch takes characteristics from
an earlier stage of the backbone, which reduces the spatial dimension by 1/8, and
adds them to the output of the upsampling step, mixing lower-level and higher-level
patterns in the data. The network’s input has a dimensionality equal to W ×H×3,
while the segmented output is equal to W ×H.
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SigmoidMobileNet
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Fig. 7.3 The Deep Neural Network utilized in this study features a backbone of MobileNetV3
and an LR-ASPP head, as detailed in [206]. The spatial scaling factor of the features in
comparison to the input size is provided beneath each block.

Furthermore, the output values of the neural network are scaled between 0 and 1 using
a sigmoid function, as this work primarily focuses on the semantic segmentation of
plant rows. The usual cross-entropy loss between the ground-truth label y and the
anticipated segmentation mask is used to train the DNN:

LCE(y, ŷ) =−
N

∑
i=1

yi · log(ŷi) (7.6)

which for binary segmentation becomes a simple binary cross-entropy loss.

During both the validation and testing phases, the DNN performance is evaluated
through an intersection over unit (IoU) metrics:

mIoU(θ) =
1
N

N

∑
i=0

(
1−

X̂ i
seg∩X i

seg

X̂ i
seg∪X i

seg

)
(7.7)

where X i
seg is the ground truth mask, X̂ i

seg is a predicted segmentation mask, and θ is
the vector representing the network parameters. Since there are only plants as the
target class of interest, N in the IoU computation always equals 1. The model is
trained on the AgriSeg synthetic dataset [18]1. Further details on the training strategy
and hyperparameters are provided in Section 7.1.2.

1https://pic4ser.polito.it/AgriSeg

https://pic4ser.polito.it/AgriSeg
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Robot heading control

The goal of the controller pipeline is to maintain the mobile platform at the center of
the row, which, in this study, is equated to aligning the row center with the middle
of the camera frame. Consequently, following the definition in the preceding step,
the minimum of the histogram should be positioned at the center of the frame width.
The distance d from the frame center to the minimum is defined as:

d = xh−
w
2

(7.8)

The generation of linear and angular velocities is accomplished using custom func-
tions, mirroring the approach employed in [17].

vx = vx,max

[
1− d2(w

2

)2

]
(7.9)

ωz =−kωz ·ωz,max ·
d2

w2 (7.10)

where, vx,max and ωz,max represent the maximum attainable linear and angular veloci-
ties, and kωz serves as the angular gain controlling the response speed. To mitigate
abrupt changes in the robot’s motion, the ultimate velocity commands v̄x and ω̄z
undergo smoothing using an Exponential Moving Average (EMA), expressed as:[

v̄t
x

ω̄ t
z

]
= (1−λ )

[
v̄t−1

x

ω̄ t−1
z

]
+λ

[
vt

x

ω t
z

]
(7.11)

where, t represents the time step, and λ stands for a selected weight.

7.1.2 Experiments and Results

Segmentation Network Training and Evaluation

We train the crop segmentation model using a subset of the AgriSeg synthetic
segmentation dataset [18, 25]. In particular, for the pear trees and apple trees, we
train on generic tree datasets in addition to pear and apples; for vineyards, we train on
vineyard and pergola vineyards (note that the testing environments are different from
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Fig. 7.4 Test of semantic segmentation DNN on real-world test samples from vineyard (top),
pear trees (middle) and apple trees (bottom) fields. For each crop, RGB input image (left),
ground truth mask (center) and the predicted mask (right) are reported.

the ones from which the training samples are generated). Only 100 miscellaneous
real images of different crop types are added to the training dataset in all the cases.
Thanks to the high-quality rendering of the AgriSeg dataset, this small amount of real
images is sufficient to reach generally good performance in real-world conditions.
A more in depth analysis of generalization properties of the semantic segmentation
network is discussed in Chapter 10 In both cases, the model is trained for 30 epochs
with Adam optimizer and learning rate 3×10−4. We apply data augmentation by
randomly applying cropping, flipping, greyscaling, and random jitter to the images.
Our experimentation code is developed using TensorFlow as the deep learning
framework. We train models starting from ImageNet pretrained weights, so the input
size is fixed to (224 × 224). All the training runs are performed on a single Nvidia
RTX 3090 graphic card.
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Table 7.1 Semantic Segmentation results on real images in different crop fields. For each
crop, a model has been trained on synthetic data, only using 100 additional real images
containing miscellaneous crops different from the test set.

Model Real Test IoU Train Data Real Test Data

Vineyard 0.6950 13840 500
Apples 0.8398 15280 210
Pear 0.8778 7980 140

Table 7.1 reports the results obtained testing the trained segmentation DNN on
real images in terms of Intersection over Union (IoU). Fig. 7.4 also shows some
qualitative results on sample images collected on the field during the test campaign.

Simulation Environment

The proposed control algorithm underwent testing using the Gazebo simulation
software2. Gazebo was chosen due to its compatibility with ROS 2 and its ability
to integrate plugins simulating sensors, including cameras. A Clearpath Jackal
model was employed to evaluate the algorithm’s performance. The URDF file
from Clearpath Robotics, containing comprehensive information about the robot’s
mechanical structure and joints, was utilized. In the simulation, an Intel Realsense
D435i plugin was employed, placed 20 cm in front of the robot’s center, and tilted
upward by 15◦: this configuration enhanced the camera’s visibility of the upper
branches of trees. The assessment of the navigation algorithm took place in four
customized simulation environments, each designed to mirror distinct agricultural
scenarios. These environments included a conventional vineyard, a pergola vineyard
characterized by elevated vine poles and shoots above the rows, a pear field populated
with small-sized trees, and a high-tree field where the canopies interweave above
the rows. Each simulated field features varied terrains, replicating the irregularities
found in real-world landscapes. Comprehensive measurements for each simulation
world can be found in Table 7.2. In the experimental phase of this study, we adopted
frame dimensions of (h,w) = (224,224), matching the input and output sizes of
the neural network model, with a channel count of c = 3. The maximum linear
velocity was set to vx,max = 0.5m/s, and the maximum angular velocity was capped
at ωz,max = 1rad/s. The angular velocity gain, denoted as ωz,gain, was fixed at 0.01,

2https://gazebosim.org

https://gazebosim.org
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and the Exponential Moving Average (EMA) buffer size was set to 3. Additionally,
the depth threshold was adjusted based on the specific characteristics of different
crops. Specifically, it has been empirically set at 5 m for vineyards, raised to 8 m for
pear trees and pergola vineyards, and further increased to 10 m for tall trees, taking
into account the average distance from the rows in various fields.

RGB Masked Depth Histogram

(a)

(b)

(c)

(d)

Fig. 7.5 Sample outputs of the proposed SegMinD algorithm for High Trees (a), Pear Trees
(b), Pergola Vineyard (c), and Vineyard (d). Predicted segmentation masks are refined cutting
values exceeding a depth threshold. The sum over mask columns provides the histograms
used to identify the center of the row as its global minimum.
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Table 7.2 Dimensions of various simulated crops indicate the average values for the distance
between rows, the spacing between plants within a row, and the heights of the plants.

Gazebo worlds Rows distance [m] Plant distance [m] Height [m]

Common vineyard 1.8 1.3 2.0
Pergola vineyard 6.0 1.5 2.9
Pear field 2.0 1.0 2.9
High trees field 7.0 5.0 12.5

(a) (b)

(c) (d)

Fig. 7.6 Gazebo simulated environments were employed to assess the SegMin approach in
various crop rows of significance, including wide rows with high trees (a), a slender row of
pear trees (b), an asymmetric pergola vineyard with irregular rows (c), and both straight and
curved vineyard rows (d). For the latter scenario, the evaluations were conducted in both the
second row from the top and the second row from the bottom.

Navigation Results in Simulation

The comprehensive evaluation of the SegMin navigation pipeline and its variant,
SegMinD, took place in realistic crop fields within a simulation environment, em-
ploying pertinent metrics for visual-based control without the need for precise robot
localization, aligning with methodologies from prior studies [199, 19]. The camera
frames were published at a frequency of 30 Hz, with inference conducted at 20 Hz
and velocity commands from controllers published at 5 Hz. The evaluation utilized
the testing package from the open-source PIC4rl-gym3 in Gazebo [27]. The chosen

3https://github.com/PIC4SeR/PIC4rl_gym

https://github.com/PIC4SeR/PIC4rl_gym
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Table 7.3 Navigation outcomes across diverse test fields were assessed using the SegMin,
SegMinD, and the SegZeros segmentation-based algorithms. The evaluation employed
metrics to gauge the efficacy of navigation, including clearance time, and assessed precision
through Mean Absolute Error (MAE) and Mean Squared Error (MSE) by comparing the
obtained path with the ground truth. Additionally, kinematic information about the robot’s
navigation was captured through the cumulative heading average γ[rad], mean linear velocity
vavg[m/s], and the standard deviation of angular velocity ωstddev[rad/s]. Notably, SegZeros
proved impractical for scenarios involving tall trees, pear trees, and pergola vineyards.

Test Field Method Clearance [s] MAE [m] MSE [m] Cum. γavgγavgγavg [rad] vavgvavgvavg [m/s] ωstddevωstddevωstddev [rad/s]

High Trees SegMin 40.41 ± 0.12 0.27 ± 0.01 0.08 ± 0.00 0.08 ± 0.00 0.49 ± 0.00 0.05 ± 0.00
SegMinD 40.44 ± 0.51 0.17 ± 0.01 0.04 ± 0.00 0.05 ± 0.00 0.48 ± 0.01 0.06 ± 0.02

Pear Trees SegMin 42.06 ± 1.23 0.03 ± 0.01 0.00 ± 0.00 0.01 ± 0.00 0.48 ± 0.00 0.11 ± 0.05
SegMinD 42.26 ± 1.91 0.03 ± 0.02 0.00 ± 0.00 0.02 ± 0.00 0.48 ± 0.01 0.03 ± 0.00

Pergola Vine. SegMin 40.86 ± 0.39 0.08 ± 0.01 0.01 ± 0.00 0.03 ± 0.02 0.48 ± 0.00 0.17 ± 0.02
SegMinD 41.14 ± 0.33 0.10 ± 0.05 0.01 ± 0.01 0.03 ± 0.01 0.48 ± 0.00 0.20 ± 0.03

Straight Vine. SegMin 50.51 ± 0.31 0.11 ± 0.00 0.01 ± 0.00 0.03 ± 0.00 0.49 ± 0.00 0.08 ± 0.01
SegMinD 50.63 ± 0.28 0.11 ± 0.01 0.02 ± 0.00 0.03 ± 0.01 0.49 ± 0.00 0.09 ± 0.01
SegZeros 53.69 ± 1.03 0.14 ± 0.03 0.02 ± 0.01 0.03 ± 0.0 0.46 ± 0.01 0.09 ± 0.01

Curved Vine. SegMin 53.32 ± 0.25 0.12 ± 0.01 0.02 ± 0.00 0.04 ± 0.01 0.49 ± 0.00 0.09 ± 0.02
SegMinD 51.44 ± 1.03 0.09 ± 0.01 0.01 ± 0.00 0.01 ± 0.00 0.48 ± 0.01 0.06 ± 0.01
SegZeros 71.05 ± 27.13 0.11 ± 0.04 0.02 ± 0.01 0.05 ± 0.01 0.40 ± 0.13 0.11 ± 0.04

metrics aimed to assess the navigation effectiveness, measured by clearance time
and precision, involving a quantitative comparison of obtained trajectories with a
ground truth trajectory using Mean Absolute Error (MAE) and Mean Squared Error
(MSE). Ground truth trajectories were computed by averaging interpolated poses of
plants within rows. In the case of an asymmetric pergola vineyard, a row referred to
the portion without vegetation on top, as depicted in Fig. 7.6 (c). The algorithms’
response to terrain irregularities and row geometries was also studied, encompassing
significant kinematic information about the robot. The evaluation considered the
cumulative heading average γ[rad] along the path, mean linear velocity vavg[m/s],
and standard deviation of angular velocity ωstddev[rad/s]. These metrics provided
insights into how well the algorithms maintained the robot’s correct orientation, with
the mean value of ω consistently approaching zero due to successive orientation
corrections.

The complete set of results is outlined in Table 7.3. Each metric is accompanied by
both the average value and standard deviation, reflecting the repetition of experiments
in three runs on a 20 m long track within each crop row. The proposed method
effectively addresses the challenge of guiding the robot through rows of trees with
dense canopies, such as high trees and pears, even in the absence of a localization
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system. It also demonstrates proficiency in unique scenarios, like navigating through
pergola vineyards. The presence of plant branches and wooden supports poses a
challenge for existing segmentation-based solutions. These solutions, built on the
assumption of identifying a clear passage by focusing solely on zeros in the binary
segmentation mask [199], encounter limitations in our tested scenarios. In our result
comparisons, we term this prior method as SegZeros, utilizing the same segmentation
neural network for assessment.
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Fig. 7.7 Trajectories comparison between our proposed algorithms (SegMin and SegMinD)
and the ground truth central path (GT): Pears (top), High Trees (center), Curved Vineyard
(bottom). In the last graph, the trajectory generated with the SegZeros algorithm is also
reported for comparison.

The SegMin methodology, based on histogram minimum search, proves to be a
resilient solution for guiding the robot through tree rows. The incorporation of
depth inverse values as a weighting function in SegMinD enhances the algorithm’s
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precision, particularly in navigating through challenging scenarios like wide rows
(high trees) and curved rows (curved vineyard). Furthermore, these innovative
methods exhibit competitive performance even in standard crop rows, where a
clear passage to the end of the row is discernible in the mask without canopy
interference. Compared to the previous segmentation-based baseline method, the
histogram minimum approach significantly reduces navigation time and enhances
trajectory precision in both straight and curved vineyard rows. On the other hand, the
search for plant-free zero clusters in the map proves to be less robust and efficient,
leading to undesired stops and an overall slower and more oscillating behavior during
navigation. Additionally, the standard deviation of angular velocity aligns with the
results obtained, being smaller in cases where the trajectory is more accurate, while
the cumulative heading exhibits larger values when the algorithms demonstrate
increased reactivity. The trajectories generated by SegMin, SegMinD, and SegZeros
algorithms are visually depicted in Fig. 7.7 within representative scenarios. These
scenarios include a cluttered, narrow row featuring small pear trees, a wide row
with high trees, and curved vineyards where the state-of-the-art SegZeros method is
applied.

Navigation test on the field

The overall navigation pipeline of SegMin and its variant SegMinD are tested in
real crop fields, evaluating the results with relevant metrics for visual-based control
without precise localization of the robot, as done in previous works [199, 19]. The
robotic platform employed to perform the tests is a Clearpath Husky UGV equipped
with a LiDAR Velodyne Puck VLP-16, an RGBD camera Realsense D455, an AHRS
Microstrain 3DM-GX5 and a Mini-ITX computer with an Intel Core i7 processor and
16 GB of memory. The camera frames were captured at a rate of 30 Hz, inference
was performed at 20 Hz, and velocity commands were published at 5 Hz. In this
section’s experiments, ground truth trajectory was unavailable due to the complexity
and demanding nature of measurement, which requires sophisticated instruments for
sufficient accuracy. Instead, the lateral displacement of the rover within the row was
determined using point clouds from the LiDAR. Points were clustered to separate the
two rows, then fitted by a straight line, followed by computing the shortest distance
from the plants to the origin, i.e., the center of the robot, where the sensor is mounted,
for both lanes. The AHRS measured the rover’s heading and compared it with the
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average heading of the row obtained from satellite images, considering the tested
rows are straight.

Table 7.4 Navigation results of the real-world testing of the algorithms. SegMinD has been
tested on apple and pear orchards. A comparison has been performed between the algorithms
SegZeros, SegMin and SegMinD in a vineyard row choosing the same parameters: depth
threshold set to 8.0 m and pixel-wise confidence to 0.7.

Algorithm MAE [m] RMSE [m] Cum. γavgγavgγavg [rad] ω STD [rad/s]

Apple Trees SegMin 0.16708 0.18841 -0.03278 0.04112
SegMinD 0.07208 0.09110 0.10709 0.06881

Pear Trees SegMin 0.46540 0.47309 0.03066 0.12924
SegMinD 0.28435 0.29792 0.03004 0.13074

Vineyard
SegZeros 0.16669 0.17011 -0.01282 0.02675
SegMin 0.23045 0.24193 -0.03372 0.11451
SegMinD 0.16007 0.17093 -0.11478 0.10127

The performances of the proposed control have been evaluated on two different
plant orchards, i.e., apples and pears, and a vineyard. The performance metrics are
reported in Table 7.4. The trajectories of the best test for each crop field and the
comparison between the proposed algorithms, SegMin, SegMinD, and SegZeros,
are represented in Fig. 7.8. Overall, the novel control laws can effectively solve the
problem of guiding the robot through tree rows with thick canopies (high trees and
pears) without a localization system in a real-world scenario.

Moreover, the algorithms SegMin and SegMinD demonstrate the ability to generalize
to the common case without obstruction by canopies. As shown by the comparison
performed in the vineyard, they obtained results in line with the existing SegZeros.
The algorithms SegMin and SegMinD show their effectiveness in maintaining the
robot on the desired central line, even recovering from strong disturbances. As
can be noticed by the trajectories in pear and apple trees (top and central plots in
Fig. 7.8), sudden drifts of the robot are caused by fruits, branches, stones, and
disparate irregularity of the terrain. Those small obstacles cannot be precisely sensed
and tackled with classic obstacle avoidance algorithms; hence, the resilience of the
control algorithms to these external factors is crucial to keep the robot on track.
Differently, in vineyard rows, grass and cleaner terrain induce smoother overall
trajectories.
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Fig. 7.8 Trajectory results of relevant tests performed on the field. In order from top to
bottom: navigation in pear tree rows using SegMinD, navigation in apple tree rows using
SegMinD, and trajectory comparison of all three algorithms in a vineyard row. Sudden drifts
in orchards traversal are caused by fruits, small obstacles, and irregularity in the terrain.

Finally, an ablation study is carried out on a vineyard row to assess the impact of key
parameters on the proposed control strategy within the novel SegMinD algorithm.
Specifically, the study explores the effects of the depth image max distance and
pixel-wise confidence threshold of the predicted segmentation mask. The findings,
detailed in Table 7.5, indicate that a confidence level greater than 0.5 is required for
achieving robust behavior, filtering mask portions with uncertain prediction. Indeed,
results with a confidence level of 0.3 exhibit a high standard deviation in the angular
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Table 7.5 Ablation study on SegMinD algorithm performance: relevant parameters of the
segmentation control system are explored for a better understanding of their impact on the
overall result. Three values of depth threshold and prediction confidence are selected for the
ablation.

Depth threshold MAE RMSE Cum. γavgγavgγavg [rad] ω STD [rad/s]

Confidence 0.3

5.0 0.35234 0.36031 -0.27982 0.99039
8.0 0.22854 0.23814 -0.01200 0.25087
11.0 0.35295 0.36281 0.06704 0.38422

Confidence 0.5

5.0 0.22456 0.23915 0.02729 0.42077
8.0 0.15794 0.17106 -0.19994 0.40949
11.0 0.45508 0.45754 0.00374 0.10303

Confidence 0.7

5.0 0.38653 0.39433 0.02949 0.46574
8.0 0.11928 0.15057 -0.04034 0.12565
11.0 0.39656 0.40279 -0.01696 0.35989

velocity command. Regarding the depth image maximum distance, three values are
tested: 5, 8, and 11 m. A low value of 5 m produces sub-optimal results compared to
an intermediate value of 8 m. In this scenario, the noise in the segmentation has a
more pronounced effect as the long-view geometry of the row is not considered in the
computation of the histogram, including only close plants. Conversely, a high value
for the depth threshold leads to inferior results due to the insufficient precision of
the depth camera, resulting in artifacts that can compromise overall performance. In
conclusion, the optimal outcome is achieved with a high confidence in the prediction
and an intermediate depth threshold of 8 m.

7.2 Position-agnostic controller with Deep Reinforce-
ment Learning

Classical navigation algorithms execute perception, planning and control as sepa-
rate concatenated stages, increasing the overall risk of error in each sub-module.
Differently, policy learning methods can directly map raw input data to actions,
drastically simplifying the whole navigation algorithmic pipeline. Model-free Deep
Reinforcement Learning (DRL) optimizes a parametric policy without accessing the
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dynamic model of the environment, allowing to train an agent to navigate in unseen
environments. DRL has recently emerged as a powerful approach for autonomous
vehicles [210] and mobile robot navigation [93].

Fig. 7.9 At each time instant t, the proposed agent receives as inputs a raw noisy depth
image Dt , the previous velocity commands [vt−1,ωt−1] and the yaw ψt , to generate the
new commands [vt ,ωt ]. Since no explicit localization is required, the agent performs a
positioning-independent navigation in the vineyard row.

7.2.1 Task Formulation

Similarly to the problem described in Chapter 4, the navigation problem is modeled
in a reinforcement learning framework. Therefore, the problem is formulated as a
Markov Decision Process (MDP) described by the tuple (S,A,P,R,γ) [211]. An
agent starts its interaction with the environment in an initial state s0, drawn from
a pre-fixed distribution p(s0) and then cyclically select an action at ∈ A from a
generic state st ∈ S to move into a new state st+1 with the transition probability
P(st+1|st,at), receiving a reward rt = R(st,at). A parametric policy πθ representing
the agent behaviour is optimized during the training. In the context of autonomous
navigation, we model the MDP with an episodic structure with maximum time
steps T , hence the agent is trained to maximize the cumulative expected reward
Eτ∼π ∑

T
t=0 γ trt over each episode, where γ ∈ [0,1) is the discount factor. More in

detail, we use a stochastic agent policy in an entropy-regularized reinforcement
learning setting, in which the optimal policy π∗

θ
with parameters θ is obtained

maximizing a modified discounted term:

π
∗
θ = argmax

π

Eτ∼π

T

∑
t=0

γ
t [rt +αH(π(·|st))] (7.12)
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WhereH(π(·|st)) is the entropy term which increases robustness to noise through
exploration, and α is the temperature parameter which regulates the trade-off between
reward optimization and policy stochasticity.

Reward

The potential outcome of the vineyard navigation task can be easily summarized in
a binary output: the robot successfully arrives at the end of the row or it does not.
However, this sparse reward feedback can be assigned to the agent only in the case
of a completed successful episode, which is an improbable event all over the initial
learning phases. According to this, reward shaping is the typical process which leads
researchers to analytically specify the desired behaviour to the agent thanks to a
dense reward signal assigned at each time step. Moreover, this approach allows to
precisely express secondary desired behaviours. In this application scenario, we
identify three key features of an ideal optimal policy: a complete collision-free travel
in the vineyard row, a centered trajectory and a proper orientation. Nonetheless, the
reward can be computed during the training in simulation exploiting positioning data
that is not needed at test time by the agent. To this end, we first define a reward
contribution rh to keep the robot oriented towards the end of the row:

rh =

(
1−2

√∣∣∣∣φπ
∣∣∣∣
)

(7.13)

where φ is the heading angle of the robot, namely the angle between its linear velocity
and the end of the row. We consider rh as a fundamental feedback to let the agent
understand how to counteract the sudden angular deviations imposed by the irregular
terrain, which is realistically generated in our simulated world. Then, in order to
obtain a central trajectory, we consider the possibility of directly scoring the distance
of the robot from the center of the row. However, this approach requires to compare
the robot pose with the mean line of each specific row at each step, and nonetheless
it results in a slow and inefficient policy when combined with the heading reward rh.
For this reason, we prefer a distance-based reward to strongly encourage the agent to
reach the end of the row:

rd = dt−1−dt (7.14)

where dt−1 and dt are euclidean distances between the robot and the end of the row
(EoR) at successive time steps, as shown in Fig. 7.10. Robot pose information is



7.2 Position-agnostic controller with Deep Reinforcement Learning 147

Fig. 7.10 The reward at each time step t is computed as a function of the distances from the
end of the row (EoR) dt and dt−1, and the angle φt between the robot orientation and the
shortest path to EoR. This information is available while training the agent although it does
not constitute its input.

uniquely used for reward computing while training, and is not included as agent
input, as better specified in the following subsection 7.2.1. We finally include a
sparse reward contribution for end-of-episode states, assigning rs = 1000 for the
successful completion of the task, rc =−500 if collision occurs, and rψ =−500 if
the robot overcomes a ±85◦ yaw limit. Stopping the episode when the robot exits
the vineyard row or reverses its motion direction is fundamental to keep collecting
meaningful sample transitions for the task.

The final reward signal results to be as follows:

r = a · rh +b · rd +


rs if Success

rc if Collision

rψ if Reverse

(7.15)

Where a = 0.6 and b = 35 are numerical coefficients to efficiently integrate the
diverse reward contributions in the final signal.

Policy Network

We define the parametrized agent policy with a deep neural network. We train the
agent with the Soft Actor-Critic (SAC) algorithm presented in [76], which allows for
a continuous action space. In particular, we instantiate a stochastic Gaussian policy
for the actor and two Q-networks for the critics.



148 A Deep Learning Pipeline for Autonomous Navigation in Row-based Crops

Depth Image 

State 
Info

Yaw

Linear Velocity

Angular Velocity

Concat

Activation

GlobalAveragePooling Conv2D MaxPooling FC

Fig. 7.11 Architecture of the actor policy network. A convolutional backbone extracts
features from the depth image Dt . The features are then concatenated to the input vector
[vt−1,ωt−1,ψt ] and two fully connected layers output the action vector [vt ,ωt ] with specific
activation functions.

Input features We select the input features of the policy network only considering
the odometric and perception data available during the vineyard navigation task. To
this end, we identify a set of input features which enables a localization-independent
navigation, and an affordable perception system such as a simple depth camera.
Several iterations lead us to the choice of three key elements as agent inputs.

1) The previous set of velocity commands [vt−1,ωt−1] to provide information about
its current motion and temporal continuity to the agent and avoid strongly oscillating
or disentangled commands.

2) The yaw of the robot ψt measured at the current time instant t, which is always
available thanks to an IMU sensor on the robot. The simple yaw angle does not
represent the required optimal heading angle φt for the task. Indeed, such angle
depends on the robot position, which is not available at test time in GPS-denied
conditions. However, the yaw ψt provides awareness about the actual orientation of
the robot and helps in generating smooth collision-free velocity commands.

3) A raw noisy depth image of size (112×112). Each pixel of the image contains
a distance in the range of [0.0,5.0]m and it is the only perception data of the en-
vironment the agent exploits to guide the robot through the vineyard. Processing
the image, the agent acquires the necessary knowledge on obstacles and it can also
visually infer its current orientation with respect to the end of the visible row. A
reduced size of the image allows to obtain a compact latent representation of only
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32 features. The choice of depth images is also motivated by the aim of reducing
the simulation-to-reality gap. Indeed, depth images are only marginally affected by
visual features. On the other hand, real depth images may present peculiar noisy
behaviours, so we add to each raw image two different noises: a first uniform random
noise with values in [−0.5,0.5]m, and a second random noise proportional to the
depth values in the image, also in the range [−0.5,0.5]m. The second noise aims at
disturbing more heavily the higher-distance points. Overall, each pixel presents at
most a perturbation of ±1m.

Output actions The policy network predicts an action at = [vt ,ωt ] at each time
step, which directly represents the required linear and angular velocity command to
control the robot. This choice is mainly dictated by the differential-drive steering
model of the robotic platforms we use, and it also allows to easily integrate the
system with ROS standard command messages.

Network architecture The architecture of the policy network presents a double
input structure, represented in Fig. 7.11. A convolutional feature extractor is
designed to efficiently map the depth image in a compact latent representation,
inspired by the work proposed for visual SAC in [212]. However, we avoid the
adoption of an encoder-decoder structure and an additional reconstruction loss. Our
solution allows the agent to easily learn how to extract relevant feature for the task
autonomously. Firstly, the feature extractor takes the depth image Dt (H×W ) as
input. It consists of two convolutional layers (kernel size K = 3, F = 32 filters, strides
S1 = 2 and S2 = 1 respectively) with ReLU activations followed by a max pooling
layer (pool size P = 2), two more convolutional layers (with the same structure
as the previous ones), and a global average pooling layer. The features are then
concatenated to the position-agnostic robot state input vector, which includes the
measured yaw ψt and the previous action command (linear velocity vt−1 and angular
velocity ωt−1). The resulting vector is processed by two fully connected layers with
N = 256 neurons and ReLu activation. Finally, an additional output layer predicts
the action vector [vt ,ωt ], using tanh as activation function. The linear velocity vt is
further squashed to (0,0.5) to match the velocity profile of the robot. As we use a
stochastic Gaussian policy, the network actually predicts the mean and the standard
deviation of each action distribution, which are used to sample a value from the
derived distribution while training. Instead, the mean value is directly used as output
at test time. The critic network structure is identical to the actor one, except it takes
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also the predicted action vector in input and outputs an estimate of the Q value and it
is trained according to the SAC algorithm.

Random Initialization Strategy A critical condition of the vineyard environment is
its constrained geometry. As a consequence, the agent usually collides in few steps in
the early stage of the DRL training, exploring a drastically reduced number of states
of the environment. This behaviour negatively affects the generalization properties of
the agent and more generally the probability of a stable convergence of the training
algorithm. For this reason, we identify a set of counteractions to effectively train the
policy: 1) The vineyard training stage comprises different vineyard rows where the
robot travels during the same training simulation to encourage better generalization
derived from a higher number of visited states. 2) The robot is initialized in a
new random pose in the vineyard every 10 episodes, varying its [x0,y0] position
coordinates and its initial yaw ψ0, enabling also the agent to travel the rows in both
direction. Consequently, the agent is able to visit the final sections of rows from the
beginning of the simulation, significantly speeding up the convergence of the training
with better generalization results. 3) An initial exploration phase is combined with
an additional ε-greedy policy which samples random values in the action spaces with
a probability that is exponentially reduced with the increase of episodes to maintain
a proper level of exploration during the whole training.

7.2.2 DRL agent experiments

In this section we present the experimental session followed to validate the proposed
methodology in a simulated vineyard, with the aim of answering to the following
questions:

1) Is the agent able to successfully accomplish the task of vineyard navigation in an
unseen environment?

2) How well can the agent guide the robot through the vineyard? In particular, our
main objective is to evaluate the quality of the produced trajectory in terms of number
of collisions, centrality, and average velocity commands.

3) How well can the agent generalize to new testing conditions such as a different
robotic platform or an increased level of noise in the depth image?

To this end, we firstly report the performance of our navigation agent in the testing
environment evaluating the quality of the trajectory and the overall behaviour of the
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robot on several repeated tests. Moreover, we test the generalization and robustness
properties of our trained policy, varying the robotic platform and increasing the noise
in the depth images. Finally, we provide an analysis of the real-time performance on
different computational systems.

(a) Training Env

(1)

(2)

(3)

(4)

(5)

(b) Testing Env

Fig. 7.12 Training (a) and testing (b) simulation environments. Intentional gaps and curves
are introduced in (b) to provide a challenging environment for the agent. Testing rows are
numbered as referenced in the results section.

Vineyard navigation test in simulation

The agent have been validated on the five vineyard rows of the testing environment
of Fig. 7.12: two straight rows, two curved rows and a hybrid row. We perform a
total amount of ten tests for each row, half in the forward direction (F) and half in the
reverse direction (R). We repeat tests multiple times to better validate our approach
and obtain more consistent results. The main approach to validate autonomous
navigation algorithms is to compare the trajectory followed by the platform with a
ground truth path. We compute the median line for each vineyard row in the testing
environment, performing a mean operation between two adjacent rows, then we
fit the obtained median points with a fifth-order polynomial in order to achieve an
accurate ground truth line. Afterwards, we compare the robot trajectory with the
computed ground truth lines in order to estimate its Mean Absolute Error (MAE)
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(a) (b) (c)

Fig. 7.13 Results achieved by the agent in the testing environment. (a) resumes the perfor-
mance on all the rows, where the agent follows a trajectory very close to the optimal one. In
(b), the agent recovers from a critical situation given by gaps in the row. In (c), the agent fails
and switches to the adjacent row but still reaches the end of the vineyard without collisions.

and Root Mean Square Error (RMSE). Moreover, for each test we report the number
of trials in which the UGV is able to successfully reach the end of the row.

Table 7.6 presents the complete quantitative evaluation of the experiment. Despite
the difficulty of the test environment, the learned policy demonstrates the ability of
correctly guiding the robot through different rows. As expected, the agent performs
slightly better on the straight test rows (1 and 2) compared to the curved ones (4
and 5), since the conditions are closer to the training scenario. That is proved by
the lower MAE and RMSE values. Failures mostly occur in the hybrid test row 3R
(2 successes out of 5) and in the curved row 5F (3 successes out of 5), due to the
presence of a wide gap between the plants. However, the agent is able to correctly
cope with gaps in the other tests. Fig. 7.13 presents some examples of trajectories
obtained during the test phase, particularly relevant to the gap handling. During the
tests shown in Fig. 7.13a, the agent is able to follow a path very close to the optimal
one. In Fig. 7.13b, the gap causes a suboptimal behavior, but the agent is still able to
recover the correct path. On the other hand, in Fig. 7.13c, an example of a failure is
presented. It is worth citing that, despite following the wrong path, the agent is still
able to avoid collisions. The overall results report an MAE of 0.114m, an RMSE of
0.136m and a success rate of 45/50 total runs, which is a considerably positive result.

Generalization, Robustness and Real-Time Performance

We conduct further experiments to evaluate the generalization and robustness prop-
erties of the trained policy varying two separate impacting conditions: the rover
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Table 7.6 Performance of the agent in the test environment (forward F and reverse R). We
include both MAE and RMSE metrics (lower is better), the actions v and ω (mean and
standard deviation) and the success rate (higher is better). The last row reports the overall
mean results and metrics.

Test Row Row Shape MAE [m] RMSE [m] v [m/s] ω [rad/s] Success

1F Straight 0.076 0.089 0.493 ± 0.020 -0.027 ± 0.538 5/5
1R Straight 0.131 0.141 0.478 ± 0.053 -0.030 ± 0.623 5/5

2F Straight 0.068 0.076 0.488 ± 0.037 -0.028 ± 0.642 5/5
2R Straight 0.087 0.105 0.489 ± 0.037 -0.001 ± 0.610 5/5

3F Hybrid 0.120 0.154 0.497 ± 0.003 -0.012 ± 0.353 5/5
3R Hybrid 0.100 0.130 0.494 ± 0.017 -0.036 ± 0.610 2/5

4F Curved 0.164 0.191 0.468 ± 0.079 -0.008 ± 0.687 5/5
4R Curved 0.081 0.097 0.484 ± 0.059 -0.014 ± 0.493 5/5

5F Curved 0.112 0.145 0.486 ± 0.057 -0.005 ± 0.571 3/5
5R Curved 0.201 0.233 0.445 ± 0.122 -0.042 ± 0.656 5/5

Overall - 0.114 0.136 0.482 ± 0.048 -0.020 ± 0.578 45/50

Table 7.7 Comparison of agent generalization capabilities on a different robotic platform.
We test the rovers on both straight (1F) and curved (4F) rows, reporting the average results
among 3 runs.

Row Rover Success Tavg [s] MAE [m] RMSE [m]

Straight
Jackal 3/3 78 0.079 0.088
Husky 3/3 69 0.081 0.098

Curved
Jackal 3/3 78 0.085 0.101
Husky 2/3 88 0.112 0.138

platform and the amount of noise in the depth image. These additional tests are per-
formed on two different rows of the testing environments: one straight (Row 1F) and
one curved (Row 4F). We repeat each test three times for a consistent comparison in
both the configurations. Moreover, we analyze the inference timing of the proposed
agent with different computational systems in order to report the ability of the actual
platforms to run the policy on-board in real-time.

Different Robotic Platform We choose the Husky UGV4 to test our policy with a
different platform. The Husky URDF model is also provided by Clearpath Robotics.
Husky has an overall size Length ×Width × Height equal to 990×670×390 mm,
compared to the smaller Jackal size of 508×430×250 mm. The larger footprint

4https://clearpathrobotics.com/husky-unmanned-ground-vehicle-robot/
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Table 7.8 Success rate of the agent tested with increasing noise factor in both straight (1F)
and curved (4F) vineyard rows with three trials for each test run.

Noise Factor 2 4 6 8 10

Success (Straight Row) 3/3 3/3 3/3 2/3 0/3

Success (Curved Row) 3/3 3/3 3/3 3/3 0/3

 [
m

/s
]

 [
ra

d/
s]

(a) (b)

Fig. 7.14 Model robustness to noise. We report the mean and standard deviation for v (a) and
ω (b), highlighting how the predictions of the policy network tend to oscillate more when
the noise level increases. However, the agent is able to reach the end of the row in almost all
the cases even with high levels of noise.

and the increased height of the camera constitute sensible variations for the agent,
which needs to select actions accordingly to manage collision avoidance. Overall,
the results presented in Table 7.7 can be considered successful: the agent is able to
guide the new UGV to the end of the vineyard row with a success rate of 3/3 in
the straight case and 2/3 in the curved case. Despite the slight degradation in the
MAE and RMSE of the trajectory and a longer time required in the curved row, the
agent demonstrates to generalize well with different platforms, taking into account
the considerable differences between the two robotic platforms.

Depth Image Noise Real-world depth images often present unpredictable noisy
behaviours. Aware of that, we investigate the ability of our solution to resist to
heavier noise in the observations, by gradually applying a multiplicative factor to
the noise in the images. The trained policy demonstrates to be robust to noise by
successfully reaching the end of the row until using a maximum noise factor of 10.
We consider noise multiplication factors of 2,4,6,8,10, obtaining the success rate
presented in Table 7.8. Moreover, we show the effect of the increased noise in the
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velocity commands generated by the agent in Fig. 7.14. The mean value of the linear
velocity commands is reduced proportionally to the increase of the perturbation
in the depth image, demonstrating how the agent prioritizes a safe traveling with
respect to speed. On the other hand, the standard deviation in both velocities result
to be much higher, suggesting uncertainty and oscillation in the robot behaviour.
Nonetheless, considering the degradation level used in the depth image, the obtained
performances are strongly encouraging in terms of noise tolerance and robustness.

Table 7.9 Real-time inference performance of the actor policy network on different hardware
configurations. Each test is reported with a statistic on 100 independent trials.

Platform CPU Model T [ms]

Jackal Intel i3-4330TE@2.40GHz
TF 6.20±1.50

TFLite 1.96±0.11

Husky Intel i7-6700TE@2.40GHz
TF 4.42±1.35

TFLite 1.24±0.21

NUC Intel i5-1145G7@2.60GHz
TF 2.80±0.62

TFLite 0.63±0.39

Real-Time Performance As additional analysis, we test inference timings of the
actor policy network on three different computing hardware to investigate its per-
formance on real platforms. In particular, we test the computers mounted on Jackal
and Husky UGVs, together with an Intel NUC mini PC, an emerging solution as
on-board computing hardware for robotics platforms. For our test, we apply network
optimizations with the TensorFlow Lite5 library, obtaining the float32 .tflite con-
verted model. Results presented in Tab. 7.9 show how all the considered hardware
configurations can easily reach real-time performance and that TFLite conversion
heavily decreases inference timings.

5https://www.tensorflow.org/lite



Chapter 8

Waypoint Generation in Row-based
Crops with Deep Learning and
Contrastive Clustering

A reliable autonomous navigation system is a fundamental problem to enable au-
tomatic operation in agriculture. Row-based crops fields such as vineyards and
orchards presents constrained geometries, that often hinder the usage of common
navigation solution. As discusses in Chapter 7, many local planners have been pro-
posed combining Deep Learning (DL) with computer vision [204, 21, 19] or other
sensor processing methods [213–215]. However, local planners provide a solution
for intra-row navigation only, and therefore a global path generator is always needed.
In a complex scenario such as a row-based environment, where traversing each row
is the practical navigation goal, the problem of developing an efficient global path
planner has been quite neglected by the research community. Existing solutions
usually tackle the problem by clustering visual data obtained from satellites or UAVs.
For example, in [216] authors use a classical clustering method to identify vineyard
rows from a 3D model of the terrain reconstructed from UAV data and then compute
the path accordingly. However, as pointed out in [217], the extraction of relevant
information about rows geometry from images can be a complex task, in addition to
being extremely computationally expensive. This limitation also holds considering
other approaches besides clustering. For instance, in [218] authors adopted 3D point
cloud aerial photogrammetry to detect the structure of vineyards.
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Recently, the DeepWay method [219] has been proposed to efficiently combine DL
and clustering for the generation of start and end row waypoints given an occupancy
grid of the vineyard. Moreover, novel contributions adopted the same paradigm and
training procedure to extend the coverage to arbitrary unstructured environments
[220]. Despite being an important baseline for row-based path generation, DeepWay
leaves substantial space for improvement. In particular, it applies DBSCAN clus-
tering [221], followed by a complex heuristic geometrical post-processing heavily
based on angle estimation, to discriminate start waypoints from end waypoints. How-
ever, this method performs poorly in a wide range of real-world situations, including
curved crops and rows of different lengths.

In this chapter, we complete the description of the Deep Learning pipeline for row-
based crops navigation introduced in Chapter 7 with a novel solution for waypoint
generation that combines DL with a contrastive clustering approach [22]. To this
end, we conceive a new DNN architecture to simultaneously predict the position
of the navigation waypoints for each row and cluster them in a single forward step.
Hence, we train our model with an additional contrastive loss on a synthetic dataset
of top-view vineyard maps and test it on manually-labeled real satellite images. The
experimentation conducted demonstrates that the proposed solution successfully
predicts precise waypoints also in real-world crop maps. We also consider complex
conditions such as curved rows, differently from previous solutions based on classical
clustering algorithms.

8.1 Methodology

Due to its intrinsic nature, every row-based crop is characterized by a set of lines or
curves that identify two regions comprising the starting and ending points of each
row, respectively. In this scenario, a robotic path should cover the whole field, and it
can be divided into intra-row segments, that connect the starting region to the ending
region, and inter-row segments, that connect two starting or two ending points. Given
an optimal estimation of these starting and ending waypoints, it is possible to plan
a full-coverage path in the row-based environment simply by alternating intra-row
and inter-row segments. Therefore, the planning process heavily relies on two main
steps: waypoint estimation, which identifies candidates for the points of interest, and
waypoint clustering, which assigns each estimated point to one of the two regions.
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Fig. 8.1 Architecture of the backbone and the two regression heads. The number of residual
reduction modules in the main block R determines the backbone compression factor K =
2R+1.

Following the same approach presented in [219], we frame the waypoint generation
process as a regression problem, in which we estimate the coordinates of the points
with a deep neural network, starting from a top-view map of the environment. The
map consists of a 1-bit single-channel occupancy grid that identifies with 1 the plant
rows and with 0 the free terrain. Therefore, this kind of estimation process can
be easily applied to geo-referenced segmented masks of the target fields obtained
from satellites or UAV imagery. The waypoints and the planned path can then
be converted from the image reference system to a Global Navigation Satellite
System (GNSS) reference frame to be used in real-world navigation. In addition to
waypoint detection, differently from classical unsupervised methodologies for point
clustering, we propose a supervised approach based on a contrastive loss to perform
point assignment. Therefore, the proposed model simultaneously performs both
estimation and clustering with a single forward pass, without the need for complex
post-processing operations based on heuristic geometrical-based rules.

8.1.1 Backbone Design

We implement the model as a convolutional neural network characterized by a feature
extraction backbone, followed by two specialized heads. A head is responsible for
the estimation task, while the other deals with clustering.

The backbone is designed following the same architecture used in [219]. The
basic block of the network is the residual module, characterized by a stack of
a 2D convolution and spatial and channel attention [63]. Each residual block is
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Fig. 8.2 Residual reduction module architecture. The channel and spatial attentions are
implemented as in [63].
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Fig. 8.3 The input occupancy grid is subdivided into a grid of K×K cells. For each cell, the
waypoint estimation head outputs the probability p of a waypoint presence, as well as the
relative horizontal and vertical displacements with respect to the cell center ∆∆∆ = (∆x,∆y).

followed by a reduction module characterized by convolutions with stride 2 that
progressively halve the spatial dimensions. The backbone is a stack of R residual
reduction modules, made by combining a residual module and a reduction module.
The final part of the network is made by an additional downsampling block, followed
by a transposed convolution upsampling stage, all arranged in a residual fashion.
This combination of compression and expansion has been proved very effective
for different computer vision tasks such as segmentation [222] and representation
learning [223]. Overall, the model performs a dimensionality compression of a factor
of 2R+1, where R is the number of residual reduction modules in the main block.
The complete backbone structure is detailed in Fig. 8.1 and Fig. 8.2.
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8.1.2 Waypoint Estimation

The waypoint estimation is framed as a regression problem, similarly to object detec-
tion approaches in computer vision [162]. In particular, given an input occupancy
grid map X with dimensions H ×W , we subdivide it into a grid of K×K cells.
Each cell is responsible for predicting the probability p that a waypoint falls in that
region, as well as its relative horizontal and vertical displacements with respect to
the cell center ∆∆∆ = (∆x,∆y). The displacements are defined in the range [−1,+1]
and represent a shift relative to half of the cell dimension, with −1 identifying the
left/top borders and +1 the right/bottom ones. An example of prediction with its cor-
respondent displacements is shown in Fig. 8.3. Given a prediction p̂ppout = (x̂out , ŷout)

in the output reference frame, the waypoint coordinates in the input reference frame
p̂ppin can be reconstructed with the following equation:

p̂ppin = p̂ppout K +
K
2
+∆∆∆

K
2

(8.1)

The waypoint estimation head maps the high-level features extracted with the back-
bone to the output space with a 1x1 convolution. The backbone compression factor
2R+1 corresponds to the grid dimension K. Therefore, the output tensor of the estima-
tion branch has a dimension of H/K×W/K×3. We apply a sigmoid activation to
the probability output and a tanh activation to the displacement outputs. We optimize
the network for the waypoint estimation task with a weighted mean squared error
loss. For each output cell uuui, j, the estimation loss is therefore computed as:

l est
i, j = 1

wp
i, j λ∥uuui, j− ûuui, j∥2 +(1−1wp

i, j )(1−λ )∥uuui, j− ûuui, j∥2 (8.2)

where 1wp
i, j ∈ {0,1} is an indicator Boolean function evaluating 1 if a waypoint is

present in that cell, and λ is the relative constant that weights differently positive
and negative cells.

At inference time, we get the list of predicted waypoints by considering all the
cells with probability p over a certain threshold tp. As in standard object detection
methodologies, we also apply a suppression algorithm to decrease the number of
redundant predictions that typically occur when multiple adjacent cells detect the
same waypoint. The algorithm identifies all the groups of predictions with Euclidean
distance within a certain threshold tsup in the input reference frame. For each group,
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Fig. 8.4 In the latent space mapped by f (·), points of the same cluster appear closer together
with respect to points of the other cluster. The mapping function f (·) is implemented with
the backbone and the clustering head together. In this example, the latent space has a
dimensionality D = 2.

the point with highest confidence p is selected, while the remaining predictions are
discarded.

8.1.3 Contrastive Clustering

Once the waypoints are detected, they should be assigned to starting or ending
regions. This task can be seen as a simple binary classification, in which the labels
represent the two clusters. However, in this scenario the actual assigned label is not
relevant, as the only fundamental aspect is whether points of the same group are
assigned the same label. The aim is to discriminate the points of the two regions
without caring about which of them is classified as starting or ending. Indeed, an
optimal path can be successfully planned regardless of the choice of the starting
cluster. This invariance cannot be guaranteed by supervised classification.

For this reason, we model the clustering problem as a supervised representation
learning process. Given the two sets of points A = {ppp | ppp ∈ first cluster} and B =

{ppp | ppp ∈ second cluster}, we want to find a non-linear mapping f (·) such that

d
(

f (pppiii), f (ppp jjj)
)
≪ d

(
f (pppiii), f (pppkkk)

)
for pppiii, ppp jjj ∈ A , pppkkk ∈ B (8.3)

and vice versa, where d is a distance measure. In the latent space mapped by f (·),
points of different clusters are well-separated according to distance d. This means
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that a simple clustering method such as K-means [224] can successfully discriminate
the two groups in the latent space, as shown in Fig. 8.4. Inspired by the contrastive
framework used for unsupervised learning in [225], we select as distance metric d
the inverse of the cosine similarity:

sim(uuu,vvv) =
uuu⊤vvv

∥uuu∥2 ∥vvv∥2
(8.4)

For each image, we consider the N ground-truth waypoints as independent samples.
Given a point pppiii, we consider as positive examples all the other N/2−1 points in the
same cluster, and as negative examples the N/2 points of the other cluster. Therefore,
we define the clustering loss contribution for the sample i as:

l clus
i =

1
N−1

N

∑
j=1
j ̸=i

[
1 pppiii,ppp jjj∈A
∨ pppiii,ppp jjj∈B

log
(

sig
(
sim
(

f (pppiii), f (ppp jjj)
)))

+

+
(

1−1 pppiii,ppp jjj∈A
∨ pppiii,ppp jjj∈B

)
log
(

1− sig
(
sim
(

f (pppiii), f (ppp jjj)
)))] (8.5)

where 1 pppiii,ppp jjj∈A
∨ pppiii,ppp jjj∈B

∈ {0,1} is an indicator function evaluating 1 if pppiii and ppp jjj are in the

same cluster and 0 otherwise, while ‘sig’ represents the sigmoid function. Basically,
this loss computes the binary cross-entropy of the cosine similarity in the latent
space mapped by f (·) for the pair (pppiii, ppp jjj). f (·) is optimized to push the cosine
similarity towards the maximum +1 if the points are in the same cluster and towards
the minimum -1 otherwise. The final loss is computed over all the pairs (i, j) as well
as ( j, i) for each input image. This loss can be seen as a variation of the one used
in [226, 227, 225], but instead of N groups with 2 elements each, optimized with
categorical cross-entropy and softmax, we have 2 groups with N/2 elements each,
optimized with binary cross-entropy and sigmoid.

The mapping f (·) is modeled by the clustering head in the output space reference
system. The head is composed of two convolutional layers with Mish activation
and one final 1x1 convolution with linear activation. The output tensor of the
clustering branch has a dimension of H/K×W/K×D, where D is the latent space
dimensionality.
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Fig. 8.5 Examples of curved occupancy grids: synthetic (a) and real-world from Google
Maps satellite database without (b) and with (c) manual annotation. Red and blue points are
the ground-truth waypoints divided in the two clusters.

At inference time, for each waypoint detected in the estimation phase, we select
the correspondent feature from the clustering head output. We can predict the
clustering assignment by fitting a K-means predictor with two centroids on the
selected features. Since we use the cosine similarity in the loss computation, we are
optimizing the clustering in the normalized latent space. For this reason, the features
should be divided by their Euclidean norm before clustering. This normalization
decreases by one the latent space dimensionality, and therefore the minimum number
of dimensions D for the clustering head is 2.

8.2 Experimental Setting

In this section, we present all the details of our experimentation. We describe the
datasets used for network training and testing as well as the main hyperparameters
adopted during the training phase.

8.2.1 Dataset Description

Considering the lack of open datasets of row crops bird-eye maps and the time
required to manually annotate a large set of real images, we define a method to
build realistic synthetic occupancy grids to train the model. We modify the method
presented in [219] to extend it to both straight and curved occupancy grids. The
generation process can be summarized as follows:

1. sample a uniformly random number of rows n ∈ [10,50] and angle α ∈
[−π/2,π/2];
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2. generate row centers with a random inter-row distance, along the line perpen-
dicular to α and passing through the image center;

3. generate random field borders and find starting and ending points for each row
with orientation α;

4. to create curved maps, add a random displacement to the row centers and
compute a quadratic Bézier curve with the starting, ending and center points
as control points; this ensures that the curves are continuous and smooth;

5. generate the occupancy grid by drawing circles with random radius r ∈ [1,2]
pixels to model irregularities in the row width

6. create random holes in the rows to emulate segmentation errors or missing
plants;

7. compute the N = 2n ground-truth waypoints as the mean points of the lines
connecting the ending points of the rows with the adjacent ones.

To further increase variability, we randomly add displacement noise every time we
sample a point coordinate during the generation process. We select H =W = 800
pixels as input dimension for all the generated images. To investigate the effect
of including synthetic curved images in the training set, we randomly generate
two independent datasets, one with straight rows only, the other with both straight
and curved rows. Overall, each dataset contains 3000 images for training, 300 for
validation, and 1000 for testing. In addition to the synthetic data, we manually
annotate real row-based images of vineyards and orchards from Google Maps (100
straight and 50 curved). These satellite images are fundamental to test the ability
of the network to generalize to real-world scenarios and to prove the effectiveness
of the synthetic generation process. Fig. 8.5 shows examples of both synthetic and
manually-annotated images.

8.2.2 Network Training

To select the best hyperparameters, we perform a random search over a set of
reasonable values. For all the convolutional layers, we set a kernel size of 5 and
channel dimension C = 16. For the main block of the backbone, we set the number of
residual reduction modules R = 2. Therefore, the backbone compression factor and
output cell dimension is K = 2(R+1) = 8. We set the clustering space dimensionality
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Table 8.1 Performance of waypoint estimation on both straight and curved test datasets.
We first test the model on our synthetic datasets (Straight Synth, Curved Synth) and then
validate the results on manually annotated occupancy grids obtained from real satellite
images (Straight Real, Curved Real). For each test set, we compare the results of the model
trained on straight rows with those obtained training on curved rows. We report the mean
and standard deviation for the Average Precision APr, where r is the maximum accepted
distance in pixels between predicted and ground-truth waypoints.

Test Train AP2 AP3 AP4 AP6 AP8

Straight Synth
Straight 0.6404 ± 0.0171 0.9284 ± 0.0088 0.9856 ± 0.0021 0.9991 ± 0.0001 0.9993 ± 0.0001
Curved 0.5751 ± 0.0241 0.8921 ± 0.0107 0.9743 ± 0.0022 0.9979 ± 0.0001 0.9984 ± 0.0001

Straight Real
Straight 0.5191 ± 0.0288 0.8155 ± 0.0109 0.9116 ± 0.0032 0.9482 ± 0.0017 0.9507 ± 0.0024
Curved 0.4597 ± 0.0166 0.7634 ± 0.0076 0.8788 ± 0.0089 0.9391 ± 0.0052 0.9433 ± 0.0049

Curved Synth
Straight 0.5143 ± 0.0193 0.8224 ± 0.0236 0.9232 ± 0.0166 0.9726 ± 0.0078 0.9768 ± 0.0065
Curved 0.5664 ± 0.0226 0.876 ± 0.0066 0.9632 ± 0.0009 0.9937 ± 0.0006 0.9949 ± 0.0006

Curved Real
Straight 0.4685 ± 0.0906 0.7110 ± 0.0625 0.8125 ± 0.0625 0.8802 ± 0.0374 0.8891 ± 0.0355
Curved 0.5327 ± 0.0269 0.8010 ± 0.0095 0.8881 ± 0.0094 0.9333 ± 0.0026 0.9374 ± 0.0033

to D = 3. Thus, the output tensors have both a dimension of 100× 100× 3. The
resulting network is a lightweight model with less than 73,000 parameters. We select
Adam [50] as optimizer with a constant learning rate of η = 3e−4 and batch size
of 16. Experimentally, we find more effective to first train the estimation head and
the backbone together with the loss of Eq. 8.2. We set the loss weight to λ = 0.7 to
compensate for the high imbalance in the number of positive and negative cells and
stabilize the training. We then freeze the backbone weights and train the clustering
head only with the loss of Eq. 8.5. To highlight the challenge posed by curved
scenarios, we independently train the model on both the straight and curved training
sets. We train each model for a total of 200 epochs on an Nvidia 2080 Ti GPU using
the TensorFlow 2 framework. To obtain significant statistics, we run each training
session three times, so that the results can be described in terms of mean and standard
deviation.

8.3 Results

In this section, we report and comment the main results regarding both waypoint
detection and clustering. Visual examples are included as well, to give a qualitative
idea of the performance of our model. We extensively test our approach on both
straight and curved rows, including a final evaluation on real satellite data. All the
related code is open source and available online1.

1www.github.com/fsalv/ClusterWay

www.github.com/fsalv/ClusterWay
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8.3.1 Waypoint Estimation

As regards waypoint estimation, we use Average Precision (APr) as principal met-
ric, considering different values of the range threshold r, such that a waypoint is
considered correctly detected if its Euclidean position error in pixels is smaller than
r. In this way, we can highlight the precision of the model at different levels of
proximity. The AP is commonly used for evaluating object detection tasks [228, 229]
and is computed as the area-under-the-curve of the precision-recall plot obtained
varying the confidence threshold tp. The waypoint estimation results are reported in
Table 8.1, where each value is detailed with its mean and standard deviation. All the
tests are performed setting a waypoint suppression threshold equal to the minimum
inter-row distance of the synthetic datasets, tsup = 8 pixels.

The first important result is the model trained on curved crops being able to reach
an AP8 of about 94% on all four test scenarios. This achievement confirms the
effectiveness of our model far beyond the synthetic training scenario, as real satellite
data does not seem to create substantial performance drops (5.7% at worst). Looking
at lower values of r, the synthetic-to-real gap rises to 11.5%, showing how the model
is able to estimate synthetic waypoints with higher precision. The model trained
on straight crops achieves excellent performance on its corresponding test set and
even on real satellite data, but generalizes poorly on curved rows: the precision drop
reaches 11% on AP8 and even 22% considering AP3. On the contrary, the model
trained on curved crops scales very well on straight scenarios. This outcome confirms
the importance of training on curved crops to obtain robust models able to cope with
challenging situations.

8.3.2 Waypoint Clustering

As regards waypoint clustering, we adopt two separate metrics. The first is an
adjusted binary accuracy, assigning a score of 0 to the worst outcome (all the points
in the same cluster, meaning 50% of the points correctly clustered) and 1 to perfect
clustering. However, the number of waypoints in a crop is variable and accuracy
alone does not give an insight of the distribution of errors among different samples.
For example, crops with a small number of waypoints tend to be easier to cluster than
dense ones. Considering the fact that full-coverage path planning is possible only if
every waypoint is correctly clustered, we add a clustering error metric computing
the average number of wrongly labeled points per image. The results are detailed in
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Table 8.2 Performance of waypoint clustering on both straight and curved datasets, comparing
our approach with K-means and the DBSCAN pipeline proposed by [219]. We first test
models on our synthetic datasets (Straight Synth, Curved Synth) and then validate the results
on real occupancy grids obtained from satellite images (Straight Real, Curved Real). For
each test, we compare the results of models trained on straight rows with those obtained
training on curved rows. We report the mean adjusted accuracy and clustering error with
their standard deviations.

Test Method Train Adjusted Accuracy Clustering Error

Straight Synth

K-means
Straight 1.0000 ± 0 0 ± 0
Curved 0.9913 ± 0.0076 0.6667 ± 0.5774

DBSCAN
Straight 1.0000 ± 0 0 ± 0
Curved 0.9724 ± 0.0240 2.0000 ± 1.7321

Ours
Straight 0.9994 ± 0.0003 0.0187 ± 0.0114
Curved 0.9985 ± 0.0006 0.0527 ± 0.0219

Straight Real

K-means
Straight 0.4243 ± 0.1037 26.3333 ± 7.0238
Curved 0.4635 ± 0.0873 26.0000 ± 5.1962

DBSCAN
Straight 0.9532 ± 0.0429 2.3333 ± 2.0817
Curved 0.9585 ± 0.0026 2.0000 ± 0

Ours
Straight 0.9707 ± 0.0135 1.0400 ± 0.5197
Curved 0.9716 ± 0.0123 0.7700 ± 0.3012

Curved Synth

K-means
Straight 0.9714 ± 0.0336 1.0000 ± 1.0000
Curved 0.9885 ± 0.0199 0.3333 ± 0.5774

DBSCAN
Straight 0.9563 ± 0.0757 1.3333 ± 2.3094
Curved 0.8898 ± 0.0337 3.0000 ± 1.0000

Ours
Straight 0.9823 ± 0.0138 0.3414 ± 0.3278
Curved 0.9992 ± 0.0006 0.0127 ± 0.0038

Curved Real

K-means
Straight 0.2443 ± 0.0984 73.3333 ± 29.2632
Curved 0.2721 ± 0.1493 70.0000 ± 19.5192

DBSCAN
Straight 0.7247 ± 0.2734 27.0000 ± 25.5343
Curved 0.5181 ± 0.1061 45.3333 ± 6.6583

Ours
Straight 0.8571 ± 0.0924 3.4667 ± 2.4437
Curved 0.9344 ± 0.0116 1.1933 ± 0.1858

Table 8.2. To have a baseline, we compare our approach with the K-means algorithm
directly applied in the image reference system and the DBSCAN clustering with
geometrical assignment approach proposed by [219]. All the clustering tests are
performed setting the confidence threshold to tp = 0.4 and the waypoint suppression
threshold to tsup = 8 pixels. As for the previous results, each value is reported with
its mean and standard deviation.
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Clustering

Fig. 8.6 Examples of clustering on a real-world curved sample: K-means and DBSCAN
pipeline [219] are not able to correctly cluster the predicted waypoints; on the other hand,
the proposed method correctly assigns the points.

Our methodology achieves remarkable results, outperforming or at least matching
existing solutions in all the testing scenarios. In particular, both the training strategies
(based on straight and curved crops) approach perfect clustering on the synthetic
straight dataset and generalize well to real crops. On the contrary, K-means, which
perfectly works for the well-separated synthetic samples, loses more than half of its
adjusted accuracy and presents a very high clustering error when switching to real
test rows, mainly due to the irregular shapes typical of real-world vineyards. The
DBSCAN pipeline, instead, is able to generalize to straight satellite crops, since the
methodology was specifically designed to cope with real-world straight rows.

As regards curved test sets, K-means clustering is totally unable to generalize to the
real dataset. At the same time, also the DBSCAN pipeline results drop significantly
when switching to real samples, due to its heavy dependence on angle estimation. Our
model, trained on straight rows, obtains 0.98 adjusted accuracy and 0.34 clustering
error on synthetic data, outperforming both the baselines. However, it struggles to
generalize to real crops, reaching an adjusted accuracy of 0.86. On the other hand,
the model trained on curved data outperforms the baselines in synthetic and real
data, where it achieves an adjusted accuracy of 0.93. This result can be considered
extremely positive, taking into account the strong challenges present in satellite data.
In particular, a clustering error of 1.19 is remarkably smaller than those obtained
by K-means and DBSCAN. In conclusion, these results confirm how the proposed
methodology, combined with a well-devised generation process of curved synthetic
samples, allows path planning even in challenging scenarios.
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Fig. 8.7 Examples of full-coverage path planning in real-world curved vineyards taken from
Google Maps satellite database.

8.3.3 Qualitative Results

To give further insight into the performance of the proposed methodology, we
present some qualitative examples on real-world curved samples. Fig. 8.6 shows a
comparison between the three clustering methodologies. K-means and the DBSCAN
pipeline are clearly unable to correctly assign points in challenging scenarios. Finally,
Fig. 8.7 shows some examples of full-coverage path planning. The planning is
performed by selecting the points in an A-B-B-A fashion and using the planner
proposed by [230]. With geo-referenced maps, the planned path can be converted
from the image reference system to a Global Navigation Satellite System (GNSS)
reference frame to be used in real-world navigation. All the tests are performed
with the model trained on the curved dataset and setting the confidence threshold to
tp = 0.4 and the waypoint suppression threshold to tsup = 8 pixels.
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Chapter 9

Back-to-Bones: a Domain
Generalization Benchmark for
Backbones

Machine Learning algorithms without generalization properties would work only in
situations identical to the ones previously experienced [231]. Deep neural networks
(DNNs) are powerful models capable of extracting subtle regularities from training
data. Nevertheless, they often fail to generalize to out-of-training data. Indeed,
disparate independent studies report how neural networks could easily fail without
effective generalization capabilities, hindering the introduction of novel high-tech
systems in real-world [232, 233]. In Chapters7 and 10 the segmentation task on the
multi-crop dataset AgriSeg and in real robotics settings demonstrate the challenges of
training fully reliable DNNs. Indeed, in autonomous driving different environments
and circumstances not encountered during the training phase can be faced. They
can be caused by light, weather, background, synthetic textures, and they represent
what is commonly called a domain gap in the data. Domain Generalization (DG)
aims at training models that generalize to out-of-distribution (OOD) data. The access
to a set of source datasets provides a predictor with the ability to extract and learn
general invariant patterns, which are, hypothetically, also recognizable in the target
domain dataset [234, 235]. As an extension of supervised learning, this approach
aims to minimize empirical risk at training time to extrapolate an overall probability
distribution from source datasets that enables accurate classification of OOD data.
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Fig. 9.1 Our experimentation proves the importance of backbones in Domain Generalization.
We find that novel architectures, such as transformed-based models, lead to a better represen-
tation of data, outperforming outdated backbones, such as ResNets, and leaving marginal
room for feature mapping improvement using DG algorithms.

In the last decade, aware of the tremendous impact of generalization on computer
vision applications, the DG research community has tackled the problem with al-
gorithms that aim to find invariant features that hold with novel domains. Among
the constellation of proposed approaches, we identify the principal broad strategies
adopted for domain generalization in augmenting the source domain [236, 237],
aligning domain distributions [238–242], meta-learning [243–245], self-supervised
learning [246–248], and regularization strategies [249–253]. Although methodolo-
gies have given meaningful insights about the nature of DG over the years, only
recent research contributions have proposed a rigorous testing benchmark to evaluate
and compare the advantages provided by DG algorithms fairly. With DOMAINBED

[254], the results obtained by the most relevant solutions have been critically ana-
lyzed over DG datasets, unmasking the marginal positive or negative improvement
obtained in most cases compared to naive empirical risk minimization (ERM). Nev-
ertheless, the study has been carried out uniquely with ResNet50 [59] as a feature
extractor. Thus, new DG algorithms are still proposed overlooking a fundamental
aspect of practical Deep Learning applications: the importance of the backbone.

In this study, we claim that the domain gaps existing in realistic scenarios should be
tackled starting from accurately selecting the model architecture, which is undeniably
central in most Deep Learning applications (Fig. 9.1). In particular, we conduct
extensive experimentation on the principal DG datasets and assess a wide variety of
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ρ=
0.9
21

Fig. 9.2 DG accuracy achieved by tested backbones compared with their performance on
ImageNet, with error bars. Regardless of different architectures and priors, we find a strong
linear correlation between the two metrics (ρ = 0.921). In 9.2.1, we also compare DG
accuracy with the number of parameters, finding a much weaker correlation.

backbone architectures, from novel vision transformers to standard convolutional
models. Our results demonstrate an evident linear correlation between large-scale
single-domain classification accuracy and domain generalization performance (Fig.
9.2). Moreover, we achieve state-of-the-art results in DG with naive ERM and
simple data augmentation, remarking that, under fair testing conditions, the most
promising algorithms presented so far give no substantial advantage. We reinforce the
experimentation with a visual analysis of the feature extractors. As an outcome of this
work, we release BACK-TO-BONES1, a testbed for the Deep Learning community
to evaluate and compare the domain generalization performance of newly proposed
backbones.

9.1 Problem Framework

In this section, we first define necessary notations and concepts to frame the problem
of domain generalization and empirical risk minimization. Secondly, we introduce a
formal definition of a backbone and its constituents.

Problem Definition Given the input random variable X with values x ∈ X , and the
target random variable Y with values y ∈ Y , the definition of domain is associated
with the joint probability distribution PXY , or P(X ,Y ), over XxY . Supervised learn-

1https://github.com/PIC4SeR/Back-to-Bones

https://github.com/PIC4SeR/Back-to-Bones
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ing aims to train a classifier f : X →Y exploiting N available labeled examples of a
dataset D = (xi,yi)

N
i=1 that are identically and independently distributed and sampled

according to PXY . The goal of the training process is to minimize the empirical risk
associated with a loss function l : Y ×Y → [0,+∞),

Remp( f ) =
1
N

N

∑
i=1

l( f (xi),yi) (9.1)

by learning the classifier f . The dataset D is the only available source of knowledge
to learn PXY . We refer to this basic learning method as empirical risk minimization
[255].

In domain generalization, a set of different K source domains S = (Sk)
K
k=1 is used

to learn a classifier f that aims at generalizing well on an unknown target domain
T . Each source domain is associated with its joint probability distribution Pk

XY ,
whereas PS

XY indicates the overall source distribution learned by the classifier [256].
Indeed, DG aims to enable the classifier to predict well on out-of-distribution data,
namely on the target domain distribution PT

XY , by learning an overall domain invariant
distribution from the source domains seen during training.

Backbone Definition We define a backbone B = f (A,TB,D) as a function of three
elements: the model architecture A, the training procedure TB (including optimiza-
tion, regularization, and data augmentation), and the training data D. Consequently,
all three factors introduce a certain degree of variability to the domain generalization
accuracy:

DGaccuracy (S , T ) = g(B,TDG,Nexp)

where TDG is the adopted DG training procedure and Nexp is the experimentation
noise. TDG usually includes a dedicated algorithm to cope with domain shifts. Nexp

comprehends a systematic error due to the adopted model selection strategy and a
random component caused by the stochasticity in the training process.

9.2 Back-to-Bones

We set up our experimental benchmark to run a detailed analysis of the role of feature
extractors in domain generalization. Besides choosing architectures, datasets, and
DG algorithms to evaluate, particular attention is given to model selection strategy
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and statistical interpretation to obtain a fair and accurate benchmark. In the following
subsections, we provide details on our experimental setup.

Table 9.1 Baselines comparison of different backbones for DG. We report the average
accuracy over three runs and the associated standard deviation for each model. We include
the results achieved by DOMAINBED with ResNet50 for reference. The models marked with
* are pretrained on Imagenet21K instead of ImageNet1K. The rightmost column indicates
the accuracy of the networks on ImageNet1K. In [23] we included the detailed results on
single domains.

Backbone PACS VLCS Office-Home Terra Incognita Average ImageNet Parameters

ResNet18 80.51 ± 0.29 74.64 ± 0.61 63.87 ± 0.36 40.93 ± 1.85 64.99 ± 0.78 69.76 11.69M
ResNet50 [254] 85.50 ± 0.20 77.50 ± 0.40 66.50 ± 0.30 46.10 ± 1.80 68.90 ± 0.68 76.13 25.56M

ResNet50 83.85 ± 0.77 76.21 ± 1.20 68.79 ± 0.21 47.32 ± 0.97 69.04 ± 0.79 76.13 25.56M
ResNet50 A1 84.52 ± 0.68 78.37 ± 0.56 72.47 ± 0.13 42.23 ± 0.87 69.40 ± 0.56 80.40 25.56M

EfficientNetB0 85.46 ± 0.65 75.16 ± 0.34 67.27 ± 0.27 44.76 ± 0.94 68.16 ± 0.55 76.30 5.29M
EfficientNetB2 87.02 ± 1.37 75.44 ± 0.20 69.35 ± 0.24 43.80 ± 1.90 68.90 ± 0.93 79.80 9.11M
EfficientNetB3 86.71 ± 0.30 78.14 ± 0.18 69.84 ± 0.08 45.70 ± 1.84 70.10 ± 0.60 81.10 12.23M

DeiT Small 16 86.22 ± 1.33 79.47 ± 0.41 72.03 ± 0.33 43.40 ± 1.08 70.28 ± 0.79 79.87 22.05M
DeiT Base 16 88.10 ± 0.48 79.80 ± 0.32 76.35 ± 0.36 47.22 ± 0.75 72.87 ± 0.48 82.00 86.57M
ConViT Small 87.10 ± 0.33 80.00 ± 0.34 73.90 ± 0.17 45.83 ± 0.61 71.71 ± 0.36 81.43 27.78M
ConViT Base 87.27 ± 0.40 80.31 ± 0.67 76.51 ± 0.25 46.37 ± 0.89 72.62 ± 0.55 82.29 86.54M
LeViT Base 87.55 ± 1.50 78.91 ± 0.50 75.16 ± 0.13 45.68 ± 1.50 71.83 ± 0.91 82.59 39.13M

ViT Small 16* 83.59 ± 0.43 79.96 ± 0.60 77.25 ± 0.33 44.12 ± 1.07 71.23 ± 0.61 81.40 22.05M
ViT Base 32* 84.00 ± 1.17 78.46 ± 0.64 76.84 ± 0.17 36.71 ± 2.07 69.00 ± 1.01 80.72 88.22M
ViT Base 16* 88.48 ± 1.22 80.05 ± 0.15 81.47 ± 0.21 49.77 ± 1.28 74.94 ± 0.72 84.53 86.57M

Backbones To be consistent with previous works, we include ResNet18 and ResNet50
[59] in the benchmark and compare them with some of the most successful architec-
tures proposed in recent image classification research. We also consider the latest
ResNet50 A1 [257], trained using the most recent practices in optimization and data
augmentation and reaching a remarkable 80.4% top-1 accuracy on Imagenet1K. We
include different sizes for each network to glimpse the effects of model dimension on
DG accuracy. EfficientNet [258] demonstrated that systematical model scaling and
dimension balancing yield remarkable results with fewer parameters. For this reason,
we select three network versions, namely B0, B2, and B3. Finally, transformers [40]
recently revolutionized Deep Learning by proving the effectiveness of self-attention
for feature extraction; hence, four transformer-based architectures are included in
the comparison. In particular, we choose DeiT (Small and Base) [259], ConViT
[260] (both in its Small and Base configurations), and LeViT Base [261]. To provide
further insights on the effect of additional pretraining data besides standard ImageNet
[36], we also include Vision Transformer (ViT) [67] trained on ImageNet21K in its
Small and Base versions. Regarding ViT Base, a configuration with a 32x32 patch
size has been added to the standard 16x16 format to test the impact of patch size on
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DG. Further information on architectural details can be found in the cited papers.
We report the number of parameters for each model in the last column of Table 9.1.

Datasets Among the various datasets created explicitly for DG in the last years, we
use four of the most widely adopted ones for our primary experimentation. VLCS
[262] considers four previous classification datasets as domains, while PACS [263]
and Office-Home [264] focus more on style shifts (e.g. from photos to cartoons,
sketches, and paintings). Terra Incognita [265] comprehends several animal photos
taken with camera traps placed in different locations by day and night. To those, we
add DomainNet [266], a bigger and more recent dataset that contains six domains
divided by style and 345 classes. We use it to further stress the generalization
capability of the best-performing backbones in the presence of more transfer learning
data and fewer samples per class. We omit Rotated MNIST [267] and Colored
MNIST [268] since we consider them too distant from any practical application.
Moreover, from our perspective, simple rotation and colorization do not constitute
actual domain shifts.

DG Algorithms We choose some of the most promising DG algorithms in recent
research, particularly considering their performance on DOMAINBED [254]. More-
over, we select them to explore different approaches to the DG problem. CORAL
[239] and MMD [241], indeed, focus on aligning the extracted features through
second-order statistics (covariance). On the other hand, Mixup [269] works directly
on input images, interpolating samples from different domains and considering the
loss coming from both precursors. RSC [250], instead, introduces a heuristic that
discards dominant features in the label determination, stimulating the model to rely
on weaker data correlations. CausIRL [270] (used in combination with MMD or
CORAL) builds from a causal analysis of generalization enforcing soft domain in-
variance to interventions on the source domain. CAD [271] introduces a contrastive
adversarial domain bottleneck to guarantee convergence to target domains that pre-
serve the Bayes predictor. ADDG [272] exploits a double mechanism (Intra-model
and Inter-model) to diversify attention between features and suppress domain-related
attention.

Data Augmentation Many research works prove that data augmentation plays a
fundamental role in DG, as it can partially compensate for certain domain shifts
[237]. That is particularly true in the presence of style changes, as popular data
augmentation strategies involve the alteration of saturation, hue, and contrast. Since
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the effect of data augmentation on DG has already been investigated, in this work,
we use a standard setup to keep the focus on backbones. The de-facto standard
augmentation strategy for DG, which we use in our benchmark, includes random
cropping keeping at least 80% of the original image, horizontal flipping with 50%
probability, image grayscaling with 10% chance, and random changes in color
brightness, contrast, saturation, and hue, with a maximum of 40%. Since all the
models are pretrained on ImageNet1K or ImageNet21K, input images are further
normalized according to the mean and standard deviation of that datasets.

Model Selection To assess the DG capability of the considered pretrained networks,
we fine-tune each of them on a set of K source domains S and test them on a
target domain T . As pointed out by [254], “a domain generalization algorithm
should be responsible for specifying a model selection method" and avoid improper
comparisons between results obtained adopting different selection methods. In total
agreement with their recommendations, we use the training-domain validation set
strategy, which picks the model maximizing the accuracy on a validation split of
the training set (in our case 10%, uniform across domains) at the end of each epoch.
This selection method assumes that the average distribution of source domains is
similar to that of the target domain on which the best model is tested.

Hyperparameter Search We conduct a random search for each backbone and
dataset to determine the optimal training hyperparameters for the baselines. We
define a range of values for continuous arguments and a set of choices for discrete
ones, running approximately 32 iterations for each search and selecting the best
combination via the previously defined model selection strategy. The learning rate is
bounded in the range [10−6,10−2], choosing its scheduler among step (90% reduction
after 80% of the epochs), exponential (with a decay in the range [0.9,1)), and cosine
annealing. The batch size and the number of training epochs are the same for all
the experimentation, fixing their values at 32 and 30, respectively. Finally, we use
cross-entropy loss and select the optimizer among SGD (with a momentum of 0.9)
and Adam, keeping the weight decay to 5 ·10−4.

Experimental Framework Our benchmarks are developed in Python 3 using the
Deep Learning framework PyTorch. As the experimentation applies transfer learning
to pretrained models, we use existing implementations of the considered backbones.
Only the classification head is changed, adapting the network to the different number
of classes. In particular, standard ResNets are taken from the PyTorch library torchvi-
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Table 9.2 Baseline comparison of a selection of the best backbones on DomainNet (Clipart,
Infograph, Painting, Quickdraw, Real, and Sketch domains). We include the results achieved
by DOMAINBED with ResNet50 for reference. The model marked with * is pretrained on
Imagenet21K instead of ImageNet1K.

Backbone C I P Q R S Avg

ResNet50 [254] 58.1 18.8 46.7 12.2 59.6 49.8 40.9
DeiT Base 16 69.1 25.0 55.8 17.1 69.3 57.0 48.9
ConViT Base 69.5 24.3 55.7 17.7 69.3 57.0 48.9
ViT Base 16* 74.9 28.9 60.8 17.5 77.3 61.8 53.5

sion2, EfficientNets from EfficientNet-PyTorch3, transformers and ResNet50 A1
from timm4. The implementations of DG algorithms are taken from DOMAINBED5

and adapted to work with the architectures under test.

We repeat each training three times with different and randomly generated seeds to
give more statistical information about accuracy results. In this way, both hyperpa-
rameter search and benchmarks cannot take advantage of the repeatability of trials,
as data splitting, augmentation, and weight initialization change from one iteration
to the next. Therefore, each of the results of our benchmark is reported as the mean
over three repetitions, along with its standard deviation.

9.2.1 Baseline Benchmark

The first analysis of our work consists of a precise and fair benchmark of the DG
capabilities of recent Deep Learning architectures for image classification, trying to
determine what solutions work best and, possibly, why. Every pretrained backbone,
after a hyperparameter search, is trained following the standard DG leave-one-
domain-out procedure using the previously described model selection strategy. Our
benchmark results are reported in Table 9.1 as the mean and standard deviation over
three iterations.

Firstly, our benchmark highlights a strong correlation between DG accuracy and
ImageNet performance. As depicted in Fig. 9.2, we find a direct proportionality
between the two metrics (excluding the ViT models due to their different pretraining).

2pytorch.org/vision/stable/models
3github.com/lukemelas/EfficientNet-PyTorch
4github.com/rwightman/pytorch-image-models
5github.com/facebookresearch/DomainBed
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We apply linear least-square regression and obtain a Pearson correlation coefficient
ρ = 0.921. Indeed, a quick look at the results is sufficient to notice how newer and
more performing backbones tend to achieve a higher DG accuracy on nearly all the
datasets. That is primarily true for different sizes of the same architecture. ResNet50
reaches better results than ResNet18 for all the datasets, and the same happens
for EfficientNet, ConViT, and ViT variants. For ResNet50, we also compare our
results with those obtained by DOMAINBED and find comparable values. ResNet50
A1 benefits from its stronger pretraining, largely improving the accuracy obtained
by the standard model on VLCS and Office-Home. However, Terra Incognita
seems to penalize the network with its peculiar light conditions, resulting in a slight
overall enhancement. Regarding different architectures, EfficientNetB2 performs
very similarly to ResNet50 while the B3 version gains an additional 1% on them.
Transformer-based models bring further improvements by exploiting their self-
attention-based feature extraction, even in the case of DeiT Small and ConViT Small.
In particular, they strongly outperform EfficientNet on OfficeHome by over 4%,
while Terra Incognita is the only dataset without any significant progress. That is
probably due to the peculiarity of the domains, comprehending many night shots
that can be challenging even for humans and rewarding less effective ImageNet
pretraining. Among other transformers, DeiT Base 16 and ConViT Base prove to
be the best, the latter being slightly more performing. Finally, the three ViT models
show that pretraining on a more significant amount of data improves generalization.
However, only ViT Base 16 registers a considerable step forward, suggesting that
the abundance of data is fully exploited only by larger models. Nonetheless, ConViT
Small performs similarly to the same-sized ViT Small 16, while larger patches
demonstrate to degrade the accuracy of ViT Base 32. In conclusion, our results show
how better DG comes from the union of a good feature extractor architecture and an
optimal pretraining, as none of the two is sufficient alone.

As an additional comparison, we plot the achieved DG accuracy compared to the
number of parameters of the backbones (Fig. 9.3). Contrary to the graph of Fig. 9.2,
in this case, the correlation between model dimension and generalization is much
less marked, with a Pearson correlation coefficient (ρ) of 0.740. This confirms the
central role of model architecture in DG tasks and our idea of backbone as the union
of architecture, training procedure, and data.
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ρ=0.
740

Fig. 9.3 DG accuracy achieved by tested backbones compared with their number of parame-
ters, with error bars. We find a much weaker correlation between the two metrics (ρ = 0.740)
than the one reported in Fig. 9.2.

Finally, we conduct an additional benchmark on the DomainNet dataset. Although
representing a significant challenge for large-scale generalization, we choose to
include DomainNet only in this second stage of the study due to its demanding
computational nature and strong class unbalancing. Indeed, our main intention is
to promote a practical and accessible benchmark that aims to become a widespread
reference for DG. We select only the best three models from the previous tests for
this one (DeiT Base 16, ConViT Base, and ViT Base 16). In Table 9.2, we report
the results achieved on each test domain, including those obtained by DOMAINBED

on ResNet50 for reference. It is well evident that the feature extraction capabilities
of modern backbones bring substantial improvement in all the domains, with an
average increase in DG accuracy up to 12.6%. Moreover, ViT further enhances the
results by exploiting its stronger pretraining.

9.2.2 Model Introspection

After assessing the DG performance of different backbones, we propose a series of
insights on how different architectures leverage training data to create their inner
representation. First, we investigate the benefits of ImageNet pretraining for DG with
a k-NN classifier, comparing ResNet50 and the best models from our benchmark.
Then, we apply t-SNE [273] on the same extracted features to visualize how close
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same-class and same-domain samples are and the effect of fine-tuning on DG datasets.
Finally, we inspect the attention maps of one of the transformer-based models to
have a qualitative insight on the region of the images it focuses on.

Fig. 9.4 DeiT Base attention maps when using the [CLS] token as a query for the different
heads in the last layer. We select the same head for all examples. ERM encourages the
backbone to focus on domain-invariant features, highly mitigating pretraining noise.

K-NN Evaluation Firstly, we take ResNet50 and the best-performing models from
our benchmark and evaluate their ability to tackle DG without fine-tuning. To do
so, we use ImageNet weights to extract features from training domains and a k-NN
(with k = 5) to fit that data. Then, we use test-domain images for the evaluation. To
have a fair comparison with our benchmark, we use the same amount of training
data, leaving out 10% of samples from source domains. The results in Table 9.3
show an overall difference of about 5% between ResNet50 and transformer-based
models pretrained on ImageNet1k. This outcome is consistent with the generalization
boost achieved in the standard DG framework (Table 9.1), although k-NN results
tend to oscillate among different datasets. On the same trend, ViT Base 16 gains an
additional 10% average accuracy, thanks to its pretraining on the larger ImageNet21K
dataset. This outcome suggests that learning a wider overall source distribution PS

XY

is always needed to tackle a substantial domain gap effectively. That pretraining
alone does not guarantee the ability to extract domain-invariant features.
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Table 9.3 Comparison of different feature extractors without fine-tuning, using a k-NN
classifier (k = 5). The model marked with * is pretrained on Imagenet21K instead of
ImageNet1K.

Backbone PACS VLCS Office-Home TerraInc. Avg

ResNet50 56.04 69.57 56.26 14.75 49.16
DeiT Base 16 56.27 65.50 65.57 27.06 53.60
ConViT Base 56.83 64.50 66.63 27.96 53.98
ViT Base 16* 75.14 75.14 82.72 25.64 64.66

horse, sketch

horse, art painting

guitar, cartoonguitar, art painting

Fig. 9.5 ResNet50 (ImageNet1K)
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Fig. 9.9 Backbone features visualization with t-SNE on PACS (Photo (P), Art Painting
(A), Cartoon (C) and Sketch (S) domains). Target domain samples are highlighted. Some
image examples from different domains and classes are visualized for better interpretability.
After the fine-tuning, the ConViT Base architecture achieves a better class separation than
ResNet50, clustering together same-class samples of different domains.
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Feature Mapping Visualization To further enlighten the role of backbones in ex-
tracting meaningful and invariant features to deal with DG, we can visualize the
distributions in the feature space by projecting them in a two-dimensional space
using t-SNE. Fig. 9.9 shows t-SNE visualization for ResNet50 and ConViT Base,
pretrained on ImageNet1K and fine-tuned on PACS, targeting the Art Painting do-
main. For each model, we remove the classification head and extract the features
for the whole dataset. The more clustered the same class features appear in the
t-SNE, the more separable from other classes they are in the original space. We
also include the silhouette score (S) as a quantitative metric of the separation of
classes below each plot. Fig. 9.5 shows how ResNet50 pretrained on ImageNet tends
to map together same-domain samples and not same-class ones, being therefore
unsuitable for DG without fine-tuning. After the fine-tuning process (Fig. 9.6), the
model achieves a better separation of source domain classes. However, many target
domain samples are still mapped in the same space, far from the same-class source
clusters (e.g. the Art Painting guitar example). Similarly to ResNet50, without
fine-tuning, domains dominate the features space distribution of ConViT (Fig. 9.7),
causing several clusters of the same class but different domains to emerge in different
locations (e.g. horse samples). However, some same-class samples of more similar
domains, such as the guitars of Cartoon and Art Painting, are effectively clustered
together. The fine-tuning process (Fig. 9.8) distinctly pushes together same-class
clusters, resulting in good generalization over the target domain. This analysis sug-
gests that the ConViT backbone is more suited for DG than ResNet50 since it tends
to give more similar representations to same-class samples from different domains.
Additional feature mapping visualizations have been reported in the appendix section
of the paper [23].

Self-attention Visualization In literature, DG algorithms are often presented with
a qualitative analysis, highlighting the regions the network focuses on using interpre-
tation methods such as GradCAM [274]. Indeed, heat maps are brought as evidence
of their capability to push attention toward more localized and domain-invariant
features. Nevertheless, this section shows that competitive backbones with naive
ERM can perfectly localize class-discriminative regions. In particular, Fig. 9.4 shows
the attention maps extracted using the [CLS] token as a query for the different heads
in the last layer of the DeiT Base architecture. We provide four random examples for
different target domains of PACS showing the same attention head map before and
after DG fine-tuning. It is remarkable how naive ERM is able to redirect attention
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towards more invariant features. Additional attention visualizations are reported in
the original paper [23].

Table 9.4 Comparison between ERM and three promising DG algorithms on the best-
performing backbones of our benchmark. We report the average accuracy over three runs and
the associated standard deviation for each model. We highlight in bold the best result for each
dataset, including ERM, when its accuracy is in the same confidence interval. We include the
results achieved by DOMAINBED with ResNet50 for reference. The model marked with * is
pretrained on Imagenet21K instead of ImageNet1K. We report in detail the results obtained
for all the domains in [23].

Backbone Algorithm PACS VLCS Office-Home Terra Incognita Overall

ResNet50 [254]

ERM [255] 85.50 ± 0.20 77.50 ± 0.40 66.50 ± 0.30 46.10 ± 1.80 68.90 ± 0.68
RSC [250] 85.20 ± 0.90 77.10 ± 0.50 65.50 ± 0.90 46.60 ± 1.00 68.60 ± 0.83

Mixup [269] 84.60 ± 0.60 77.40 ± 0.60 68.10 ± 0.30 47.90 ± 0.80 69.50 ± 0.58
CORAL [239] 86.20 ± 0.30 78.80 ± 0.60 68.70 ± 0.30 47.60 ± 1.00 70.33 ± 0.55
MMD [241] 84.60 ± 0.50 77.50 ± 0.90 66.30 ± 0.10 42.20 ± 1.60 67.65 ± 0.78

CausIRL CORAL [270] 85.80 ± 0.10 77.50 ± 0.60 68.60 ± 0.30 47.30 ± 0.80 69.80 ± 0.45
CausIRL MMD [270] 84.00 ± 0.80 77.60 ± 0.40 65.70 ± 0.60 46.30 ± 0.90 68.40 ± 0.68

CAD [271] 85.20 ± 0.90 78.00 ± 0.50 67.40 ± 0.20 47.30 ± 2.20 69.48 ± 0.95
ADDG [272] 89.2 - 72.5 - -

DeiT Base 16

ERM [255] 88.10 ± 0.48 79.80 ± 0.32 76.35 ± 0.36 47.22 ± 0.75 72.87 ± 0.48
RSC [250] 85.37 ± 1.30 77.27 ± 0.51 76.47 ± 0.28 45.41 ± 1.50 70.97 ± 0.90

Mixup [269] 85.67 ± 0.61 78.25 ± 0.60 75.96 ± 0.11 46.63 ± 0.49 71.32 ± 0.48
CORAL [239] 85.13 ± 0.82 78.34 ± 0.86 76.48 ± 0.14 46.33 ± 1.83 71.38 ± 0.93
MMD [241] 87.22 ± 0.28 78.71 ± 0.22 77.03 ± 0.10 49.35 ± 1.42 73.08 ± 0.50

CausIRL CORAL [270] 83.86 ± 0.75 77.80 ± 0.40 76.12 ± 0.04 46.73 ± 0.81 71.13 ± 0.50
CausIRL MMD [270] 85.46 ± 0.68 77.27 ± 0.42 76.53 ± 0.42 45.77 ± 1.66 71.26 ± 0.79

CAD [271] 87.74 ± 0.62 79.28 ± 0.36 76.61 ± 0.15 47.46 ± 0.64 72.77 ± 0.44
ADDG [272] 75.30 ± 0.34 78.28 ± 0.77 77.58 ± 0.30 29.14 ± 2.24 65.07 ± 0.91

ConViT Base

ERM [255] 87.27 ± 0.40 80.31 ± 0.67 76.51 ± 0.25 46.37 ± 0.89 72.62 ± 0.55
RSC [250] 85.73 ± 0.81 79.05 ± 0.61 76.77 ± 0.26 44.94 ± 1.47 71.62 ± 0.79

Mixup [269] 86.00 ± 0.45 80.00 ± 0.76 76.48 ± 0.16 43.95 ± 0.18 71.61 ± 0.39
CORAL [239] 86.24 ± 0.24 79.62 ± 0.38 75.33 ± 0.22 44.41 ± 1.33 71.40 ± 0.54
MMD [241] 86.84 ± 0.63 80.72 ± 0.55 77.94 ± 0.31 46.78 ± 1.22 73.07 ± 0.68

CausIRL CORAL [270] 84.71 ± 0.31 79.14 ± 0.69 77.05 ± 0.16 45.63 ± 2.03 71.63 ± 0.80
CausIRL MMD [270] 86.59 ± 0.96 80.30 ± 0.56 77.92 ± 0.35 46.85 ± 0.59 72.92 ± 0.61

CAD [271] 87.42 ± 0.66 79.99 ± 0.41 77.71 ± 0.09 46.77 ± 3.31 72.97 ± 1.12
ADDG [272] 86.34 ± 0.76 79.79 ± 0.30 76.29 ± 0.33 43.97 ± 1.75 71.60 ± 0.78

ViT Base 16*

ERM [255] 88.48 ± 1.22 80.05 ± 0.15 81.47 ± 0.21 49.77 ± 1.28 74.94 ± 0.72
RSC [250] 86.58 ± 2.14 79.59 ± 0.63 78.74 ± 0.64 40.79 ± 1.41 71.42 ± 1.20

Mixup [269] 88.62 ± 0.54 80.77 ± 1.28 82.93 ± 0.07 48.59 ± 0.92 75.23 ± 0.70
CORAL [239] 84.60 ± 1.31 80.89 ± 0.49 80.92 ± 0.25 50.58 ± 0.26 74.25 ± 0.58
MMD [241] 87.99 ± 0.08 79.54 ± 0.37 81.71 ± 0.28 49.40 ± 2.45 74.66 ± 0.79

CausIRL CORAL [270] 88.26 ± 1.09 80.10 ± 0.91 81.73 ± 0.13 47.29 ± 2.64 74.35 ± 1.19
CausIRL MMD [270] 86.57 ± 1.13 79.48 ± 1.12 81.62 ± 0.22 49.52 ± 0.58 74.30 ± 0.76

CAD [271] 87.44 ± 0.53 78.79 ± 2.43 79.80 ± 0.36 39.45 ± 4.15 71.37 ± 1.87
ADDG [272] 75.33 ± 0.54 77.77 ± 0.32 77.72 ± 0.09 25.60 ± 0.64 64.11 ± 0.40
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9.2.3 Domain Generalization Algorithms

Domain generalization research mainly focuses on studying non-trivial algorithms
to reduce the effect of domain shifts on classification accuracy. However, these
algorithms are uniquely proposed in combination with outdated backbones such as
ResNet50, ResNet18, or even AlexNet. According to the results in Table 9.1, recent
backbones can provide significant improvements compared to ResNet50 with simple
ERM. At this point, it is worth determining whether the application of DG algorithms
brings a further boost in generalization to our baselines. To do so, we combine some
of the most promising and recent algorithms available on DOMAINBED with three
of our best baselines. We evaluate the methods introduced at the beginning of this
Section (MMD, CORAL, Mixup, RSC, CAD, CausIRL CORAL, CausIRL MMD,
and ADDG) using ViT Base 16, DeiT Base 16, and ConViT Base as backbones
and repeating each training three times. Table 9.4 reports the obtained results,
composed of average accuracy and associated standard deviation. Results obtained
with ResNet50 are also reported directly from DOMAINBED for the same group of
datasets as a reference. The only exception is the most recent ADDG, which the
authors have not tested on VLCS and Terra Incognita and does not report standard
errors. As highlighted by the values in bold, the overall performance of ERM is
equal to or better than other DG algorithms for all the considered datasets and
backbones. Indeed, even where another methodology slightly outperforms ERM, the
accuracy results mostly fall in the same confidence interval and hence differ very little
statistically. We can then conclude from our experimentation that DG algorithms
improve generalization properties marginally or even negatively for transformer-
based backbones. This outcome extends the recent findings of DOMAINBED to other
baselines and strongly reinforces the belief that choosing an effective backbone is the
first step towards filling domain gaps. A more detailed presentation and discussion
of the results obtained, including the results on each single domains, can be found in
the original paper [23].



Chapter 10

Crop Segmentation with Knowledge
Distillation: Domain Generalization
on the AgriSeg dataset

Among all the DL solutions developed for precision agriculture [275], semantic
segmentation is one of the most adopted perception techniques [276], being used
to identify objects on different scales: detailed leaf disease [277, 278], single fruits
or branches [279, 280], crop rows [199], and entire fields [281, 282]. However, as
shown in the robotic application in Chapter 7, operating autonomously in agricultural
environments may present peculiar generalization challenges due to weather or
lighting conditions, terrain, and plant shapes and colors. According to this, DL
models easily fail in realistic applications without effective generalization ability,
leading autonomous systems to failure [232, 233]. Moreover, the scarcity of task-
specific labeled data has recently favored the practice of synthetic data generation,
leading to an additional Simulation-to-Reality (Sim2Real) gap problem [283].

For this reason, robustness in realistic scenarios needs to be investigated and en-
hanced with a Domain Generalization (DG) approach. DG is a set of representation
learning techniques that aims to train DL models capable of generalizing to unseen
domains, i.e., out-of-distribution (OOD) data. In Chapter 9 the DG problem has
been formulated and framed in the landscape of existing methodologies, underlining
the importance of the backbones and proposing a rigorous benchmark [23], together
with [254]. However, these studies are limited to the image classification task and
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DG methods are often evaluated on small artificial datasets [256]. The applica-
tion of generalization methods to realistic tasks is still limited to a few attempts
[284, 285, 24].

In the meantime, segmentation across multiple scenarios has been studied through
the design of massive foundation models [286] and specific DG methods. As
we aim to push the limits of generalization for small and efficient architectures,
we focus on the latter approach. In particular, [287] proposed an Instance Batch
Normalization (IBN) block for residual modules to avoid networks’ bias toward
low-level domain-specific features like color, contrast, and texture. [288], on the
same line, proposed a permuted Adaptive Instance Normalization (PAdaIN) block,
which works at both low-level and high-level features, randomly swapping second-
order statistics between source domains and hence regularizing the network towards
invariant features. [284] proposed RobustNet, a model incorporating an Instance
Selective Whitening (ISW) loss disentangling and removing the domain-specific
style in feature covariance. [285] proposed to extract domain-generalized features
by leveraging a variety of contents and styles using a wild dataset. Differently, [289]
has been the first attempt to apply knowledge distillation in the DG framework for
classification tasks proposing a gradient filtering approach. [290], instead, proposed
Cross-domain Ensemble Distillation (XDED) to extract the knowledge from domain-
specific teachers and obtain a general student. However, this setup was only applied
to classification, while the authors used a different approach for segmentation based
on a single training domain. This was probably because largely-used segmentation
datasets do not allow benchmarking on multiple domains.

This work aims to effectively exploit knowledge distillation to enhance DG and
propose a novel multi-domain benchmark for crop segmentation. For this research,
we adopt the lightweight (LR-ASPP) network architecture described in Chapter 7
to perform the semantic segmentation task at a reasonable inference time on low-
resources hardware. The proposed method distills knowledge from an ensemble of
models individually trained on source domains to a student model that can adapt
to unseen target domains as depicted in Fig. 10.1. Furthermore, we investigate the
effect of feature whitening to reduce domain-specific bias and improve the ability
of the model to focus on domain-independent features. To properly validate the
proposed method, the synthetic multi-domain dataset for crop segmentation AgriSeg
is presented, containing 10 crop types and covering different terrain styles, weather
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Specialized Teachers General Student

Fig. 10.1 Schematic representation of the proposed distillation methodology for crop seg-
mentation. Ensembled specialized teachers allow the student to obtain a distillation mask
(ȳT ) that is much more informative than the label (y).

conditions, and light scenarios for more than 50,000 samples. Quantitative and
qualitative experiments have been conducted to demonstrate the effectiveness of the
method compared to other state-of-the-art methodologies. The code used for the
experiments1 and the AgriSeg dataset2 are publicly available.

10.1 Methodology

A formal definition of the Domain Generalization problem has been given in the
previous Chapter 9. Here, we decline the same problem in the semantic segmentation
task adopting the backbone architecture describe in Chapter 7. Therefore, we
provide a brief explanation of the knowledge distillation and ensemble distillation
methodologies used to composed our overall solution for the AgriSeg application.

10.1.1 Knowledge Distillation

Knowledge distillation aims at transferring the knowledge learned by a teacher
model to a smaller or less expert student model. It has first been proposed in [291],
received greater attention after [292], and represents today one of the most promising
techniques for model compression and regularization. In its original formulation

1https://github.com/PIC4SeR/AgriSeg
2https://pic4ser.polito.it/agriseg/

https://github.com/PIC4SeR/AgriSeg
https://pic4ser.polito.it/agriseg/
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based on classification, knowledge distillation consists in applying an auxiliary loss
to the output logits of the student zS(x) ∈ RC, where C is the number of classes. The
posterior predictive distribution of x can be formulated as:

P(y|x;θ ,τ) =
exp(zy(x)/τ)

∑
C
i=1 exp(zi(x)/τ)

(10.1)

where y is the label, θ is the set of parameters of the model, and τ is the temperature
scaling parameter. To match the distributions of student and teacher, knowledge
distillation minimizes the Kullback-Leibler Divergence between the two:

LKD(X ;θ ,τ) = ∑
xi∈X

C

∑
c=1

DKL(P(c|xi;θT ,τ)||P(c|xi;θS,τ)) (10.2)

where X is a batch of input samples and θT and θS are the parameters of teacher
and student, respectively. In this work, we apply a novel knowledge distillation
technique for semantic segmentation to improve the ability of models to generalize
across domains.

10.1.2 Ensemble Distillation

We propose a simple yet effective training procedure based on model ensemble
and knowledge distillation to encourage the model to learn domain-invariant fea-
tures. We draw inspiration from the Cross-Domain Ensemble Distillation (XDED)
methodology proposed for image classification in [290], which leverages the sep-
arate pretraining of a teacher for each source domain and distills the ensembled
logits predicted by them. We aim to apply the same intuition to semantic segmen-
tation, taking into account the differences between the two tasks and improving
the methodology accordingly. As a remark, the authors of XDED also proposed a
semantic segmentation method in the same paper, but radically different from the
original XDED. The choice was probably because the adopted benchmark (GTA
V → Cityscapes) provided only one source domain, and a proper cross-domain
ensemble was impossible. In particular, they instead average all the output logits in
a training batch that correspond to the same ground-truth label. We compare with
XDED in 10.3.

In our proposed method, we improve on the work of [290] by fully adapting XDED
to semantic segmentation. In particular, we train a teacher for each source domain
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and ensemble them to create the distillation knowledge:

ȳT (x) =
1
D

D

∑
d=1

ŷT
d (x) (10.3)

where ŷT
d is the predicted logits tensor for the source domain d, ȳT is the ensembled

teacher logits tensor, and D is the number of source domains. The motivation behind
this choice is that by averaging the predictions of different specialized models, the
resulting map is much more informative than the ground-truth label. As depicted in
figure 10.3, the teacher’s segmentation is less confident and often assigns non-zero
probabilities to disturbing elements such as grass and background vegetation. This
spurious information guides the student towards implicitly recognizing what features
are more likely to confound at test time, as the distillation loss has a relatively
low weight in the optimization process. On the contrary, if the distillation mask is
very confident, the student is guided toward being more confident and implicitly
incorporates the information that a certain domain is easier to segment. This effect
can be enhanced using a temperature factor. For this reason, we train the student
in the standard ERM DG framework with an additional distillation loss based on
the distance between the output logits of the student and the ensembled teacher. We
leverage the recent findings by [293] and modify the distillation loss function to
exploit the channel-wise information extracted from the network.

In particular, we apply the softmax operator φ along the flattened spatial dimension
instead of the channel dimension before computing the loss:

φ(ŷS) =
exp(ŷS

i /τ)

∑
W ·H
i=1 exp(ŷS

i /τ)
(10.4)

where ŷS
i is the i-th element of the flattened student logit tensor ŷS, W ·H is its spatial

dimension, and τ is the temperature. The same operation is applied to the teacher
logits ȳT . The distillation loss is calculated as the Kullback-Leibler Divergence
(KLD) between the teacher and student logits:

LKD(ȳT , ŷS) =
τ2

C

C

∑
c=1

W ·H
∑
i=1

φ(ȳT
c,i) · log

(
φ(ȳT

c,i)

φ(ŷS
c,i)

)
(10.5)
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where C is the number of output channels and, hence, of semantic classes. For the
specific case of binary segmentation, the formulation is simplified as the predicted
mask consists of only one channel (C = 1).

In combination with the distillation loss, we optimize the standard cross-entropy loss
between the student logits and the ground-truth labels y:

LCE(y, ŷS) =−
C

∑
i=1

yi · log(ŷS
i ) (10.6)

which for binary segmentation becomes a simple binary cross-entropy loss. The
overall loss can be written as follows:

L(y, ȳT , ŷS) = LCE(ȳ, ŷS)+λLKD(ȳT , ŷS) (10.7)

where λ is a weighting parameter to balance the loss components. We provide a
thorough ablation of the various component of our method in 10.3.2 to highlight the
strong improvement on similar solutions.

10.2 Experimental Setting

This section describes the details of the proposed synthetic AgriSeg segmentation
dataset and the procedure we followed to validate the effectiveness of our DG
methodology. In 10.2.1, we review the procedure followed to generate the AgriSeg
dataset, while in section 10.2.2, details on the training framework and implementation
are given.

10.2.1 Dataset

To generate the synthetic crop dataset with realistic plant textures and measurements,
high-quality 3D plant models have been created using Blender3. A wide variety of
crops have been included in the dataset to validate the segmentation performance of
the model trained with the proposed DG method. Depending on the plant’s height,
three primary macro-categories of crops have been identified. Low crops, such as
Lettuce and Chard, have an average height of 20-25 cm. Medium crops, such as
Zucchini, grow to 60 cm. Tall crops, which include vineyards and trees, can grow up

3https://www.blender.org/
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Fig. 10.2 Detailed example of synthetic 3D crop models realized to build the AgriSeg Dataset.
A generic tree (top) and lettuce (bottom) are on the left. On the right are zucchini (top) and
vines (bottom).

to 2.5-4.5 m. A meaningful target performance to be achieved by the segmentation
model is set to generalize to previously unseen plants inside the same macro-category,
which differ mostly in the color features and slightly in the geometrical shape. Some
examples of 3D plant models are shown in Fig. 10.2.

Various terrains and sky models have been used to achieve realistic background and
light conditions to achieve realistic background and light conditions. The generaliza-
tion properties of the segmentation network are enhanced considering the light of
different moments of the day and various weather conditions. Afterward, Blender’s
Python scripting functionality was used to automatically separate plants from the
rest of the frame and generate a dataset of RGB images and their corresponding
binary segmentation mask. This work presents the AgriSeg dataset, composed of
RGB images and the associate segmentation mask samples of low crops, such as
chards and lettuce, medium crops like zucchini, generic vineyard, pergola vineyards,
pear trees, and generic tall trees. Nonetheless, each dataset presents four sub-datasets
that differ in the background and the terrain. Cloudy and sunny skies, diverse light-
ing, and shadow conditions are considered. Camera position and orientation have
been changed to acquire diversified image samples along the whole field for each
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Crop Samples Type Category↓ Height [m]

Lettuce 4800 Synthetic Low 0.22
Chard 4800 Synthetic Low 0.25
Lavender 4800 Synthetic Low 0.3
Zucchini 19200 Synthetic Medium 0.6
Vineyard 4800 Synthetic Tall 2.5
Pergola Vineyard 4800 Synthetic Tall 3.2
Pear Tree 4800 Synthetic Tall 2.7
Generic Tree 1 4800 Synthetic Tall 4.5
Generic Tree 2 2785 Synthetic Tall 4.5

Vineyard [199] 500 Real Tall 2.5
Miscellaneous 100 Real Any Any

Table 10.1 Detailed properties for each domain of the AgriSeg dataset. The section on the
top reports the synthetic crops datasets generated in simulation, while the section on the
bottom the real-world ones.

subdataset. The details of each subdataset are listed in Table 10.1. In the last rows,
we also include two real domains to validate the considered methodologies on real
data. The Real Vineyard dataset was originally presented in [199], but the proposed
labels were coarse. Hence, we re-label the samples using the SALT labeling tool 4

based on Segment Anything [286]. We include another real domain, Miscellaneous,
containing 100 samples from disparate crop types, and label it using SALT. This
domain aims to benchmark the segmentation performance on any crop and is used
as a final test in our experiments. Overall, the AgriSeg dataset contains more than
50,000 samples.

10.2.2 Training

In this section, we report all the relevant information regarding the experimental
setting of model training and testing: data preprocessing, hyperparameter search,
and implementation. We repeat each training five times with different and randomly
generated seeds to give more statistical information about accuracy results. In
this way, both hyperparameter search and benchmarks cannot take advantage of
the repeatability of trials, as data splitting, augmentation, and weight initialization

4https://github.com/anuragxel/salt

https://github.com/anuragxel/salt
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change from one iteration to the next. Each of the results of our benchmark is
reported as mean and standard deviation.

Data Preprocessing

We preprocess input images through the ImageNet standard normalization [36] to
use pretrained weights. We apply the same data augmentation to all the experi-
ments, following common practice in DG for semantic segmentation. It consists of
random cropping with a factor in the range [0.5,1], flipping with a probability of
50%, greyscale with a probability of 10%, random brightness, and contrast with a
maximum relative change of 0.4. Experiments confirm that this configuration leads
to enhanced generalization on the proposed dataset.

Hyperparameters

We conduct a random search to determine the optimal training hyperparameters for
the ERM DG baseline. We define a range of values for continuous arguments and
a set of choices for discrete ones and select the best combination via the training-
domain validation set strategy proposed in [254]. It consists of picking the model
that maximizes the metric (in our case, Intersection-over-Union with a threshold
of 0.9) on a validation split of the training set (in our case, 10%, uniform across
domains) at the end of each epoch. This selection method assumes that the average
distribution of source domains is similar to that of the target domain on which the
best model is tested.

We choose a batch size B = 64 and set the number of training epochs to 50. Since
our dataset tackles binary crop segmentation, the adopted task loss is binary cross-
entropy, while for the distillation loss, we choose temperature τ = 1 and weight λ = 3.
Following the procedure proposed in [290], we combine knowledge distillation with
feature whitening and apply UniStyle to the first layers of the backbone (results are
reported in 10.3). We use AdamW [294] as the optimizer with a weight decay of
10−5. The learning rate is scheduled with a polynomial decay between 10−3 and
10−5. As regards the compared methodologies, we apply IBN [287] and ISW[284]
to the first three blocks of the backbone, while pAdaIN [288] is applied to all the
layers with a probability of 10−3. The ISW loss is weighted by a factor of 10−2,
while XDED [290] is applied with a weight of 10−3, a temperature of 2, and in
combination with UniStyle feature whitening.
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Implementation

Our experimentation code is developed in Python 3 using TensorFlow as the DL
framework. We train models starting from ImageNet pretrained weights, so the input
size is fixed to (224×224). The considered DG methodologies are taken from the
available repositories where possible or reimplemented. All the training runs are
performed on a single Nvidia RTX 3090 graphic card.

10.3 Results

In this section, we present the main results of the experimentation conducted to
evaluate the effectiveness of the proposed methodology. First, we compare our
distillation-based approach with recent and promising DG and semantic segmenta-
tion alternatives. Inspired by popular datasets for image classification, we select four
domains (Generic Tree 2, Chard, Lettuce, and Vineyard) and evaluate all the method-
ologies by training on three domains and testing on the fourth. The domains are
selected to cover different crop dimensions and visual characteristics and guarantee a
challenging generalization benchmark. Then, we perform an additional evaluation by
training the model on all four datasets and testing on four additional target domains
(Pear Tree, Zucchini, Real Vineyard, and Real Miscellaneous). We also report the pre-
dicted masks for a qualitative comparison on some random samples. In addition, we
conduct a small ablation study to investigate the effect of UniStyle feature whitening,
the difference between channel-wise and spatial-wise softmax in the computation of
the distillation loss, and the importance of specialized single-domain teachers.

10.3.1 DG Benchmark

We run the leave-one-out DG benchmark described in 10.2.2 and report the results
with their mean and standard deviation in Table 10.2. On average, our ensemble
distillation methodology is 3% better than the second-best compared solution (ISW).
Moreover, it achieves the best or second-best results on each target domain, confirm-
ing that distilling from a set of specialized teachers gives insightful information to
the student and makes it less biased towards domain-specific features. The results for
ERM are quite balanced across domains, proving the strong validity of this method
despite its simplicity. ISW achieves positive results, generalizing well on almost all
crops but failing in the Lettuce domain. This failure could be due to the color of
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Method Generic Tree 2 Chard Lettuce Vineyard Average

ERM[255] 38.38±12.10 83.22±5.50 33.45±13.34 46.69±9.69 50.44±10.15
IBN[287] 26.92±12.61 83.52±1.97 33.14±22.82 47.72±2.96 47.83±10.09
ISW[284] 65.72±8.4765.72±8.4765.72±8.47 86.05±3.87 25.72±12.89 51.34±2.36 57.21±6.00

pAdaIN[288] 42.27±12.80 79.93±1.65 13.22±8.30 45.73±4.81 45.29±6.89
XDED[290] 38.79±17.26 84.35±5.11 29.99±14.80 47.63±6.27 50.19±10.86

WildNet[285] 45.76±2.17 82.45±0.78 22.20±0.73 59.78±0.4859.78±0.4859.78±0.48 52.55±1.04
Ours 50.02±06.80 86.17±1.7986.17±1.7986.17±1.79 58.01±12.7458.01±12.7458.01±12.74 53.26±3.59 61.86±6.2361.86±6.2361.86±6.23

Table 10.2 Comparison between the proposed methodology and other state-of-the-art DG
algorithms for semantic segmentation adopting the leave-one-out DG validation procedure
described in 10.2.2. We report the Intersection-over-Union (IoU) metric (in %) for each result
as mean and standard deviation. Each column’s best and second-best results are highlighted
and underlined, respectively.

Method Pear Tree Zucchini Real Vineyard Real Misc. Average

ERM[255] 78.37±2.51 86.51±1.71 42.76±11.38 64.40±3.10 68.01±4.68
IBN[287] 73.80±4.21 86.21±3.23 42.23±11.32 63.36±9.47 66.40±7.13
ISW[284] 73.49±1.81 87.47±0.7787.47±0.7787.47±0.77 33.80±23.85 48.36±7.30 60.78±8.43

pAdaIN[288] 74.53±2.53 81.83±4.82 41.16±10.23 60.32±9.09 64.46±6.67
XDED[290] 76.82±3.02 86.34±1.07 46.38±10.07 57.24±8.89 66.69±5.76

WildNet[285] 75.31±3.50 81.88±2.37 31.11±1.35 46.57±3.09 58.72±2.58
Ours 80.18±2.6580.18±2.6580.18±2.65 86.25±1.42 52.01±4.6852.01±4.6852.01±4.68 66.69±3.1866.69±3.1866.69±3.18 71.28±2.9871.28±2.9871.28±2.98

Table 10.3 Comparison between the proposed methodology and other state-of-the-art DG
algorithms on additional target domains. We train the models on all four domains chosen
for the previous benchmark. We report the Intersection-over-Union (IoU) metric (in %) on
the unseen domains as mean and standard deviation. The best and second-best results are
highlighted and underlined, respectively.

lettuce since its leaves get easily confounded with the color of grass in other domains
(e.g. Vineyard). Our method, instead, retains good performance thanks to the insights
given by the ensembled teachers and is not biased by spurious color correlations.
However, the variance in results is considerable for the most challenging domains
for almost all the DG methodologies tested. WildNet, instead, presents quite stable
average performances over the runs but reports suboptimal results. This finding
suggests that DG training offers a complex challenge, and our KD methodology
could be further studied and improved to provide more robust results. We will
address this aspect in future works.

To further validate the generalization capability of our method, we construct a more
challenging benchmark by using four unseen test domains (Pear Tree, Zucchini,
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Gen. Tree 2 Chard Lettuce Vineyard

ERM

Ours

Fig. 10.3 Comparison of ERM predictions with our ensemble of specialized teachers. While
for simpler domains, the predictions of the specialized teachers agree and return a high-
confidence mask, for challenging ones, the teachers give an uncertain but more informative
mask.

Real Vineyard, and Real Miscellaneous). The models are trained and validated on
all four datasets used for the previous benchmark. In this way, each model has
been trained on at least a domain similar in shape and size to a target domain,
informing the models about the principal geometric features of different plant types.
Here the domain gap resides in visual differences and correlations between plants
and backgrounds. The results are reported in Table 10.3. Our method overcomes
all state-of-the-art alternatives, as in the leave-one-out benchmark. The proposed
solution retains the best performance on almost all the domains, except for Zucchini,
where the difference is really small. This result enforces previous considerations
on the generalization ability of knowledge distillation without any additional layers
or computations at inference time. As expected, thanks to the Generic Tree 2
source domain, all the models perform well on the Pear Tree domain, despite its
significant difference in shape from the other crops. An interesting aspect is that
ERM obtains good results on all the crops being the second-best generalizing model
in this benchmark. However, its performance on the Real Vineyard domain is very
low. While this is partially due to the dataset being very challenging, it also suggests
a deeper investigation of the Sim2Real gap that will be addressed in future works.
Indeed, the passage from synthetic to real crops further widens the existing domain
gap between different crops and backgrounds. Another interesting insight can be
found in the standard deviations, as our method obtains one of the smallest values.
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Fig. 10.4 Qualitative comparison between our distillation-based DG methodology and the
most promising competitors according to our benchmark. We inspect output masks on
Lettuce, Real Vineyard, and Real Miscellaneous domains for random samples.

This result is particularly evident for real domains, where other methods report high
variance. WildNet performs very badly on real samples while obtaining satisfactory
results on synthetic ones. Its small standard deviation suggests that the multiple
training losses applied during training could have an over-regularizing effect on the
process. On the contrary, our approach finds the best trade-off between regularization
and learning.

10.3.2 Ablation Study

We conduct an ablation study to investigate the effect of different components on the
generalization capability of our methodology. We also highlight the main differences
between our approach and XDED [290] regarding methodological components and
performance. In particular, we consider the UniStyle low-level feature whitening
approach used by [290] in combination with ensemble distillation. We also analyze
the effectiveness of our choice to apply the output softmax operator along the
spatial dimension instead of channels following the findings of [293]. Finally, we
substitute the specialized teachers with an ensemble of ERM models trained on all
the source domains. The results are reported in Table 10.4, in which we included
the ERM baseline as a reference. On average, the results suggest that applying only
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Method KD UniStyle Softmax Gen. Tree 2 Chard Lettuce Vineyard Average

ERM [255] ✗ ✗ ✗ 38.38±12.10 83.22±5.50 33.45±13.34 46.69±9.69 50.44±10.15
XDED[290] ✓ [0,1,2] Channel 38.79±17.26 84.35±5.11 29.99±14.80 47.63±6.27 50.19±10.86

Ours

✓ ✗ Channel 34.61±11.84 87.48±2.07 21.76±3.99 50.26±2.77 48.53±5.17
ERM ✗ Space 43.99±14.91 85.32±3.47 39.11±14.15 42.42±10.55 52.71±10.77

✓ [0,1,2] Space 56.32±18.98 81.81±3.67 43.44±5.12 62.49±4.50 61.01±8.07
✓ [0,1] Space 54.78±22.11 87.48±2.96 47.40±15.19 56.35±8.72 61.50±12.25
✓ ✗ Space 50.02±06.80 86.17±1.79 58.01±12.74 53.26±3.59 61.86±6.2361.86±6.2361.86±6.23

Table 10.4 Ablation study highlighting the differences between our approach and [290]. We
evaluate the effect of UniStyle (the numbers represent the blocks on which whitening is
applied), channel-wise softmax, and ensembling methods on the proposed methodology. We
report the Intersection-over-Union (IoU) metric (in %) for each result as mean and standard
deviation. The best and second-best results are highlighted and underlined, respectively.

distillation is slightly better than combining it with feature whitening, especially
considering that this implies additional computation at inference time. The variance
of the results is also larger when feature whitening is applied, suggesting that this
regularization can lead to better optimization in some cases but suboptimal solutions
in others, depending on weight initialization. However, the gap is limited, and
more importantly, results on single domains are not unique, as each variant seems
to be more suited for some domains than others. Nonetheless, our methodology
outperforms ERM and XDED by more than 10%, on average. Our study confirms that
applying softmax along the spatial dimension leads to better knowledge distillation
for segmentation tasks. Indeed, despite performing well in Chard and Vineyard
domains, the variant with channel-wise softmax retains unsatisfactory results on
Generic Tree 2 and Lettuce crops. Finally, we confirm the intuition that ensembling
models specialized in single domains brings more information than distilling from
models trained on all the source domains together. As depicted in Fig. 10.3, the
distillation masks are less confident, giving the student a better understanding of
what parts of the image are more likely to confound the predictor. However, the
version distilled from ERM teachers outperforms plain ERM by 2%. We further
inspect the effect of the method’s hyperparameters on generalization capabilities.
We vary the distillation loss weight λ and the temperature T and report the results on
the Real Miscellaneous domain in Fig. 10.5. The graphs show that our choice (λ =

10−2,T = 2) is the optimal balance that ensures regularization without constraining
the student. As reported in our benchmarks, this yields good generalization across
various synthetic and real domains.
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Fig. 10.5 Ablation study on the hyperparameters λ and τ . The reported IoU value is relative
to the Real Miscellaneous domain and is averaged on three runs. We represent two views of
the results for better readability.

Finally, in Fig. 10.4, we report a qualitative comparison between output masks from
our method and the most promising competitors (ERM, IBN, and XDED, according
to our benchmark). We inspect output masks on Lettuce, Real Vineyard, and Real
Miscellaneous domains for random samples. Although IoU is computed with a
confidence threshold of 90 %, we choose to plot the original masks to highlight
unconfident predictions. The difference is most evident for the Lettuce domain, in
which other algorithms erroneously segment the terrain (ERM, IBN) or retain low
confidence on crops (XDED). The same happens for the Real Vineyard domain,
where the predictions are generally less confident, and XDED performs similarly to
our solution. On the Real Miscellaneous domain, XDED performs slightly worse
than our solution, as the segmentation mask does not include trunks. In this scenario,
IBN is more accurate and similar to our method, confirming the results of Table 10.3.
In conclusion, our solution outputs satisfactory masks for all domains, performing
on par or better than all other methods.



Chapter 11

Domain-Adversarial Vision
Transformer for Land Crop
Classification with Multi-Temporal
Satellite Imagery

In this Chapter, the investigation of Deep Learning models generalization defined
and discussed in Chapters 9 and 10 is declined into another application in the con-
text of precision agriculture and remote sensing: land cover and crop classification
(LC(&)CC). In the past few decades, the launch of many satellite missions has
offered an extensive repository of remote sensing images. Availability of the open-
source data by many Earth-observation satellites has made remote sensing easy
and obtainable [295]. Open-source data sets are available free of cost from several
satellite missions such as the Sentinel-2 and Landsat [296]. These satellites are
equipped with multi-spectral sensors with short revisit time, and good spatial and
spectral resolution, allowing researchers to test modern image analysis techniques
to extract more detailed information of the target object. Overall, the new scenario
has led to the opportunity for the land cover monitoring, change detection, image
mosaicking, and large-scale processing using multi-temporal and multi-source im-
ages [295, 297–299]. The most essential and critical remote sensing application is
land cover and crops classification (LC&CC). It facilitates labeling the cover such as
forest, ocean, and agricultural land. Moreover, mapping can also be done manually
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using satellite images, but the process is quite tedious, costly, and time-consuming.
Finally, an exquisite global cover map is not available as yet, but there is a land cover
map named Corine Land Cover (CLC) [300] which provides land cover information
with 100m per pixel resolution. However, the problem with this map is that it only
covers the European area and is updated once in six years.

There are several ways to perform land classification automatically. In general, the
classification involves the creation of a training dataset that consists of annotated
samples of the corresponding class labels, training a model using the training dataset,
and evaluating the resulting predictions. The number and quality of training sam-
ples play a pivotal role in defining the performance of the trained model. From
a remote sensing prospective, training sample collection requires a ground survey
or visual photo-interpretation by an expert [301]. Ground surveying involves GIS
expert knowledge, human resource that is not typically economical, while visual
interpretation is not appropriate to be used for some applications, such as finding
chlorophyll concentration [302] and classification of tree species [303]. Most of the
machine learning (ML) algorithms such as random forest, support vector machines,
logistic regression performs well in the context of classification of remote sensing
images. However, performance of these ML algorithms are not satisfied when learn-
ing features from different sources such as active and passive sensors [304]. It was
shown in [305, 306] that Convolutional Neural Networks (CNN) are better than
traditional land cover classification techniques. In the land segmentation section
of the deep globe challenge [307], the Deep Neural networks (DNNs) completely
dominate the leaderboards. The best examples of land cover classification using
DNNs are ResNet and DenseNet [308, 309]. For example, in [310], a 2D-CNN is
used to obtain the spatial features of the hyperspectral imagery (HSI), analyzing
the continuity of land covers in the spatial domain. Often relation among spectral
bands of HSI is not linear, 2D-CNNs are normally used together with 1D-CNNs
to incorporate the spectral and spatial domain of features [311]. The classification
task becomes quite challenging when dealing with high-dimensional hyperspectral
data with few labeled samples. Recently, generative adversarial networks (GANs)
[312] have been exploited for sample generation, though it is not easy to acquire
high-quality samples with authenticity [313].

The generalization problem analyzed in this study comes from the fact that there
is a difference in the land covers of different locations, hence, the model trained
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in one area does not perform well in the other areas. Additionally, the satellite
imagery of different satellites present changes in their resolution, capture time, and
other radiometric parameters. Due to these multiple changing variables, the dataset
taken from a satellite covering one region and another satellite dataset covering
the same or other regions leads to a domain shift between the datasets. One way
to achieve a reliable outcome is possibly to train a model with a huge amount of
training samples to generalize its behavior for all classes of all the regions. However,
that needs an enormous labeled dataset that is time and labor-intensive. Another
method to deal with the shift between the datasets is termed Domain Adaptation
(DA), in which a model is trained on one dataset (source data) and predictions
are made on the other dataset (target domain). DA is the restricted formulation to
only two domains (source and target) of the wider Domain Generalization problem
defined in 9. The distribution shift between the target and source dataset is mainly
due to temporal differences in the acquisition, in the sensors, and in geographical
factors such as variations of elements in the Earth’s surface. The domain shift affects
the performance of a model trained on a source dataset and applied on the target
dataset. DA methods often rely on learning domain-invariant models that keep
comparable performances on the two datasets. Existing DA techniques may be
classified as supervised, unsupervised, and semisupervised [314–316]. In supervised
DA methods, it is presumed that labeled data are available for both source and target
domains [317]. In a semisupervised domain, the labeled data for the target domain
is assumed to be small while an unsupervised method contains labeled data for the
source domain only. For example in [318], a semisupervised visual DA was proposed
to address classification of very high-resolution remote sensing images. To deal with
the variation in features distribution between the source and target domains, multiple
kernel learning DA method was employed.

Tuia et al. [301] divide the DA methodologies into four different categories: domain-
invariant feature selection, adapting data distribution, adapting classifiers, and adap-
tive classifiers using active learning methods. In the context of classification and
segmentation of remotely sensed images, in [319] an unsupervised adversarial DA
method was proposed based on a boosted domain confusion network (ADA-BDC)
which focuses on feature extraction to enhance the transferability of classifier which
is trained by source domain images and tested on target domain images. In [320],
an unsupervised DA was used using generative adversarial networks (GANs) for
semantic segmentation of aerial images. A multi-source domain adaptation (MDA)
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for scene classification was proposed to transfer knowledge from the multiple-source
domains to the target domain in [321]. Most of the studies presented in the literature
related to DA-based classification have used single date images of source and target
domain. However, in [322], first approach was proposed in the context of DA for
classification of multi-temporal satellite images in which Bayesian classifier-based
DA was employed with only two images of Landsat-5 satellite.

This study investigates adversarial training of DNNs to bridge the domain discrepancy
between distinct geographical zones. More in detail, we analyze the application of
DA to challenging multi-spectral, multi-temporal data, highlighting the advantages
of adopting the most recent self-attention-based models for LC(&)CC to different
target zones where labeled data are not available. We choose to experiment our
methodology on the BreizhCrops dataset, a large-scale time series benchmark dataset
introduced in 2020 by Rußwurm et al., [323], for supervised classification of field
crops from satellite data. Fig. 11.1 shows the visual representation of the crop
prediction performed on a sub-region of Brittany, highlighting the benefit provided
by the proposed methodology.

Fig. 11.1 Visual representation of land crops classification on zone 3 (Ille-et-Vilain) of the
BreizhCrops dataset. For each sub-image we show the complete region and a sub-area
to facilitate the visualization of the advantage obtained by the proposed methodology. In
particular, on the left the crops predictions without our domain adaptation mechanism are
shown, while in the center the same predictions performed adopting DANN are proposed. On
the right, ground truth labeled crops can be visualized. The improvement in the classification
with DANN is evident, especially in the reduction of misclassification of wheat and meadows.
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11.1 Study Area and Data

To promote reproducibility of our experimentation, we rely on BreizhCrops, a large-
scale time series benchmark dataset introduced in 2020 by Rußwurm et al., [323],
for supervised classification of field crops from satellite data. The dataset comprises
multivariate time series examples in the Region of Brittany, France, of the season
2017, from January 1 to December 31. In particular, the authors of the dataset
exploited all available Sentinel 2 images from Google Earth Engine, [324], and
farmer surveys collected by France National Institute of Forest and Geography
Information (IGN) to collect more than 600 k samples divided into 9 classes with
45 temporal steps and 13 spectral bands. Most importantly, as shown in Fig. 11.2,
acquired data are equally split into distinct regional areas. Indeed, as regulated by
the Nomenclature des unites territoriales statistiques (NUTS), the overall dataset is
divided into the four NUTS-3 regions Côtes-d’Armor, Finistère, Ille-et-Vilaine, and
Morbihan. That, in conjunction with the challenging nature of the dataset, makes
BreizhCrops an ideal benchmark to test domain adaptation for multi-spectral and
multi-temporal data for LC&CC.

Fig. 11.2 Magnified view of the four NUTS-3 regions of Brittany, located in the northwest of
France and covering 27,200 km². The strict division of the supervised BreizhCrops dataset
in the four regions allows the performance of a formal and controlled analysis on domain
adaptation for LC&CC with multi-spectral and multi-temporal data.

As summarized in Fig. 11.3, even if the authors of the dataset avoided broad cate-
gories, due to the nature of agricultural production, which focuses on a few dominant
crop types, a class imbalance can be observed in the collected parcels. That con-
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stitutes a challenge for every classifier type, but it reflects the strong imbalance in
real-world crop-type-mapping datasets. On the other hand, sample classes in the
different regions are balanced, making BreizhCrops a perfect bench for testing do-
main adaptation strategies. Finally, to disentangle the performed domain adaptation
analysis from the influence of the random variation of the atmospheric conditions,
we exclusively make use of L2A bottom-of-atmosphere imagery where data acquired
over time and space share the same reflectance scale. Adjacent and slope effects
are corrected by the MAJA processing chain [325] that employs 60-meter spectral
bands to apply atmospheric rectification and detect clouds. Therefore, only ten
spectral features are available for each parcel. Table 11.1 is presented as a summary
of the number of samples collected for the domain adaptation experimentation di-
vided into classes and regions. In conclusion, multi-spectral, multi-temporal pixels
are individually extracted for each parcel and are constituted by 10 spectral bands
and 45 temporal steps each. The class imbalanced highlighted by the number of
parcels of Fig. 11.3 is reflected in the number of samples of Table 11.1 used for all
experimentation.

Table 11.1 Summary of the number of samples per class divide in the four NUTS-3 regions
of Brittany. Instances are derived by L2A bottom-of-atmosphere parcels to disentangle our
analysis with variation of the atmospheric conditions.

Barley Wheat Rapeseed Corn Sunflower Orchards Nuts Permanent
Meadows

Temporary
Meadows

Zone 1 13,051 30,380 5596 44,003 1 937 10 32,641 52,013
Zone 2 10,736 15,026 2349 36,620 6 348 18 36,536 39,143
Zone 3 7154 27,202 3557 42,011 10 1217 10 32,524 52,682
Zone 4 5981 17,009 3244 31,361 2 552 11 26,134 38,141

11.2 Methodology

In this work, unsupervised domain adaptation is considered in the field of land cover
classification from satellite images. The study aims to tackle the problem of low
generalization capability of classifiers only trained on a peculiar geographical region
dataset. Moreover, the lack of rich available datasets of labeled satellite images
increases the interest towards this challenge. In particular, the proposed methodology
is intended to investigate the application of representation learning (RL) techniques
for domain adaptation when dealing with multi-temporal data. For this purpose, a
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Fig. 11.3 Class frequencies divided in the four NUTS-3 regions of Brittany. The respective
number of parcels highlights the strong class imbalance, reflecting the substantial imbalance
in real-world crop-type-mapping datasets. However, samples per class in the four regions are
equally divided.

Transformer Encoder-based classifier is adapted to a Domain-Adversarial Neural
Networks (DANN) architecture and trained accordingly.

In this section, a thorough description of the methodology is provided. First, we
frame domain adaptation with the DANN method. Then, we briefly explain the
Transformer Encoder structure with self-attention adopted for the multi-temporal
crops classification. Finally, we describe the resulting architecture of the attention-
based DANN, which is used to train a classifier with improved domain generalization.

11.2.1 Domain-Adversarial Neural Networks

Classifiers obtained with Deep Neural Networks often suffer from a lack of gener-
alization related to possible variations in the appearance of the same objects. This
problem is usually identified as a domain gap. In the land cover classification task,
this situation is very recurrent and can be associated with the spectral shift affecting
the data collected in different regions at different times. The shift is often related to
photogrammetric distortion or visual differences in the appearance of lands. Further-
more, when dealing with satellite images, a dataset usually needs to be created by
labeling images for a specific region to train a classification model. Despite this time-
expensive procedure, standard training does not guarantee satisfying performance on
images of different regions.

Domain-Adversarial Neural Networks (DANN) is a representation learning technique
that allows a classifier to generalize better from a source domain to a target domain.
This specific domain adaptation method consists of adding a branch to the original
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feed-forward architecture of the classifier and carry out an adversarial training. From
a generic perspective, it is possible to identify three main components of the DANN:
a feature extractor with parameters θ f , a label predictor with parameters θy, and a
domain classifier with parameters θd . The feature extractor is the first block of the
DANN model. It is responsible for learning the function G f : X → Rd , which maps
the input samples X to a d-dimensional vector containing the extracted features. The
label predictor function, Gy(G f (X)), compute the label associated with the predicted
class of the sample. The domain discriminator function Gd(G f (X)) distinguishes
between source and target domains given the extracted features. The combination
of feature extractor and label predictor gives us the complete classifier model. The
domain classifier is composed of a secondary branch, similar to the label predictor,
which receives the extracted feature vector by the first block of the network.

Given these three main elements, the expression of the total loss used to train DANN
is obtained by the following expression, according to the authors [238]:
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(11.1)

The first term Ly is the label predictor loss, while the second one involves the domain
discriminator loss Ld . The hyper-parameter λ can be tuned to weigh the contribution
of the two learning terms. A more detailed analysis of the choice of λ is proposed
in the experiments section. n and n′ are respectively the numbers of samples from
the source and the target domains. Totally, we have N = n+n′ samples used in the
training. The expression of the total loss function also describes the principal goals of
DANN: first, we want to obtain a label predictor with low classification risk. Second,
we are adding a regularization term for the domain adaptation. To this extent, we aim
to find a set of parameters of the feature extractor θ f that can map a generic input
sample from either source or target domain to a new latent space of features, where
the domain gap is reduced. On the other hand, the classification performance has
not to be affected. For this reason, the extracted features should be discriminative as
well as domain-invariant. According to this goal, the optimal choice of parameters
θ f and θy is represented by the one which minimizes the total loss function, keeping
θ̂d unchanged. By contrast, the domain discriminator parameters θd are updated to
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maximize the loss while not changing the other ones.(
θ̂ f , θ̂y

)
= argmin

θ f ,θy

L
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θ f ,θy, θ̂d

)
(11.2)

θ̂d = argmax
θd

L
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θ̂ f , θ̂y,θd

)
. (11.3)

In the original paper of DANN, the parameters of each piece of the neural network
model are updated with a classical Stochastic Gradient Descent (SGD) optimizer.
Here instead we use Adam [50]. Parameters θ f ,θy and θd are updated according to
its rules.

θ f ←− θ f −η

(
m̂ f ,y√
v̂ f ,y + ε

−λ
m̂ f ,d√
v̂ f ,d + ε

)
(11.4)

θy ←− θy−
η√

v̂y + ε
m̂y (11.5)

θd ←− θd−
η√

v̂d + ε
m̂d (11.6)

As explained in Chapter 1, the first (mean) and the second (uncentered variance)
moments of Adam m̂ and v̂ are estimated as exponentially moving averages computed
with the gradients obtained from each mini-batch. For the specific case of DANN,
gradients used to estimate the Adam moments change for each element G f , Gy, Gd

of DANN structure. For example, the feature extractor gradients (∂Li
y/∂θ f ) and

(∂Li
d/∂θ f ) are used to compute m̂ f ,y and m̂ f ,d . Diversely, gradients obtained from

label predictor (∂Li
y/∂θy) and domain discriminator (∂Li

d/∂θd) are only used to
update their respective momentum m̂y and m̂d .

The feature extractor and the domain discriminator play adversarial roles during the
training process. A satisfying feature extractor can fool the domain discriminator by
forwarding a vector of domain-invariant features. The role of the domain discrimina-
tor is to improve and evaluate this ability. A key intuition in the DANN method is to
carry out the adversarial training with a standard backpropagation of the gradients,
thanks to a custom Gradient Reversal Layer between the feature extractor and the
domain discriminator. This particular layer does not add other parameters to the
model but changes the sign of the upstream gradients. The GRL operation can be
formulated withR(x) in the following mathematical expressions for the forward and
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backpropagation step:
R(x) = x (11.7)

dR
dx

=−I (11.8)

where I is the identity matrix. Hence, by performing optimization steps on the
resulting DANN architecture, we can update parameters to reach saddle points of the
total loss function reported in (11.1).

11.2.2 Classification of Multi-Spectral Time Series with Self-
Attention

Self-Attention, popularized by the Transformer model in 2017 [40], has provided a
considerable boost in machine translation performance while being more paralleliz-
able and requiring significantly less time to train. Nevertheless, the introspection
capability behind the success of Transformers is not limited only to natural language
processing, but can be adapted to any time series analysis to filter data and focus
on more relevant repressions aspects. In Chapter 1, an theoretical introduction to
Self-Attention and to Vision Transformer [67] model can be found. Here, a summary
of the main operation performed is provided adapting to the case of satellite imagery.

A single sample pixel i-th of multi-spectral, multi-temporal acquisition can be
represented as a matrix X(i) ∈ Rt×b where t is the temporal dimension and b is given
by the number of spectral bands. Therefore, it is a 1D sequence of tokens, (x0, ...,xt),
with xt ∈ Rb, that can be easily linearly projected to feed a standard Transformer
encoder. The encoder can map a temporal input sequence Xt×b in a continuous
representation XL

t×dmodel
, where L is the output layer of the Transformer model and

dmodel is the constant latent dimension of the projection space. Self-attention, through
local multi-head dot-product self-attention blocks, can easily manipulate the temporal
sequence finding correlations between different time-steps and completely avoiding
the use of recurrent layers. The dot-product self-attention operation is composed
on a trainable associative memory with key and value vector pairs of dimensions d.
For a sequence of t query vectors, arranged in a matrix Q ∈ Rt×d , the self-attention
operation is described by the following operation:

Attention(Q,K,V) = Softmax(QKT/
√

d)V (11.9)
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where the Softmax function is applied over each row of the input matrix and K∈Rt×d

and V ∈ Rt×d are the key and value vector matrices, respectively. Query, key and
values matrices are themselves computed from a sequence of t input vectors with
dimension dmodel using linear transformations: Q = XWQ, K = XWK, V = XWV

where X ∈ Rt×dmodel . Finally, multi-head dot-product self-attention is defined by
considering applying h self-attention functions to the input X . Each head provides a
sequence of size t×d. These h sequences are rearranged into a t×dh sequence that
is linearly projected into t×dmodel .

Subsequently, after the transformer encoder, the output representation, XL
t×dmodel

,can
be exploited to perform a classification of the input sequence. Indeed, that can be
achieved by further processing the output encoder matrix and feeding a classification
head trained to map the hidden representation to one of the k classes. In conclusion,
a Transformer encoder can be repurposed to process a multi-spectral input sequence
and find valuable correlations between the different time-steps to perform LC&CC
with a high level of accuracy.

11.2.3 DANN for Land Cover and Crop Classification

We employ DANN in conjunction with self-attention-based models to bridge the
domain gap between different geographical regions. The overall architecture of
the adopted methodology is shown in Fig. 11.4. First, an input sequence Xt×b is
linearly projected to the constant latent dimension of the Transformer model dmodel .
Moreover, a Transformer encoder does not contain recurrence or convolution to make
use of the order of the sequence. Therefore, some positional encoding is injected
about the relative or absolute position of the tokens in the sequence. The positional
encodings have dimension dmodel as the projected sequence, so that the two can be
summed. Guided by experimentation, as in [67], we adopt a learnable positional
encoding instead of the sine and cosine functions with different frequencies of [40].
The resulting pre-processed input sequence Xl0

t×dmodel
feeds the Transformer encoder,

parameterized by Θ f , that provides as output a continuous representation XL
t×dmodel

.
Subsequently, we make use of the max function, over the temporal axis, to extract a
token, xL

dmodel
, from the output sequence.

The extracted representation constitutes the input for either the LC&CC and do-
main multi-layer perceptron classifiers. The first network provides a probability
distribution over the k different classes, ŷk. On the other hand, the domain classifier
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Fig. 11.4 Overview of the overall framework to train a Transformer encoder with domain-
adversarial training. The multi-spectral temporal sequence Xt×b is first linearly projected and
fused with a position encoding. Subsequently, the self-attention-based model manipulates
the input series and, through a max operation applied to the last layer of the encoder, is
possible to extract a token xL

dmodel
from the output sequence. Finally, gradients derived by

LC&CC and Domain classifiers train the network while keeping close the distribution of
source and target domains.

outputs the probability, d̂2, that the extracted representation xL
dmodel

belongs to the
target or source domain. Using the cross-entropy loss function for both classifiers,
it is possible to compute the respective gradients and update the weights, Θ f of the
feature extractor. Indeed, inverting the sign of the gradients, ∇Ld(Θd), derived from
the domain classifier, and multiplying them for a scale factor λ , we can increasingly
reduce the distance between the latent space of the two domains while training the
encoder on the classification task. Overall, the proposed training framework provides
an effective solution to transfer the acquired knowledge of a model to a diverse
region, exploiting only the original nature of the data.
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11.3 Experiments and Discussion

We experiment with the proposed methodology on the four regions of the multi-
temporal satellite BreizhCrops dataset presented in Section 11.1. As explained in
the same section, we indicate this dataset as an optimal choice to train and test new
domain adaptation methods exploiting labeled multi-temporal data. The first main
objective of the conducted experimentation is to investigate how the classification
performance of a state-of-the-art model for LC&CC model is affected by a lack of
generalization towards different geographical regions. Then, we clearly highlight
how adversarial training can mitigate the domain gap and significantly boost perfor-
mance for source and target regions with marked distribution distance. It is important
to remark that the method relies on the availability of samples of both source and
target domains, whereas only source labels are required, not allowing direct applica-
bility of transfer learning techniques. Finally, in the last part of the section, obtained
results are discussed and inspected through dimensionality reduction techniques,
validating the proposed method for practical use.

Fig. 11.5 λ scheduling: the value of the domain adaptation parameter λ is changed during
training according to an exponentially growing trend. This allows the feature extractor to
learn basic features during the initial epochs. Different final λmax values are tested to study
the right level of adaptation required in the different cases: 1, 0.5 and 0.2. λmax = 0.2 is the
best choice for an overall adaptation improvement of the classifier in the different regions.
The parameter γ influences the slope of the curve and it is kept constant to 10 to let λ reach
the desired value in a suitable number of epochs.
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11.3.1 Experimental Settings

We carried out a complete set of experiments to compare the Transformer encoder
classifier performance with and without DANN. The standard classifier is trained
separately on each of the single regions of the dataset, then tested on the other ones.
By contrast, DANN models are trained on each source-target pair to gain the desired
adaptation capability and tested an all the regions except for the source domain. No
validation set is used for model selection. Tests are always performed with the model
resulting from a fixed number of training epochs.

In the final architecture, the classifier model comprises a transformer encoder feature
extractor and a final classification stage. In all experimentation, the transformer
encoder receives as input a batch of 256 tensors with t = 45 temporal steps and
b = 10 spectral bands in the image samples. Moreover, to linearly project the
temporal sequence to the constant latent dimension of the encoder, the input is first
passed to a dense layer with 64 units. Therefore, dmodel is equal to 128. On the other
hand, the multi-head attention Transformer encoder is defined with several layers
and attention heads equal to nlayers = 3 and nheads = 2. Finally, the dimension of
internal fully connected layers dinner = 128. Rectified linear units is the non-linear
activation function used for all neurons of the encoder.

The LC&CC classification stage is a simple multi-layer perceptron head composed
of a normalization layer, a fully connected layer with 128 units, ReLU as activation
function, and a final layer with k = 9 neurons. On the other hand, for the DANN
experimentation, the domain predictor is identical to the multi-layer perceptron head
of the LC&CC classifier, with 128 units and a ReLU activation. However, the number
of neurons in the final layer is set to d = 2, since we always perform a single target
domain adaptation.

A cross-entropy loss function is chosen to train both the classifiers. The parameters
of both models are updated using Adam optimizer with β1 = 0.9, β2 = 0.999 and
ε = 1 × 10−7 . A fixed number of epochs is always set to 250. The learning rate
value is changed during training according to an exponential decay policy from a
starting value of 0.001, with a decay scheduled for each epoch equal to 0.99epoch. A
key point in the experimental settings is related to the domain adaptation parameter
λ . It acts as a regularization parameter, since it regulates the impact of the domain
discriminator gradients on the feature extractor during training. Therefore, it can
be considered to be the principal hyper-parameter to tune when using DANN. We
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always use a scheduling policy for λ , as suggested in the original publication of
DANN:

λt = λmax

(
2

1+ e−γt −1
)

(11.10)

where λmax is the plateau value reached. This is the actual value of λ used for the
second half of the training, which affects the final performance of the model in terms
of generalization. The parameter γ = 10 defines the slope of the curve and it is fixed
to such value to let λmax be reached in a suitable number of epochs. A scheduled
value of λ allows the feature extractor to learn the basic features for the classification
during the first epochs. It then adjusts the mapping function to let the source and
target domain feature distributions to overlap at the end of the training process. As
shown in Fig. 11.5, different values of λmax are tested to study the response of
the model. To our knowledge, λmax = 0.2 is the best value for a robust adaptation
improvement of the classifier, at least among the set of tested λmax values.

Fig. 11.6 Class-wise comparison of classification results on zone 3 (target), selecting zone 2
as source domain. Confusion matrix obtained with Transformer encoder trained on zone 2
and tested on zone 3 is shown in (a) on the left. Fig. (b) on the right shows classification
results with DANN model tested on zone 3. The effect of DANN clearly mitigate the
prediction error, with a particular focus on relevant classes such as Corn, Permanent and
Temporary Meadows.

As already explained at the beginning of the section, the classifiers are trained and
tested on all the possible combinations of regions to quantify the existing domain
gap. The classification performance is evaluated using three different classification
metrics, which are chosen among the ones proposed in the BreizhCrops dataset
benchmarks: Accuracy, F1-score and K-score. This last metric is the Cohen’s
kappa [326], computed according κ = (po− pe)/(1− pe) where po and pe are the
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Table 11.2 Results of crops classification for the Transformer Encoder classifier trained
with and without DANN using λmax = 0.2. The two models are trained and tested on
all the possible combinations of source/target domains available in BreizhCrops dataset.
Accuracy, F1-Accuracy and K-score are the metrics used to compare the classification quality.
Training accuracy is also reported for the Transformer encoder classifier. Maximum Mean
Discrepancy computed on a subset of extracted features of source and target domain shows
the successful reduction of features distance obtained with DANN.

Zone Transformer Encoder DANN

Source
Domain

Target
Domain

Train
Accuracy

Test
Accuracy F1-Acc K-Score MMD Test

Accuracy F1-Acc K-Score MMD

1 2 0.8577 0.7877 0.5675 0.7229 0.1109 0.7628 0.5540 0.6950 0.0077
1 3 0.8577 0.7436 0.5266 0.6606 0.1620 0.7449 0.5080 0.6714 0.0183
1 4 0.8577 0.7941 0.5675 0.7294 0.0516 0.7960 0.5734 0.7343 0.0086
2 1 0.8951 0.7433 0.5309 0.6773 0.1577 0.7403 0.5161 0.6687 0.0208
2 3 0.8951 0.4967 0.3592 0.3642 0.6700 0.6505 0.4544 0.5483 0.0104
2 4 0.8951 0.6006 0.4395 0.4912 0.2536 0.7482 0.4832 0.6735 0.0416
3 1 0.8750 0.7767 0.5339 0.7122 0.1819 0.8045 0.5778 0.7488 0.0121
3 2 0.8750 0.6638 0.4594 0.5615 0.6254 0.7589 0.5334 0.6865 0.0277
3 4 0.8750 0.7348 0.5074 0.6504 0.1184 0.7968 0.5778 0.7338 0.0115
4 1 0.8870 0.7927 0.5551 0.7354 0.0339 0.8233 0.5822 0.7753 0.0039
4 2 0.8870 0.7600 0.5443 0.6870 0.0953 0.8003 0.5788 0.7399 0.0084
4 3 0.8870 0.7111 0.4961 0.6230 0.0960 0.7673 0.5443 0.6965 0.0062

empirical and expected probability of agreement on a label. In addition, we make
use of Maximum Mean Discrepancy (MMD) metric, presented in Section 11.3.2, to
quantitatively evaluate the distance between source and target distributions.

11.3.2 Maximum Mean Discrepancy

MMD is a statistical test originally proposed in [327] to determine a measure of the
distance between two distributions. MMD is largely used in domain adaptation since
it perfectly fits the need to understand whether the source and the target domain
extracted features overlap. MMD can be directly exploited as a loss function for
adversarial training of generative models or for domain adaptation purposes, as
shown in [328, 329]. However, in this works we limit its usage to show the results of
the Transformer Encoder DANN in terms of reduction of feature distances.
Formally, MMD is a kernel-based difference between feature means. Given a set of
m samples X with a probability measure P, the feature mean can be expressed as:

µp(φ(X)) = [E[φ(X1)], · · · ,E[φ(Xm)]]
T (11.11)
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Table 11.3 Comparison between Transformer Encoder Classifier with and without DANN, in
terms of classification metrics reported in Table 11.2. This run of experiments is conducted
with a scheduling of the adaptation parameter λ , with λmax = 0.2.

Zone Improvement [%]

Source
Domain

Target
Domain

Test
Accuracy F1-Accuracy K-Score

1 2 −3.1576 −2.3859 −3.8508
1 3 0.1762 −3.5378 1.6395
1 4 0.2296 1.0467 0.6773
2 1 −0.3996 −2.7935 −1.2698
2 3 30.9721 26.4916 50.5414
2 4 24.5690 9.9474 37.1046
3 1 3.5803 8.2152 5.1446
3 2 14.3204 16.1075 22.2539
3 4 8.4475 13.8791 12.8283
4 1 3.8705 4.8817 5.4228
4 2 5.3053 6.3384 7.6922
4 3 7.9018 9.7154 11.8067

where φ(X) is the feature map that maps X to a new feature space F . If it satisfies
the necessary theoretical conditions, a kernel-based approach can be used to compute
the inner product of two distributions of samples X ∼ P and Y ∼ R:

⟨µP(φ(X),µQ(φ(Y )⟩F = EP,R[⟨φ(X),φ(Y )⟩F ] = EP,Q[k(X ,Y )] (11.12)

At this point the MMD can be defined as the distance between the feature means of
X ∼ P and Y ∼ R:

MMD2(P,R) = ∥µP−µR∥2
F (11.13)

which can be expressed more in detail using Equation (11.12):

MMD2(P,R) = EP[k(X ,X)]−2EP,R[k(X ,Y )]+ER[k(Y,Y )] (11.14)

However, an empirical estimate of MMD needs to be computed since in a real case
only samples are available instead of the explicit formulation of the distributions. It
is possible to obtain the MMD expression by considering the empirical estimates of
the feature means based on their samples:
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MMD2(X ,Y ) =
1

m(m−1)∑
i

∑
j ̸=i

k(xi,xj)−2
1

m ·m ∑
i

∑
j

k(xi,yj)+
1

m(m−1)∑
i

∑
j ̸=i

k(yi,yj)

(11.15)

where xi and yi in this case are the image samples from source and target domains,
m is the number of samples of the considered subsets. Finally, we specifically use a
gaussian kernel with the following expression:

k(xi,xj) = exp
(−∥xi−xj∥2

2σ2

)
= exp

(−1
σ2 [xi

⊺xi−2xi
⊺xj +xj

⊺xj]

)
(11.16)

11.3.3 Results and Applicability Study

In this section, we present the comparison results between the Transformer classifier
with and without DANN, clearly highlighting the scenarios that present a definite
advantage in applying adversarial training for training a classifier for LC&CC. From
results in Tables 11.2 and 11.3, Fig. 11.6, it is possible to notice that DANN
adversarial training allows the classifier to improve knowledge transferability to
other domains for most of the cases. Nonetheless, we investigate a potential criterion
to decide if the transfer of learning from source to target can be effectively improved
by DANN. More in detail, since DANN aims to overlap feature distributions, we
look at the extracted features from a subset of 10000 samples of each zone dataset
that is considered representative of the total one. We use the set of extracted features
to compute a numerical evaluation of the distance decrease, and to give a graphical
visualization of the effect of DANN. From a quantitative perspective, we propose
Maximum Mean Discrepancy as the feature distance metrics to detect suitable
conditions where DANN is an appropriate methodology. To compute MMD without
considering the clustering of classes, we only need unlabeled image samples. We use
PCA algorithm to compute the principal components of the extracted features and
we exploit them to provide 2D and 3D visualization of relevant cases. First, we can
look at the MMD values obtained from both the Transformer encoder and DANN
in Table 11.2. It is clear that DANN is always able to reduce the distance between
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feature distributions. However, this is not always associated with an increase in
classification performance. We realize that key information is contained in the MMD
value obtained from source and target features, extracted by the standard classifier.
This simple test is crucial and can also be done without labels. The best improvement
with DANN is reached considering zone 2 as the source domain and selecting zone
3 as the target domain. The percentage improvement shown in Table 11.3, with an
increase of more than 30% of accuracy, correlates with an initial MMD value for this
specific case is equal to 0.6700, reduced by DANN to 0.0104. What can be deduced
by this observation is that high values of the MMD indicate a lack of generalization
of the classifier and a domain gap. It is also to consider that the geographical zones
of interest are close to each other. Hence, it can be reasonable to find small domain
gaps. A clear example is the case of zone 1, when chosen as source domain. This
factor can be considered an additional difficulty of the study case. Therefore, it is
possible that the same methodology applied to other regions on the planet, sharing
the same categories of crops, can probably show greater results. Another peculiar
case to be considered is: zones 4 (source) and 3 (target). The MMD value is low
from the initial analysis of the case, without the intervention of DANN. However, a
classification boost is always achieved.

We report a visual representation of the extracted features to add meaning to the pre-
vious considerations. In particular, Fig. 11.7–11.9 show the 2D principal components
obtained from the peculiar cases defined below:

• case 1: zone 2 (source), zone 3 (target). In this case DANN shows the
greatest improvements with an initial high value of MMD. Features are visually
reported in Fig. 11.7: in (a,b) when extracted by standard Transformer encoder
trained on the source domain, in (c,d) when extracted by DANN. The difference
is visually clear. Features distributions are matched by DANN, with a resulting
overlapping shape between source and target domain.

• case 2: zone 1 (source), zone 2 (target). In this case DANN shows the worst
improvements with an initial low value of MMD. Features are visually reported
in (a,b) of Fig. 11.8 when extracted by standard Transformer encoder, in (c,d)
of the same Fig. 11.8 when extracted by DANN. They appear already similar
also without DANN.

• case 3: zone 4 (source), zone 3 (target). In this case DANN shows noticeable
improvements, regardless an initial low value of MMD. Features are visually
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reported in (a,b) of Fig. 11.9 when extracted by standard Transformer encoder,
in (c,d) of Fig. 11.9 when extracted by DANN. As with case 1, the difference
is visually clear, and the effect of DANN can be easily appreciated.

Finally, case 1 and case 2 defined above are also considered for a 3D representation.
Fig. 11.10 shows the obtained results. For each subplot in the figure, both source and
target domain features are scattered. Thanks to this visual perspective, the effect of
the DANN method is highlighted, considering both the worst and the best application
scenario. In case 1, the difference between source and target features is shallow also
without DANN, as shown in (a). By contrast, the situation from (c) to (d) is changed
thanks to the adversarial training significantly. The proposed discussion underlines
some interesting insights on the correlation between reducing the domain gap and
improving a classifier performance. The isolated cases considered provide a good
reference example to decide if it is a reasonable and convenient choice to adopt the
proposed DANN methodology for multi-spectral temporal sequences for Land Cover
classification.
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Fig. 11.7 2D feature visualization obtained with PCA, extracted with the Transformer
Encoder trained on the source domain and with the Transformer DANN model trained on
the specific source-target domains. A comparison between the 2D feature distributions is
proposed for the case of zone 2 (source) and 3 (target). In (a,b) we have features extracted
with the Transformer Encoder from source and target domains: (a) reports features of the
source domain (zone 2) and (b) the ones extracted from the target domain (zone 3). In this
case, features are mapped poorly in the target domain, with a consequent low accuracy in
classification. In (c,d) the same features extracted with the Transformer DANN model are
shown. The positive effect of DANN in terms of features overlapping is evident compared to
(a,b).
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Fig. 11.8 2D feature visualization obtained with PCA, extracted with the Transformer
Encoder trained on the source domain and with the Transformer DANN model trained on
the specific source-target domains. A comparison between the 2D feature distributions is
proposed for the case of zone 1 (source) and 2 (target). In (a,b) we have features extracted
with the Transformer Encoder from source, (a), and target, (b), domain: a low MMD distance
indicates no need for domain adaptation. In (c,d) the same features extracted with the
Transformer DANN model are shown, with no substantial differences.
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Fig. 11.9 2D feature visualization obtained with PCA, extracted with the Transformer
Encoder trained on the source domain and with the Transformer DANN model trained on
the specific source-target domains. A comparison between the 2D feature distributions is
proposed for the case of zone 4 (source) and 3 (target). In (a,b) we have features extracted
with the Transformer Encoder from source, (a), and target, (b), domains: regardless of an
initial low MMD, the classifier accuracy can still be improved reducing the domain gap. In
(c,d) the same features extracted with the Transformer DANN model are shown, with a clear
improvement of the feature mapping, which result in very similar distributions from source
to target domain.
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Fig. 11.10 3D feature visualization and comparison. (a,b) show the features extracted from
zone 1 (source) and 2 (target). They are respectively obtained with transformer encoder and
DANN. It is clear that the transformer encoder alone can correctly map features on both
domains. By contrast, the improvement provided by DANN model is very evident in figures
(c,d), representing the features extracted from zone 2 (source) and 3 (target), where the
transformer encoder alone present both high values of MMD and low classification accuracy
on target domain.



Chapter 12

Optimized Single-Image
Super-Resolution at the Edge with
Knowledge Distillation

In the last decade, Deep Learning (DL) techniques have pervaded robotic systems and
applications, drastically boosting automation in both perception [330, 93], navigation
and control [331, 332] tasks. The development of Machine Learning driven algo-
rithms is paving the way for advanced levels of autonomy for mobile robots, widely
increasing the reliability of both unmanned aerial vehicles (UAV) and unmanned
ground vehicles (UGV) [330]. In this context, the successful transmission of images
acquired by the robot to the ground station often assumes a significant relevance to
the task at hand, allowing the human operators to get real-time information, monitor
the state of the mission, take critical planning decisions and analyze the scenario.
Moreover, unknown outdoor environments may present unexpected extreme charac-
teristics which still hinder the release of unmanned mobile robots in the complete
absence of human supervision. Complete or partial remote teleoperation remains
the most reliable control strategy in uncertain scenarios. Indeed, irregular terrain,
lighting conditions, and the loss of localization signal can lead navigation algorithms
to fail. As a direct consequence of navigation errors, the robotic platform can get
stuck in critical states where human intervention is required or preferred.

However, visual data transmission for robot teleoperation, monitoring, or online data
processing requires a stable continuous stream of images, which may be drastically
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affected by poor bandwidth conditions due to the long distance of the robot or
by constitutive factors of the specific environment. Besides this, UAVs and high-
speed platforms require the pilot to receive the image stream at a high framerate to
follow the vehicle’s motion in non-line-of-sight situations. A straightforward but
effective solution to mitigate poor bandwidth conditions and meet high-frequency
transmission requirements is reducing the transmitted image’s resolution. On the
other hand, heavy image compression with massive loss of detail can compromise
image usability. To this end, we propose EdgeSRGAN, a novel deep learning model
for Single-Image Super-Resolution (SISR) at the edge to handle the problem of
efficient image transmission. Single-Image Super-Resolution, also referred to as
super-sampling or image restoration, aims at reconstructing a high-resolution (HR)
image starting from a single low-resolution (LR) input image, trying to preserve
details and the information conceived by the image. Therefore SISR, together
with image denoising, is an ill-posed underdetermined inverse problem since a
multiplicity of possible solutions exist given an input low-resolution image. Recently,
learning-based methods have rapidly reached state-of-the-art performance and are
universally recognized as the most popular approach for Super-Resolution. Such
approaches rely on learning common patterns from multiple LR-HR pairs in a
supervised fashion. SRCNN [333] was the first example of a CNN applied to single-
image super-resolution in literature. It has been followed by multiple methods
applying standard deep learning methodologies to SISR, such as residual learning
[334, 335], dense connections [336], residual feature distillation [337], attention
[338–340], self-attention, and transformers [341–343]. All these works focus on
content-based SR, in which the objective is to reconstruct an image with high pixel
fidelity, and the training is based on a content loss, such as mean square error or mean
absolute error. In parallel, other works proposed Generative Adversarial Networks
(GAN) [312] for SISR to aim at reconstructing visually pleasing images. In this
case, the focus is not on pixel values but perceptual indexes that try to reflect how
humans perceive image quality. This is usually implemented using perceptual losses
and adversarial training and is referred to as visual-based SR. SRGAN [344] first
proposed adversarial training and was later followed by other works [335, 345, 346].
With robotic image transmission as a target application in mind, in this work, we
particularly focus on visual-based SR, aiming to reconstruct visually pleasing images
to be used by human operators for real-time teleoperation and monitoring.
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Fig. 12.1 LPIPS [347] results (lower is better) on Set5 [348] vs framerate (80×60 input) of
different visual-oriented SISR methods for ×4 upsampling. Real-time (RT) and over-real-
time (ORT) framerates are marked as references. Our models, marked with ⋆, reach real-time
performance with a competitive perceptual similarity index on the CPU. Edge TPU models
can further increase inference speed far beyond real-time, still outperforming the bicubic
baseline.

Our intuition relies on a lightweight neural network allowing us to send low-
resolution images at a high transmission rate with scarce bandwidth and then re-
construct the high-resolution image on the pilot’s mobile device. Moreover, the
successful spread of edge-AI in different engineering applications [349–351] has
shown encouraging results in moving the execution of DL models on ultra-low power
embedded devices. Hence, we propose an edge-AI computationally efficient Super
Resolution neural network to provide fast inference on CPUs and Edge TPU devices.
To this aim, we adopt several optimization steps to boost the performance of our
model while minimizing the quality drop. We refine the architecture of the original
SRGAN [344] to speed up inference and perform model quantization. Nonetheless,
we experiment with a teacher-student knowledge distillation technique for SISR
to further enhance the reconstructed image of our tiny model. We take inspiration
from the work of [352] and obtain a remarkable improvement for all the considered
metrics. We perform experiments to validate the proposed methodology under mul-
tiple perspectives: numerical and qualitative analysis of our model reconstructed
images and inference efficiency on both CPU and Edge TPU devices. As an exam-
ple, as shown in Fig. 12.1, EdgeSRGAN achieves real-time performance with a
competitive perceptual similarity index compared with other visual-oriented SISR
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Fig. 12.2 EdgeSRGAN Generator Architecture.

methods. Moreover, we test the performance of our system for robotic applications.
In particular, we focus on image transmission for teleoperation in case of bandwidth
degradation, also performing tests with the popular robotic middleware ROS2. Other
potential applications of efficient SISR can be found in underwater robotics percep-
tion [353, 354], robotic surgery [355, 356], and inspection of bridges cracks [357].
The code of the project is available at https://github.com/PIC4SeR/EdgeSRGAN.

12.1 Methodology

In this section, we introduce all the components of the proposed methodology.
We choose to use an adversarial approach to obtain an optimal balance between
pixel-wise fidelity and perceptual quality. For this reason, we take inspiration
from three of the most popular GAN-based solutions for SISR: SRGAN [344],
ESRGAN [358], and AGD [345]. The proposed method aims to obtain a real-time
SISR model (EdgeSRGAN) with minimal performance drop compared to state-
of-the-art solutions. For this reason, we mix successful literature practices with
computationally-efficient elements to obtain a lightweight architecture. Then, we
design the network training procedure to leverage a combination of pixel-wise loss,
perceptual loss, and adversarial loss. To further optimize the inference time, we
apply knowledge distillation to transfer the performance of EdgeSRGAN to an even
smaller model (EdgeSRGAN-tiny). Furthermore, we study the effect of quantization
on the network’s latency and accuracy. Finally, we propose an additional inference-
time network interpolation feature to allow real-time balancing between pixel-wise
precision and photo-realistic textures.

https://github.com/PIC4SeR/EdgeSRGAN
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Fig. 12.3 EdgeSRGAN Discriminator Architecture. The model progressively reduces the
spatial dimensions of the image by alternating blocks with strides 1 (B1) and 2 (B2). The
first block (marked with *) does not apply batch normalization.

12.1.1 Network Architecture

As previously done by [358], we take the original design of SRGAN and propose
some changes to both the architecture and training procedure. However, in our
case, the modifications seek efficiency as well as performance. To obtain a lighter
architecture, we reduce the depth of the model by using only N = 8 Residual Blocks
instead of the original 16. In particular, we use simple residuals instead of the
Residual-in-Residual Dense Blocks (RRDB) proposed by [358] as they are less
computationally demanding. For the same reason, we change PReLU activation
functions into basic ReLU. We also remove Batch Normalization to allow the model
for better convergence without generating artifacts [358]. Finally, we use Trans-
pose Convolution for the upsampling head instead of Sub-pixel Convolution [359].
Despite its popularity and effectiveness, Sub-pixel Convolution is computationally
demanding due to the Pixel Shuffling operation, which rearranges feature channels
spatially. We choose instead to trade some performance for efficiency and apply
Transpose Convolutions taking precautions to avoid problems such as checkerboard
artifacts [360]. The complete EdgeSRGAN architecture is described in Fig. 12.2.
The adopted discriminator model is the same used in [344, 358], as it serves only
training purposes and is not needed at inference time. Its architecture is described in
Fig. 12.3.

12.1.2 Training Methodology

The training procedure is divided into two sections, as it is common practice in
generative adversarial SISR. The first part consists of classic supervised training
using pixel-wise loss. In this way, we help the generator to avoid local minima and
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generate visually pleasing results in the subsequent adversarial training. We use the
mean absolute error (MAE) loss for the optimization as it has recently proven to
bring better convergence than mean squared error (MSE) [361, 335, 338, 358].

LMAE = ||yHR−ySR||1 (12.1)

where yHR is the ground-truth high resolution image, ySR is the output of the gen-
erator, and B is the batch size. We use the Peak Signal-to-Noise Ratio (PSNR)
metric to validate the model. In the second phase, the resulting model is fine-tuned
in an adversarial fashion, optimizing a loss that takes into account adversarial loss
and perceptual loss. As presented in [344], the generator G training loss can be
formulated as

LG = LP
G +ξLA

G +ηLMAE. (12.2)

LP
G is the perceptual loss introduce by [344], computed as the MSE between the

feature representations φ(·) of a reconstructed image ySR and the reference image
yHR. The features are extracted using VGG19 [362] as backbone pre-trained on
ImageNet:

LP
G = ||φ(yHR)−φ(ySR)||2 (12.3)

Differently, the adversarial generator loss LA
G is defined as:

LA
G =− log(D(ySR)) (12.4)

where D is the discriminator. Using this loss, the generator tries to fool the discrimi-
nator by generating images that are indistinguishable from the real HR ones. ξ and
η are used to balance the weight of different loss components. The weights of the
discriminator D are optimized using a symmetrical adversarial loss, which tends to
correctly discriminate HR and SR images.

LD = log(D(ySR))− log(D(yHR)) (12.5)

We optimize both models simultaneously, without alternating weight updates like in
most seminal works on GANs. The overall training methodology is summarized in
Fig. 12.4 summarizes the overall training methodology.
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Extractor 
(VGG19) 

LR

HR

SR

SR

HR

SRHR

HR

SR

Pixel Loss

Perceptual 
Loss

Adversarial 
Loss

Fig. 12.4 EdgeSRGAN Training Methodology.

12.1.3 Knowledge Distillation

In Chapter 10, KD has been exploited to transfer knowledge with the aim of boosting
the generalization of student models. Differently here, we use it to transfer knowledge
from bigger models to simpler ones efficiently. KD has been applied in some SISR
works to compress the texture reconstruction capability of cumbersome models
and obtain efficient real-time networks [352, 363]. However, to the best of our
knowledge, KD has never been applied to GAN SISR models. For this reason,
we adapt an existing technique developed for SISR called Feature Affinity-based
Knowledge Distillation (FAKD) [352] to the GAN training approach. The FAKD
methodology transfers second-order statistical info to the student by aligning feature
affinity matrices at different layers of the networks. This constraint helps to tackle
the fact that regression problems generate unbounded solution spaces. Indeed, most
of the KD methods so far have only tackled classification tasks. Given a layer l
of the network, the feature map Fl extracted from that layer (after the activation
function) has shape C×W ×H, C is the number of channels, W and H are the width
and the height of the tensor. We first flatten the tensor along the last two components
obtaining the three-dimensional feature map Fl with shape C× (W ·H) which now
holds all the spatial information along a single axis. We define the affinity matrix Al

as the product:
Al = F̃l

⊤ · F̃l (12.6)
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Teacher

LR

SRT

Feature Affinity Loss

Student
SRS

Pixel Distillation Loss

Fig. 12.5 EdgeSRGAN Distillation Process.

where · is the matrix multiplication operator and the transposition ⊤ swaps the last
two dimensions of the tensor. F̃l is the normalized feature map, obtained as

F̃l =
Fl

||Fl||2
(12.7)

Differently from [352], the norm is calculated for the whole tensor and not only along
the channel axis. Moreover, we find better convergence using the euclidean norm
instead of its square. In this way, the affinity matrix Al has shape (W ·H)× (H ·W )

and the total distillation loss LDist can be computed as:

LDist = λ ||yT
SR−yS

SR||1 +
1

NL

(
NL

∑
l=1
||AT

l −AS
l ||1
)

(12.8)

where NL is the number of distilled layers. Differently from [352], we sum the
loss along all the tensor dimensions and average the result obtained for different
layers. These modifications experimentally lead to better training convergence. We
also add another loss component, weighted by λ , which optimizes the model to
generate outputs close to the teacher’s ones. In our experimentation, the distillation
loss is added to the overall training loss weighted by the parameter γ . The overall
distillation scheme is summarized in Fig. 12.5.
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12.1.4 Model Interpolation

Following the procedure proposed in [358], we adopt a flexible and effective strategy
to obtain a tunable trade-off between a content-oriented and GAN-trained model.
This feature can be very useful for real-time applications, as it allows the SISR
network to adapt to the user’s needs promptly. Indeed, some real scenarios may
need better perceptual quality, for example, when the remote control of a robot has
to be performed by a human pilot. On the other hand, when images are used to
directly feed perception, autonomous navigation, and mapping algorithms, higher
pixel fidelity might be beneficial. To achieve this goal, we linearly interpolate model
weights layer-by-layer, according to the following formula:

θ
Int
G = αθ

PSNR
G +(1−α)θ GAN

G (12.9)

where θ
Interp
G , θ PSNR

G , and θ GAN
G are the weights of the interpolated model, the PSNR

model, and the GAN fine-tuned model, respectively. α ∈ [0,1] is the interpolation
weight. We report both qualitative and quantitative interpolation results for EdgeSR-
GAN in Section 12.2.3. We avoid the alternative technique of directly interpolating
network outputs: applying this method in real time would require running two mod-
els simultaneously. Moreover, Wang et al.[358] report that this approach does not
guarantee an optimal trade-off between noise and blur.

12.1.5 Model Quantization

To make EdgeSRGAN achieve even lower inference latency, we apply optimization
methods to the model to reduce the computational effort at the cost of a loss in
performance. Several techniques have been developed to increase model efficiency
in the past few years [364], from which the employed method is chosen. We reduce
the number of bits used to represent network parameters and activation functions
with TFLite1. This strategy strongly increases efficiency with some impact on
performance. We quantize weights, activations, and math operations through scale
and zero-point parameters following the methodology presented by Jacob et al.
[364]:

r = S(q−Z) (12.10)

1https://www.tensorflow.org/lite/

https://www.tensorflow.org/lite/
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where r is the original floating-point value, q is the quantized integer value, and S and
Z are the quantization parameters (scale and zero point). A fixed-point multiplication
approach is adopted to cope with the non-integer scale of S. This strategy drastically
reduces memory and computational demands due to the high efficiency of integer
computations on microcontrollers. For our experimentation, we deploy the quantized
model on a Google Coral Edge TPU USB Accelerator.

Table 12.1 Framerate comparison of different methods for ×4 and ×8 upsampling, with
two different input resolutions (80×60 and 160×120). The results are provided as mean
and standard deviation of 10 independent experiments of 100 predictions each. Current
content-oriented SISR state-of-art method SwinIR [343] is reported as a reference. Real-time
and over-real-time framerates are in blue and red, respectively. The proposed solution is the
only one compatible with EdgeTPU devices and allows reaching real-time performance in
both conditions.

Framerate (80×60) [fps] Framerate (160×120) [fps]

Method Scale Params CPU EdgeTPU CPU EdgeTPU

SwinIR [343]

×4

11.9M 0.25 ± 0.01 - 0.06 ± 0.01 -
ESRGAN [358] 16.7M 0.40 ± 0.01 - 0.10 ± 0.01 -
Real-ESRGAN [346] 16.7M 0.44 ± 0.01 - 0.11 ± 0.01 -
SRGAN [344] 1.5M 2.70 ± 0.08 - 0.95 ± 0.02 -
AGD [345] 0.42M 3.17 ± 0.12 - 0.88 ± 0.01 -
EdgeSRGAN 0.66M 10.26 ± 0.11 140.23 ± 1.50 2.66 ± 0.02 10.63 ± 0.03
EdgeSRGAN-tiny 0.09M 37.99 ± 1.42 203.16 ± 3.03 11.76 ± 0.20 20.57 ± 0.05

SwinIR [343]
×8

12.0M 0.23 ± 0.01 - 0.06 ± 0.01 -
EdgeSRGAN 0.71M 7.70 ± 0.31 14.26 ± 0.06 1.81 ± 0.04 -
EdgeSRGAN-tiny 0.11M 24.53 ± 1.28 41.55 ± 0.38 5.81 ± 0.29 -

12.2 Experiments

12.2.1 Experimental Setting

In this section, we define our method’s implementation details and the procedure we
followed to train and validate the efficiency of EdgeSRGAN optimally. As previously
done by most GAN-based SISR works, we train the network on the high-quality
DIV2K dataset [365] with a scaling factor of 4. The dataset contains 800 training
samples and 100 validation samples. We train our model with input images of
size 24x24 pixels, selecting random patches from the training set. We apply data
augmentation by randomly flipping or rotating the images by multiples of 90◦. We
adopt a batch size of 16.
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For the standard EdgeSRGAN implementation, we choose N = 8, F = 64, K = 3, and
D = 1024, obtaining a generator with around 660k parameters and a discriminator
of over 23M (due to the fully-connected head). The discriminator is built with
F = 64, K = 3, D = 512, and with a coefficient for LeakyReLU α = 0.2. We first
train EdgeSRGAN pixel-wise for 5×105 steps with Adam optimizer and a constant
learning rate of 1×10−4. Then, the model is fine-tuned in the adversarial setting
described in Section 12.1 for 1×105 steps. Adam optimizer is used for the generator
and the discriminator with a learning rate of 1×10−5, further divided by 10 after
5×104 steps. For the loss function, we set ξ = 1×10−3 and η = 0.

To obtain an even smaller model for our distillation experiments, we build EdgeSRGAN-
tiny by choosing N = 4, F = 32, and D = 256. We further shrink the size of the
discriminator by eliminating the first compression stage (B1) from each block (see
Fig. 12.3). In this configuration, we also remove the batch normalization layer
from the first B2 block to be coherent with the larger version. The obtained genera-
tor and discriminator contain around 90k and 2.75M parameters. The pre-training
procedure is the one described for EdgeSRGAN, while the adversarial training is
performed with the additional distillation loss (γ = 1×10−2, λ = 1×10−1) of Eq.
12.8. EdgeSRGAN is used as a teacher model, distilling its layers 2, 5, and 8 into
EdgeSRGAN-tiny’s layers 1, 2, and 4. The model is trained with a learning rate of
1×10−4, which is further divided by 10 after 5×104 steps. For the loss function,
we set ξ = 1×10−3 and η = 0.

Finally, we create a third version of our model to upscale images with a factor
of 8. To do so, we change the first transpose convolution layer of EdgeSRGAN
and EdgeSRGAN-tiny to have a stride of 4 instead of 2 and leave the rest of the
architecture unchanged. The training procedure for these models is analogous to
the ones used for the x4 models, with the main difference of adding a pixel-based
component to the adversarial loss by posing η = 1×102.

The optimal training hyperparameters are found by running a random search and
choosing the best-performing models on DIV2K validation. During GAN training,
we use PSNR to validate the models during content-based loss optimization and
LPIPS [347] (with AlexNet backbone).

We employ TensorFlow 2 and a workstation with 64 GB of RAM, an Intel i9-12900K
CPU, and an Nvidia 3090 RTX GPU to perform all the training experiments.
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12.2.2 Real-time Performance

Since the main focus of the proposed methodology is to train an optimized SISR
model to be efficiently run at the edge in real time, we first report an inference
speed comparison between the proposed method and other literature methodolo-
gies. All the results are shown in Tab. 12.1 as the mean and standard deviation
of 10 independent experiments of 100 predictions each. We compare the proposed
methodology with other GAN-based methods [344, 358, 346, 345] and with the
current state-of-the-art in content-oriented SISR SwinIR [343]. Since the original
implementations of the GAN-based solutions consider ×4 upsampling only, for the
×8 comparison, we only report SwinIR. We select two different input resolutions
for the experimentation, (80×60) and (160×120), in order to target (320×240)
and (640×480) resolutions for ×4 upsampling and (640×480) and (1280×960)
for ×8 upsampling, respectively. This choice is justified because (640×480) is a
standard resolution provided by most cameras’ native video stream. We also report
the number of parameters for all the models.

For all the considered methods, we measure the CPU timings with the model format
of the original implementation (PyTorch or TensorFlow) on a MacBook Pro with an
Intel i5-8257U processor. The concept of real-time performance strongly depends
on the downstream task. For robotic monitoring and teleoperation, we consider
10 fps as the minimum real-time framerate, considering over-real-time everything
above 30 fps, which is the standard framerate for most commercial cameras. The
proposed methodology outperforms all the other methods in inference speed and
achieves real-time performance on the CPU in almost all the testing conditions. It is
worth noting that AGD is specifically designed to reduce latency for GAN-based SR
and has fewer parameters than EdgeSRGAN, but it still fails at achieving real-time
without a GPU.

In addition, we report the framerate of the EdgeSRGAN int8-quantized models on an
EdgeTPU Coral USB Accelerator. The proposed solution is the only one compatible
with such devices and allows reaching over-real-time performance for (80× 60)
input resolution. It must be underlined how the ×8 models with (160×120) input
resolution cannot target the EdgeTPU device due to memory limitations.
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12.2.3 Super-Resolution Results

To present quantitative results on image super-resolution, we refer to content-oriented
SR for models trained with content-based loss only and visual-oriented SR for models
trained with adversarial and perceptual losses. Content-based loss (mean absolute
error or mean squared error) aims to maximize PSNR and SSIM, while adversarial
and perceptual losses aim to maximize visual quality. We test EdgeSRGAN models
on five benchmark datasets (Set5 [348], Set14 [368], BSD100 [369], Manga109
[370], and Urban100 [371]) measuring PSNR, SSIM, and LPIPS. We follow the
standard procedure for SISR adopted in [343], where the metrics are computed on
the luminance channel Y of the YCbCr converted images. Also, S pixels are cropped
from each image border, where S is the model scale factor.

Tab. 12.2 and Tab. 12.3 show the comparison with other methods for content-oriented
and visual-oriented ×4 SR, respectively. We report results of other GAN-based
methodologies [344, 358, 346, 345] as well as the current content-oriented SOTA
SwinIR [343] and bicubic baseline, as reference. Unlike what is usually found in
literature, we refer to the OpenCV bicubic resize implementation instead of the
one present in MATLAB. For visual-oriented SR, we also report the results of the
distilled tiny model EdgeSRGAN-tiny-D. The proposed method reaches competitive
results in all the metrics, even with some degradation for tiny models due to the
considerable weight reduction. The distillation method helps EdgeSRGAN-tiny
training by transferring knowledge from the standard model and decreasing the
degradation due to the reduced number of parameters. Note that ESRGAN and
RealESRGAN are trained on Flickr2K [366], and OST [367] datasets in addition
to DIV2K. Tab. 12.4 reports results of the ×8 models, together with SwinIR and
bicubic. Also, in this case, the proposed models reach competitive results, and
knowledge distillation helps to reduce performance degradation in the tiny model.
As a final qualitative evaluation, Fig. 12.6 compares the super-resolved images
obtained by EdgeSRGAN with the considered state-of-the-art solutions. Our model
shows comparable results, highlighting more texture and details than networks
trained with pixel loss (LMSE) while remaining true to the ground truth image.

Network Interpolation

We report the results of network interpolation on the benchmark datasets in Fig.
12.8. We consider α values between 0 and 1 with a step of 0.1, with 0 implying
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Urban100 (×4): img_003

LR HR SRGAN [344] ESRGAN [358]

RealESRGAN [372] AGD [345] SwinIR [343] EdgeSRGAN (ours)

Manga109 (×4): ParaisoRoad

LR HR SRGAN [344] ESRGAN [358]

RealESRGAN [372] AGD [345] SwinIR [343] EdgeSRGAN (ours)

BSD100 (×4): 108070

LR HR SRGAN [344] ESRGAN [358]

RealESRGAN [372] AGD [345] SwinIR [343] EdgeSRGAN (ours)

Set5 (×4): butterfly

LR HR SRGAN [344] ESRGAN [358]

RealESRGAN [372] AGD [345] SwinIR [343] EdgeSRGAN (ours)

Set14 (×4): baboon

LR HR SRGAN [344] ESRGAN [358]

RealESRGAN [372] AGD [345] SwinIR [343] EdgeSRGAN (ours)

Fig. 12.6 Visual comparison of bicubic image SR (×4) methods on random samples from
the considered datasets. EdgeSRGAN achieves results that are comparable to state-of-the-art
solutions with ∼ 10% of the weights.
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Set5 (×4): baby

α = 0 α = 0.2 α = 0.4

α = 0.6 α = 0.8 α = 1

Fig. 12.7 Visual comparison of interpolated EdgeSRGAN for different values of α . Values
closer to 1 generate outputs focused on content fidelity, while small values go towards
visually pleasing results.

0.0
visual

0.2 0.4 0.6 0.8 1.0
contentα

24

25

26

27

28

29

30

31

32
PSNR↑

0.0
visual

0.2 0.4 0.6 0.8 1.0
contentα

0.65

0.70

0.75

0.80

0.85

0.90

SSIM↑

0.0
visual

0.2 0.4 0.6 0.8 1.0
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Fig. 12.8 EdgeSRGAN network interpolation results on the benchmark datasets for ×4
upsampling. Changing the network interpolation weight α , it is possible to select the desired
trade-off between content-oriented and visual-oriented SR.
↑: higher is better, ↓: lower is better.

a full visual-oriented model and 1 a full content-oriented one. All results refer to
the standard EdgeSRGAN model for ×4 upsampling. This procedure effectively
shows how it is possible to choose the desired trade-off between content-oriented
and visual-oriented SR simply by changing the interpolation weight α . An increase
in the weight value causes an improvement of the content-related metrics PSNR and
SSIM and a worsening of the perceptual index LPIPS. This behavior holds for all the
test datasets, validating the proposed approach. This procedure can be easily carried
out in a real-time application and only requires computing the interpolated weights
once. Thus, it does not affect any way the inference speed. For an additional visual
evaluation, Fig. 12.7 reports the outputs obtained for increasing values of α on a
random dataset sample.
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Mobile Robot EdgeSRGAN
LR image

[160x120]

SR image [640x480]
Ground Station

Router 

Fig. 12.9 Efficient image transmission system with EdgeSRGAN for mobile robotic applica-
tions in outdoor environments.

Network Quantization

To target Edge TPU devices and reach over-real-time inference results, we follow the
quantization scheme of Eq. 12.10 for both weights and activations to obtain a full-
integer model. Since quantized models must have a fixed input shape, we generate
a full-integer network for each input shape of the testing samples. We use the 100
images from the DIV2K validation set as a representative dataset to calibrate the quan-
tization algorithm. We refer to the int8-quantized standard model as EdgeSRGANi8.
As for the tiny model, we optimize the distilled network EdgeSRGANi8-tiny-D.
Results for the visual-oriented optimized models are shown in Tab. 12.5. Due to the
full-integer models’ reduced activation and weight, we experience a great increase in
inference speed up to over-real-time at the cost of degradation in SR performance.
All the proposed quantized models still outperform the bicubic baseline on the per-
ceptual index LPIPS and therefore represent a good option for applications in which
really fast inference is needed. A comparison of different models for visual-oriented
×4 upsampling is shown in Fig. 12.1. We consider LPIPS performance on the Set5
dataset compared to framerate.

12.2.4 Application: Image Transmission for Mobile Robotics

Our real-time SISR can provide competitive advantages in a wide variety of practical
engineering applications. In this section, we target a specific use case of mobile
robotics, proposing our EdgeSRGAN system as an efficient deep learning-based
solution for real-time image transmission. Indeed, robot remote control in unknown
terrains needs a reliable transmission of visual data at a satisfying framerate, pre-
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serving robustness even in bandwidth-degraded conditions. This requirement is
particularly relevant for high-speed platforms and UAVs. Dangerous or delicate
tasks such as tunnel exploration, inspection, or open space missions all require an
available visual stream for human supervision, regardless of the autonomy level of
the platform. In the last few years, the robotics community has focused on devel-
oping globally shared solutions for robot software and architectures and handling
data communications between multiple platforms and devices. ROS2 [373] is the
standard operative system for robotic platforms. It is a middleware based on a Data
Distribution System (DDS) protocol where application nodes communicate with
each other through a topic with a publisher/subscriber mechanism. However, despite
the most recent attempts to improve the reliability and efficiency of message and
data packet communications between different nodes and platforms, heavier data
transmission, such as image streaming, is not yet optimized and reliable.

The typical practical setting used for robot teleoperation and exploration in unknown
environments is composed of a ground station and a rover connected to the same
wireless network. As shown in Fig. 12.9, we adopted this ground station configu-
ration to test the transmission of images through a ROS2 topic, as should be done
in any robotic application to stream what the robot sees or to receive visual data
and feed perception and control algorithms for autonomous navigation and mapping.
For this experiment, we use both an Intel RealSense D435i camera and a Logitech
C920 webcam mounted on a Clearpath Jackal robot, together with a Microhard
BulletPlus router for image transmission. The available image resolutions with
RealSense cameras, the standard RGBD sensors for visual perception in robotics,
are (320×240) and (640×480), whereas the framerate typically varies between 15
and 30 fps.

Despite the absence of strong bandwidth limitations, transmission delays, or partial
loss of packets, the maximum resolution and framerate allowed by ROS2 commu-
nication are extremely low: we find that at 30 fps, the maximum transmissible
resolution for RGB is (120×120) with a bandwidth of 20 Mb/s while reducing the
framerate to 5 fps the limit is (320×240). This strict trade-off between framerate
and resolution hinders the high-speed motion of a robotic platform in a mission,
increasing the risk of collision due to reduced scene supervision. Even selecting
best effort in the Quality of Service (QoS) settings, which manage the reception of
packages through topics, the detected performances are always scarce.
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HR LR Bicubic EdgeSRGAN (ours)

HR LR Bicubic EdgeSRGAN (ours)

HR LR Bicubic EdgeSRGAN (ours)

HR LR Bicubic EdgeSRGAN (ours)

Fig. 12.10 Qualitative demonstration of applying EdgeSRGAN (×4) on real scenarios (zoom
for more detail). From top to bottom: apple monitoring, navigation in vineyards, drone
surveillance for autonomous rovers, and tunnel inspection.

Adopting our real-time Super-Resolution system ensures the timely arrival of RGB
and depth images via ROS2. Thanks to the fast-inference performance of EdgeS-
RGAN, we can stream low-resolution images (80× 60) at a high framerate (30
fps) and receive a high-resolution output: (320×240) with a x4 image upsampling
and (640×480) with a x8 upsampling, showing a clear improvement on standard
performance. Our system allows the ground station to access the streaming data
through a simple ROS topic. Hence, it provides multiple competitive advantages
in robotic teleoperation and autonomous navigation: high-resolution images can
be directly exploited by the human operator for remote control. Moreover, they
can be used to feed computationally hungry algorithms like sensorimotor agents,
visual-odometry, or visual-SLAM, which we may prefer to run on the ground station
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Fig. 12.11 Framerate results vs. bandwidth for video transmission at different input resolu-
tions with MJPEG and H264 compression. Bandwidth is in log scale.

to save the constrained power resources of the robot and significantly boost the
autonomy level of the mission. In Fig. 12.10, we report a qualitative comparison
to highlight the effectiveness of EdgeSRGAN for real-world robotic scenarios. In
particular, we consider apple monitoring, navigation in vineyards, drone surveillance
for autonomous rovers, and tunnel inspection.

We also test video transmission performance in a more general framework to repro-
duce all the potential bandwidth conditions. We use the well-known video streaming
library GStreamer2 to transmit video samples changing the available bandwidth. We
progressively reduce the bandwidth from 10 Mbps to 10 kbps using the Wonder-
shaper library3 and measure the framerate at the receiver side. We use 10 seconds
of the standard video sample smtpe natively provided by GStreamer videotestsrc
video source at 30 fps, and we encode it for transmission using MJPEG and H264
video compression standards. The encoding is performed offline to ensure that all the

2https://gstreamer.freedesktop.org/
3https://github.com/magnific0/wondershaper

https://gstreamer.freedesktop.org/
https://github.com/magnific0/wondershaper
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available resources are reserved for transmission only. Indeed, most cameras provide
hardware-encoded video sources without requiring software compression. To be
consistent with the other experiments, we keep using (640×480) and (320×240) as
high resolutions and (160×120) and (80×60) as low resolutions. Each experiment
is performed 10 times to check the consistency in results. Fig. 12.11 presents the
average framerate achieved with different bandwidths. Streaming video directly
without any middleware, such as ROS2, ensures a higher transmission performance.
However, as expected, streaming high-resolution images is impossible in the case of
low bandwidth and the framerate quickly drops to very low values, resulting unsuit-
able for real-time applications. On the other hand, lower resolutions can be streamed
with minimal frame drop, even with lower available bandwidths. H264 compression
shows the same behavior as MJPEG but shifts to lower bandwidths. Indeed, H264 is
more sophisticated and efficient, as it uses temporal frame correlation in addition to
spatial compression. In a practical application with a certain bandwidth constraint,
a proper combination of a low-resolution video source and an SR model can be
selected to meet the desired framerate requirements on the available platform (CPU
or Edge TPU). This mechanism can also be dynamically and automatically activated
and deactivated depending on the current connectivity to avoid framerate drops and
ensure a smooth image transmission.



Conclusions

Intelligent service robots are at the forefront of technological innovation to support
humans in a wide range of activities. What we usually call intelligence refers to
a service robot’s ability to sense and understand the surrounding world, plan its
behavior, and act effectively. AI and ML are key technologies to move robotics
intelligence to the next level of autonomy and reach adaptive and reliable perfor-
mance in unseen or adverse environmental conditions different from structured and
controlled lab spaces. This thesis aims to meaningfully integrate these two recent
worlds and advance mobile robots towards natural collaborators in our everyday
lives. The problems and challenges highlighted in the thesis demonstrate that this
future is not far, but there are still many points to be improved to reach complete,
reliable solutions. Precision agriculture and indoor domestic assistance are the spe-
cific application contexts considered in this work. Part II focuses on the study of
autonomous navigation solutions based on both classic and learning methods for
social indoor environments. A prototype for a domestic assistance case study is
also presented. There are many challenges offered by this type of robotic solution.
For example, navigating a crowded environment and considering social rules are
unsolved problems. From the platform perspective, executing navigation algorithms
and multiple neural models on-board on the constrained resources of the robot is not
a trivial task. Privacy issues can also derive from solutions running on cloud-based
servers. Part III introduced a DL pipeline for autonomous operation in a row-based
crop composed of a position-agnostic local controller and a waypoints generator.
The overall solution represents an attempt to reduce the complexity and the costs
of an outdoor robotic platform, trying to develop navigation strategies independent
from a precise GNSS RTK positioning signal but only relying on an RGB-D camera.
The challenges related to deploying DL models in general real contexts are analyzed
in Part IV. Generalization of unseen conditions and out-of-distribution data is a
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common problem in real-world settings. Nowadays, the development of novel DL
methods is changing its paradigm, moving from custom dataset-specific models to
huge foundation models to address multiple downstream tasks with a single solution.
Among them, ChatGPT [374] for language processing, Segment Anything [375] for
computer vision, and novel foundation models for robot grasping [376, 377] and
navigation [378] are changing the common sense about AI. On the other hand, Edge-
AI is pushing model’s optimization techniques to fit low-power embedded devices.
The application and methodology presented in Chapter 12 follow this technological
direction, which remains the most suitable for robotics on-board execution of ML
models. Generalization and optimization are, therefore, two fundamental aspects to
move the next generation of AI toward a seamless integration with robotic platforms.
This consideration holds for both autonomous navigation and perception.

Future Works

In this dissertation, different methodologies and experiments have presented and
discussed in the real of DL and Service Robotics. However, many of them present
unsolved challenges and leave space for further development. Considering the
indoor social robotics field discussed in Part II, learning and planning techniques can
significantly contribute to enhancing autonomous operation in dynamic, crowded
environments where social rules also play a crucial role. The solution presented
in Chapter 4 is an example of integration between classic and learning methods.
These novel hybrid solutions convey different research toward an advanced autonomy
characterized by robust and adaptive behaviors. Moreover, the localization of mobile
robot can be enhanced with learning approaches as shown in Chapter 5. Future
works may consider physics-based learned models for such tasks, extending the
study to alternative positioning sensors. In Part III, autonomous robotic operations
in vineyards are presented with experiments on the field and different approaches,
focusing on the field’s rows traversal. Precision agriculture is an active sector for
service robotics, and the natural future contributions in this direction would be to
further increase the robustness of the position-agnostic algorithms developed to
avoid the usage of costly GNSS receivers and, above all, leverage the navigation
capabilities to address specific agricultural tasks. Perception and manipulation can
be combined on the robot to carry out fruit counting, plant monitoring, harvesting,
pruning, and parasite detection. The study of novel backbone architectures and
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training paradigms to enhance the generalization and inference performance of DL
models will undoubtedly be the focus of research worldwide in the next decade.
Knowledge distillation is a promising methodology for performing transfer learning
with a twofold objective: training a general and optimized student model. Overall,
all the research carried out and presented in this thesis paves the way for further
development and investigation of both ML and autonomous navigation algorithms
for the next generation of mobile service robots.
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