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Stochastic processes on graphs can describe a great variety of phenomena ranging from
neural activity to epidemic spreading. While many existing methods can accurately
describe typical realizations of such processes, computing properties of extremely rare
events is a hard task, particularly so in the case of recurrent models, in which variables
may return to a previously visited state. Here, we build on the matrix product cavity
method, extending it fundamentally in two directions: First, we show how it can be
applied to Markov processes biased by arbitrary reweighting factors that concentrate
most of the probability mass on rare events. Second, we introduce an efficient scheme to
reduce the computational cost of a single node update from exponential to polynomial
in the node degree. Two applications are considered: inference of infection probabilities
from sparse observations within the SIRS epidemic model and the computation of both
typical observables and large deviations of several kinetic Ising models.

stochastic dynamics | nonequilibrium statistical physics | Bayesian inference

The problem of computing observables and marginal probabilities on a complex Markov
process on large networks has been addressed extensively in the literature. While
Monte-Carlo procedures can be often effective to compute averages approximately, they
suffer from two separate issues: large relative sampling errors when computing averages
that cancel out at the first order and they are limited to sampling “typical” events, as
nontypical ones require an exponential number of samples. To address the first issue,
many analytical solutions, mainly based on mean-field methods, have been devised (1–7).
A solution that is exact on acyclic graphs is Dynamic Cavity (DC) (8). DC on general
processes suffers from one main drawback, the fact that one must be able to represent
the joint distribution of a single variable trajectory and a feedback field, and with some
exceptions, the space of these trajectories is exponentially large (in the time horizon), and
thus the approach becomes impracticable. One of these exceptions is on “nonrecurrent”
models, i.e., models in which each variable can only progress sequentially through a
finite set of k states, never going back to a previous state. In these cases, the set of
trajectories is polynomial in the time horizon [as an example with q = 3, a trajectory
(1, 1, 2, 2, 2, 2, 3, 3) on epochs t = 0, . . . , 7 can be represented by the integer tuple (2, 6)
of epochs on which the variable effectively progresses to the next state in the sequence].
Examples of nonrecurrent models are the SI, SIR, SEIR compartmental models in
computational epidemics, in which an individual can only transition from Susceptible to
Exposed, from Exposed to Infective and from Infective to Recovered. While the use of
nonrecurrent models is pervasive, oftentimes a more realistic description demands that
reinfections be taken into account. In such cases, “recurrent” models such as the SIS
and SIRS are employed. Additionally, important processes in statistical physics such as
Glauber dynamics belong to the class of models with recurrence.

In a recent work (9, 10), an interesting DC variant was proposed that exploits the
Matrix Product State representation (MPS) to parametrize site trajectories and applied
it to the Glauber dynamics on a Random Regular (RR) graph with degree 3. While
these results are promising, the scheme suffers from two major limitations: First, it is
computationally expensive (the update on a node of degree z is of the order of M2z−1

(10) where M is the matrix dimension), making it impractical even for moderately
large Erdos-Renyi (ER) random graphs, in which some large-degree vertices are surely
present. Second, the scheme is devised to analyze a “free” dynamics without any sort
of reweighting, which as we will see is necessary to study atypical trajectories. Matrix
Product States, also known as Tensor Trains, are not new in physics and other areas of
science, as they have been successfully applied both in many-body quantum systems
(11–13), out-of-equilibrium statistical physics (14, 15), machine learning (16, 17)
and more.

Significance

When dealing with stochastic
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that bias the probability measure
toward rare events and, second,
the possibility for variables to
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state. While in the past, several
works have successfully dealt
with either of these two factors,
the method presented here
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It is a flexible approach,
applicable to a wide range of
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the two presented in the article:
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analysis of spin dynamics.
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We propose an alternative approach, dubbed Matrix Product
Belief Propagation (MPBP), based on the Pair Trajectory Belief
Propagation formulation which was first introduced in ref. 18.
It is closely related to DC but allows naturally to include
nonnegative reweighting terms on stochastic trajectories, thus
allowing to study large deviations of the system. In practical
terms, MPBP consist on a fixed point equation that is solved
by iteration, whereas DC is solved sequentially in time, with
a number of steps which is equal to the number of epochs
of the dynamics. The latter approach is inherently limited to
free dynamics: Building trajectories sequentially in time makes it
impossible to account for the effect of reweighting terms relative
to future epochs.

The Julia code used to implement the method and produce
the data presented in this work is publicly accessible at ref. 19.

We describe in the following the models under consideration.
Given a graph G = (V, E) with V = {1, . . . , N }, consider a
joint distribution over a set of discrete variables x = {x1, . . . , xN }
throughout T successive epochs of the form

p(x) =
1
Z

T−1∏
t=0

N∏
i=1

f t+1
i

(
xt+1
i , xt∂i, x

t
i

)
. [1]

We use bold letters to indicate multiple variable indices xA ≡
{xj}j∈A and overbars for multiple times indices x ≡ {xt}t=0:T .
Moreover, we indicate by ∂i =

{
j : (ij) ∈ E

}
the set of neighbors

of index i.
The form [1] includes (but notably is more general than)

reweighted Markov dynamics f t+1
i (xt+1

i , xt∂i, x
t
i ) = w(x0

i )
�(t,0)

w(xt+1
i

∣∣xt∂i, xti )�t+1
i (xt+1

i ) with stochastic transitions w and
reweighting factors �

p(x) =
1
Z

N∏
i=1

w(x0
i )

T−1∏
t=0

w(xt+1
i

∣∣xt∂i, xti )�t+1
i (xt+1

i ). [2]

�(y, z) is the Kroenecker delta which evaluates to 1 if y = z, to
0 otherwise, and w(x0

i ) is the initial state probability, which we
take to be factorized over the sites.

Note that Z = 1 in the absence of reweighting factors. Two
types of reweighted dynamics of the form [2] will be used as
running examples throughout this work. The first is Bayesian
inference on a process of epidemic spreading. The posterior
probability of the epidemic trajectory x given some independent
observations {Ot

i } on the system is given by

p(x
∣∣O) =

1
p(O)

p(x)p(O
∣∣x). [3]

Eq. 3 can be seen as a particular case of Eq. 2, where
p(x) =

∏N
i=1 w(x0

i )
∏T−1

t=0 w(xt+1
i

∣∣xt∂i, xti ) and corresponds to
the distribution of the free dynamics of the chosen epidemio-
logical model, p(O

∣∣x) =
∏

i
∏

t p(O
t
i
∣∣xti ) =

∏
i
∏

t �
t
i(x

t
i ) and

Z = p(O).
The simplest among the recurrent epidemiological mod-

els is the Susceptible-Infectious-Susceptible (SIS), where each
individual starts with a probability i of being infectious at time
zero. Then, at each time step, a susceptible node i can be infected
by each of its infectious neighbors j ∈ ∂i with probability �ji, and
an infectious node can recover with probability �i. Observation
terms p(Ot

i
∣∣xti ) are naturally used to model medical tests: Ot

i is
the outcome of a test performed on individual i at time t. This

formalism allows to incorporate information about the degree of
accuracy of tests.

The second example is parallel Glauber dynamics for an Ising
model at inverse temperature � with couplings {Jij} and external
fields {hi}. Besides being one of the paradigmatic models in
theoretical nonequilibrium statistical physics, Glauber dynamics
is employed in the study of neural activity (20, 21). It is defined
by transitions

w̃(�t+1
i

∣∣�t
∂i) =

e��
t+1
i

(∑
j∈∂i Jij�

t
j+hi

)
2 cosh

[
�
(∑

j∈∂i Jij�
t
j + hi

)] . [4]

The dynamics does not converge to the equilibrium of the
underlying Ising model pJ,h(�) = Z−1 exp[−HJ,h(�)], but
it allows to compute observables of interest in some cases
(SI Appendix).

Moreover, we will allow �i to stay in the same state with
probability p0. The transition thus becomes

w(�t+1
i

∣∣�t
∂i, �

t
i ) = (1− p0)w̃(�t+1

i
∣∣�t

∂i)

+ p0�(�t+1
i , �ti ). [5]

In the limit p0 → 0, the stationary distribution converges
to pJ,h because the dynamics reduces to an asynchronous one
(two or more simultaneous state changes happen with probability
O(p2

0)), see also SI Appendix.
Additionally, such dynamics can be “tilted” with, e.g., a term∏
i �

T
i (�Ti ) =

∏
i e

h�Ti in order to study atypical trajectories.
Note that other models studied in physics such as Bootstrap
Percolation can be remapped into Glauber dynamics (22).

Related Work
Mean-field Methods. We briefly review the main features of
existing approaches based on the cavity method. Dynamic
Message Passing (DMP) (2, 23, 24) and the Cavity Master
Equation (6, 7) are simple and fast approximate methods that
were originally formulated on continuous time as ODEs for a
vector of single-edge quantities (such as cavity magnetizations).
Both methods are exact on acyclic graphs on nonrecurrent models
(such as SI or SIR), but only approximate on non-non-recurrent
ones, and do not allow for atypical trajectories. n-step Dynamic
Message Passing (3) makes an n-Markov ansatz on messages,
exploring mainly n = 1; its features are essentially those of DMP,
with the difference that it applies to discrete time evolution and
describes explicitly interactions at distance n in time. Different
flavors of the cluster variational method (5, 25) approximate
the dynamics by treating exactly correlations between variables
that are close either in time or space. Large deviations have been
studied in ref. 26 using a perturbation theory in the particular case
of Glauber dynamics on a chain. Table 1 summarizes the features
of the methods mentioned above. We take into consideration
ability to deal with reweighted dynamics, to deal with recurrent
models, and to compute autocorrelations at arbitrary (time)
distance.

Monte Carlo. Throughout this work, the performance of algo-
rithms is compared with Monte Carlo simulations. To estimate
observables in a reweighted dynamics of the form (2) we employ
a weighted sampling technique (see, e.g., ref. 27): the posterior
average of an observable f is approximated by

2 of 9 https://doi.org/10.1073/pnas.2307935120 pnas.org
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Table 1. Features of existing analytical methods for the description of stochastic dynamics on graphs, Y for yes, N
for no

Reweighting Recurrent models Autocorrelations

BP for nonrecurrent models (18) Y N Y
IBMF (1), DMP (2, 3, 24), CME (6) N Y N
Dynamic Cluster Variational (5) * Y Only two-times
Matrix Product DC (9) N Y Y
Matrix Product Belief Propagation Y Y Y

The asterisks mean that the method could in principle be extended to include the considered feature although this has not, to the best of our knowledge, been done in the literature.
IBMF stands for Individual-Based Mean Field, DMP for Dynamic Message Passing, and CME for Cavity Master Equation. We did not include the perturbative approach (26) because it
focuses on a very particular setting.

f̂ =

∑M
�=1

∏
i,t �

t
i

(
(xti )

(�)
)
f
(
x(�)

)
∑M

�=1
∏

i,t �
t
i
(
(xti )(�)

) , [6]

where
{
x(�)

}
�

are M independent samples drawn from the

prior
∏N

i=1 w(x0
i )
∏T−1

t=0 w(xt+1
i

∣∣xt∂i, xti ). Such strategy, how-
ever, turns out to be computationally prohibitive whenever
the reweighting terms � put most of the probability mass on
atypical trajectories, which are (exponentially) unlikely to ever be
sampled.

Matrix Product Belief Propagation
For the dynamic version of Belief Propagation (BP), we start
with Eq. 1 as a distribution for single site trajectories xi. The
associated factor graph would present many small loops due to
the presence of both xi and xj in factors fi and fj. Therefore, we
work directly on the so-called dual factor graph where variables
are pair of trajectories (xi, xj) living on the edges of the original
graph. For more details about this step we refer the reader to ref.
18, figure 3 and equations 8 and 9. The BP equations on the dual
factor graph read

mi→j(xi, xj) ∝
∑
x∂i\j

T−1∏
t=0

f t+1
i (xt+1

i , xt∂i, x
t
i )

×

∏
k∈∂i\j

mk→i(xk, xi). [7]

Since the number of joint trajectories (xi, xj) is exponentially
large in T , an exact representation of the messages is in
general computationally unfeasible. Here, similarly to ref. 9, we
parametrize messages in terms of matrix product states (11–13),
also known as tensor trains in the mathematical literature
(28). Following the jargon of tensor networks, in the rest of
the paper, we will refer to the size of the matrices as bond
dimension. For a wide class of dynamics including Glauber with
Jij = ±J and epidemic spreading with homogeneous infectivity,
the computational cost for a single BP iteration is O(T |E |M6)
where T is the number of epochs, |E | is the number of edges in
the graph andM is the bond dimension. In all the applications we
considered, small bond dimension (scaling at most polynomially
with T ) was enough to obtain almost exact results. The full
description of the approach is found in Materials and Methods.

Results
In this section, we illustrate the effectiveness of MPBP applied to
dynamics of epidemic spreading and of the kinetic Ising model.

We first focus on free dynamics, showing results that are at
least comparable with the existing methods, often more accurate.
Then, we move to reweighted processes, where our approach
really represents an innovation.

Risk Assessment in Epidemics. As examples of free dynamics,
we estimate the marginal probability of an individual being
in the infectious state under the SIS model, in several settings
(Fig. 1). On a random tree and on a diluted random graph,
both of size N = 1,000, MPBP shows almost no discrepancy
with Monte Carlo averages (Fig. 1 A and B). In the former
case, a single node was picked as the sole infectious individual
at time zero, in the latter a uniform probability i ≡  was
put on each node. As a comparison, we report the curves
obtained using a discrete-time version of Dynamic message
Passing (DMP) (24), Individual-Based Mean Field (IBMF)
(1), and Cavity Master Equation (CME) (6), which were
originally devised for continuous time evolution (more details
in SI Appendix). We evaluate the accuracy of each method by
considering the average absolute error with respect to a Monte
Carlo simulation 1

N
∑N

i=1
∣∣p(xti = I)− pMC (xti = I)

∣∣ (Insets of
Fig. 1). The same analysis is repeated on Zachary’s karate club
graph (29) (Fig. 1C ), the same benchmark used in (7, 24). It
must be pointed out that although MPBP shows by far the
best performance in these comparisons, the other considered
methods are significantly simpler. None of the analytic methods
is devised to analyze reweighted dynamics. Finally, we compare
MPBP against three continuous-time methods, DMP, IBMF,
and CME, on the karate club graph (Fig. 1D). The comparison
is made by multiplying the transmission and recovery rates for the
continuous setting �, � by the time-step Δt (in this case Δt = 1)
to turn them into probabilities to be handled by MPBP. MPBP
gives the best overall prediction across the considered window.

Moving to reweighted processes, Fig. 2 shows the efficacy
of MPBP when performing inference of trajectories given some
observations. On a small (N = 23) random graph, a 10-step
trajectory y was sampled from a SIS prior distribution with
� = 0.15, � = 0.12,  = 0.13. We then observed the state
of a random half I ⊂ V of the nodes, added the corresponding
reweighting factors

∏
i∈I �

T
i (xTi ) =

∏
i∈I �(y

T
i , x

T
i ) and per-

formed inference using Eq. 3.
The MPBP estimate for the posterior marginals, obtained with

matrices of size 3, agrees almost perfectly with Monte Carlo
simulations. This is good indication that MPBP applied to sparse
problems will keep giving accurate results even when on larger
and/or more constrained instances where Monte Carlo methods
fail, leaving little to compare against.

Realistic scenarios are often better described by the Susceptible-
Infectious-Recovered-Susceptible (SIRS) model where transmis-

PNAS 2023 Vol. 120 No. 47 e2307935120 https://doi.org/10.1073/pnas.2307935120 3 of 9
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A B

C D

Fig. 1. Marginal probabilities of free dynamics under the SIS model, comparison with models mentioned in the text. The main panels correspond to marginals
for a single node of the graph, Insets show the average absolute error over all nodes with respect to Monte Carlo simulations. Panels (A–C) compare against
discretized versions of DMP, IBMF, and CME (here with a “d-” prefix) and the Monte Carlo strategy reported in the text, panel (D) against regular continuous-time
versions and a Gillespie-like Monte Carlo simulation. (A) Marginal of node 395, the most connected one of a random tree with N = 1,000 nodes, � = 0.3, � = 0.2.
Node 395 is the only infectious at time zero. Bond dimension 12. (B) Marginal of node 1 of a ER graph with N = 1,000 nodes, average connectivity c = 5,
� = 0.1, � = 0.05,  = 0.08. Bond dimension 10. (C) Marginal of node 29 (zero-based numbering to match previous works) of Zachary’s karate club network,
N = 34 nodes, � = 0.1, � = 0.05, node 0 is the only infectious at time zero. Bond dimension 10. (D) Same as (C) but the comparison is with continuous-time
methods, with the addition of CME.

sion of infections is analogous to the SIS case, but an infectious
node i can recover with probability �i and a recovered become
susceptible again with probability �i. From a practical point of
view, extending the SIR to SIRS in the MPBP framework takes
little effort: It suffices to enrich the factors with the new transition
R → S. Fig. 3 shows the performance of MPBP at estimating
the posterior trajectories for a single realization of an epidemic
drawn from a prior whose parameters �, �, �,  are homogeneous
and known.

The state of a random 75% of the system was observed at
an intermediate time (colored dots). We see good agreement
between the true infection times (black lines) and the marginal
probabilities of being Infectious (in yellow). Nodes are sorted in
increasing order of true first infection time.

Kinetic Ising. As examples of free dynamics we consider the evo-
lution of magnetization 〈�ti 〉 and time autocovariance 〈�ti�

s
i〉 −

〈�ti 〉〈�
s
i〉 for pairs of epochs (t, s), on ferromagnetic, Random

Field and spin-glass Ising Models (Fig. 4), under the stochastic
transition Eq. 5. First, we consider a model with uniform
couplings Jij ≡ J on an infinite Random Regular Graph like the
one studied in ref. 9 but with degree 8 instead of 3. We then apply
our method to an infinite Erdos-Renyi graph, again with uniform
couplings and in the ferromagnetic phase, using a population
dynamics approach. Next, we study a Random Field Ising Model
(RFIM) with uniform couplings and random external fields
hi = ±h on a large graph. In all three cases, the system is
initialized in a magnetized state and the fraction of up spins
grows or decreases monotonically until it reaches a stationary

Fig. 2. MPBP (solid line) with bond dimension 3 correctly computes marginals of an SIS model defined on an Erdos-Renyi graph with 23 nodes and average
connectivity 4, � = 0.15, � = 0.12,  = 0.13. The state of a random half of the variables was observed at final time T = 10 and used to reweight the distribution
(red dots). Black dots are the average over 106 Monte Carlo simulations. (Bottom-right) Comparison of all points from the previous plots, the Pearson correlation
coefficient is 0.9986.

4 of 9 https://doi.org/10.1073/pnas.2307935120 pnas.org
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Fig. 3. Inference on a single epidemic outbreak sampled from a SIRS model on an Erdos-Renyi graph with average connectivity c = 2.5, N = 100. Bond
dimension M = 3. The process to be inferred was drawn from a SIRS prior with � = 0.4, � = � = 0.15,  = 0.01, the same parameters were used for the
inference. The state of 75% of the nodes was observed at time 10 (white = S, red = I, black = R) and used to reweight the distribution. Black lines correspond to
true infection periods.

value. For these second and third models, we picked the same
settings as in ref. 25. Finally, we consider an antiferromagnetic
model with J = −1 at zero temperature (� = ∞), focusing
on the nearest-neighbor correlation 〈�ti�

t
j 〉, (i, j) ∈ E rather

than the magnetization, which is null at steady state. Above
the critical inverse temperature �c = log

(
1 +
√

2
)

(30), the
underlying Ising system is in a glassy phase. For this model, we
used the modified version of the dynamics reported in Eq. 5 with
p0 = 0.25.

Finally, we study the large deviation behavior of a free dynamic
W (�) =

∏N
i=1 w(�0

i )
∏T−1

t=0 w(�t+1
i |�t

∂i) by tilting it with
an external field at final time

∏
i �

T
i (�Ti ) =

∏
i e

h�Ti . In the
thermodynamic limit N → ∞ this allows to select a particular
value for the magnetization at final time m = 1

N
∑

i �
T
i . The

Bethe Free Energy computed via MPBP is an approximation for

f (h) = −
1
N

log
∑
{�ti }i,t

W (�)eh
∑

i �
T
i , [8]

= −
1
N

log
∑
m

e−N [g(m)−hm], [9]

N→∞
−−−−→ min

m

{
g(m)− hm

}
, [10]

= g(m(h))− hm(h), [11]

where g(m) = −
1
N log

∑
{�ti }i,t

W (�)�
(
Nm,

∑
i �

T
i
)
, and

m(h) = arg minm
{
g(m)− hm

}
. In regions where g(m) is

convex, the Legendre transform (10) can be inverted to obtain a
large deviation law for the probability of observing the system at
final time with magnetization m

p(m) ∼ e−N [f (h(m))+mh(m)] [12]

where h(m) is the inverse of m(h). Fig. 5 shows the estimate
of g(m) for a ferromagnetic Ising model on an infinite random
graph initialized at magnetization m0 = 0.1 and evolving for
T = 10 epochs. p(m) has a minimum at m ≈ 0.145 which
corresponds to the free dynamics h = 0.

Such an analysis could not have been carried out by means
of Monte Carlo methods since the probability of sampling a
trajectory ending at m is infinitesimal, as is clear from the large
deviation law in Fig. 5.

A

B

C D

Fig. 4. Magnetization 〈�ti 〉 (A–C) or nearest-neighbor correlation 〈�ti �
t
j 〉 (D) as a function of time for different Ising models. Solid lines are MPBP, dots are Monte

Carlo simulations on graphs of size NMC , dashed horizontal lines are the equilibrium values (A–C) or 1RSB prediction (D) for the corresponding static versions
of the models. Insets show autocovariances 〈�ti �

s
i 〉 − 〈�

t
i 〉〈�

s
i 〉, only even epochs are shown for panels (A–C) because of odd-even effects in the dynamics of

ferromagnetic models (as in refs. 9 and 25). (A) Infinite 8-Random Regular Graph, �J = 0.2, NMC = 5,000, bond dimension 25. (B) Infinite Erdos-Renyi graph with
mean connectivity c = 4, �J = 0.5, NMC = 5,000, bond dimension 18. (C) Random Field Ising Model on Erdos-Renyi graph with mean connectivity c = 3, �J = 2/c,
N = NMC = 1,000 and �hi = ±0.6 sampled uniformly, matrix size 10. (D) Antiferromagnetic Ising Model on infinite 3-Random Regular Graph with J = −1, � =∞,
NMC = 5,000, bond dimension 23.
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A

B

C

Fig. 5. Large deviation study of Glauber dynamics on an infinite 3-Random Regular Graph. Free dynamics with �J = 0.6, T = 10, magnetization at time zero

m0 = 0.1, zero external field, reweighted with an external field at final time
∏
i �

T
i (�

T
i ) =

∏
i e
h�Ti . (A) Magnetization vs. reweighting field, (B) Bethe Free Energy

vs. reweighting field, (C) Magnetization-constrained free energy g(m) vs. magnetization. Bond dimension 25.

Discussion
It is often the case that stochastic processes which can be described
accurately, be it by analytical or Monte-Carlo methods, become
computationally difficult as soon as the dynamics is biased by
some reweighting factor. This constitutes a massive limitation
since reweighting is essential whenever one is interested in
describing atypical trajectories, an emblematic example being
inference in epidemic models. As of today, there exists, to the
best of our knowledge, no analytic method able to describe
reweighted complex dynamics on networks except for the simple
case of nonrecurrent models. In this article we adopted the
matrix-product parametrization, inspired by techniques used
originally in quantum physics and recently applied to classical
stochastic dynamics in ref. 9, to devise the Matrix Product Belief
Propagation method. We used it to describe reweighted Markov
dynamics on graphs and applied it to epidemic spreading and a
dynamical Ising models. With respect to the important work in
refs. 9 and 10, which we recall that applies only to free dynamics,
our contribution is twofold.

First, we develop for MPBP a general scheme to render
the computation time linear in the node degree rather than
exponential on a wide class of models, allowing us to com-
pare it extremely favorably with existing methods on standard
benchmark examples (which typically include vertices with large
degrees). The bottleneck of the whole computation in the final
scheme is due to the SVD factorization, which are cubic in the
bond dimension M : larger matrices give a better approximation,
but require a greater computational effort. The overall cost per
iteration, assuming the bond dimension constant, is O (T |E |),
i.e.n linear in the number of edges of the graph. A small number
of iterations is normally sufficient for approximate convergence
to a fixed point. A strategy we found to be effective is to start with
bond dimension M very small, say 4 or 5, iterate to convergence,
then repeat with increasingly larger M until the increment in
accuracy is small enough or the computation time becomes
too large. In any case, the final value for M is specified in all
figures and is relatively modest. It is fair to point out, however,
that although linear, depending on the target accuracy of the
approximation controlled by the parameter M , the method may
be substantially more computationally intensive than the others
used for comparison.

Second and more importantly, the MPBP approach allows to
include reweighting factors. In particular, the approach proposed
in refs. 9 and 10 is iterated forward in (dynamical) time and thus
allows no backward flow of information which is necessary with
reweighting factors. Reweighting factors are necessary to analyze
conditioned dynamics and rare events.

MPBP, like many other statistical physics-inspired approaches
to stochastic dynamics, is based on the cavity approximation. The
Belief Propagation formalism gives access to the thermodynamic

limit for certain ensembles of random graphs, provides an
approximation to the partition function through the Bethe Free
Energy, and allows to compute time autocorrelations. The limits
of validity of MPBP are inherited from those of the cavity
approximation: using the jargon of disordered systems, the
approximation is accurate as long as the problem is in a Replica
Symmetric (RS) phase. In the case of epidemic inference presented
in Fig. 3 this is surely the case, since the trajectory to be inferred
was sampled from the same prior used for the inference. This
amounts to working on the Nishimori line, where it is known
that no replica symmetry-breaking takes place (31). A study of
the performance in regimes where replica symmetry is broken is
left for future investigation.

On graphs with short loops, the performance of BP degrades
substantially. In the static case, this issue can sometimes be
overcome by resorting to higher order approximations (32). We
argue that the same ideas can be translated to dynamics, for
example by describing explicitly the joint trajectory of quadruples
of neighboring variables on a square lattice.

Software implementing the method is available at ref. 19 and
can be used to directly reproduce the results in the article. The
framework is flexible and accommodates for the inclusion of new
models of dynamics.

As a final remark, we recall that the method applies more in
general to any distribution of the type [1], where t need not be
interpreted as a time index but could, for instance, span a further
spatial direction. Investigation along this line is left for future
work.

Materials and Methods

As anticipated, messages are parametrized in terms of matrix products

mi→j(xi, xj) ∝
T∏

t=0

Ati→j(x
t
i , x

t
j), [13]

where, for any (xti , x
t
j), Ati→j(x

t
i , x

t
j) is a real-valued matrix. We set A0 to have

one row and AT to have one column, so that the whole product gives a scalar.
Plugging the ansatz [13] into the RHS of the BP equation [7] gives

mi→j(xi, xj) ∝
T∏

t=0

Bti→j(x
t+1
i , xti , x

t
j), [14]

with

Bti→j(x
t+1
i , xti , x

t
j) =

∑
{xtk}k∈∂ i\j

f t+1
i (xt+1

i , xt
∂ i, x

t
i)

×

⊗
k∈∂ i\j

Atk→i(x
t
k , x

t
i)

 . [15]
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Two steps are missing in order to close the BP equations under a matrix
product ansatz, as discussed in ref. 9. First, matrices must be recast into the
form [13]. Second, if incoming A matrices have bond dimension M, B matrices
will have bond dimension M|∂ i|−1 and thus will keep growing indefinitely
throughout the iterations. Both issues are solved by means of two successive
sweeps of Singular Value Decompositions (SVD). SVD decomposes a real-valued
matrix A as Aij =

∑M
k,l=1 UikΛklVjl whereΛkl = �k�k,l is the diagonal matrix

of singular values �1 ≥ �2 ≥ . . . ≥ �M ≥ 0 and U†U = VV† = 1 (we
use the dagger symbol for matrix transpose to avoid confusion with the time
labels t, T , but all matrices are real-valued). By retaining only the largest M′

singular values and setting the others to zero, one can approximate Aij with

Ãij :=
∑M′

k=1 Uik�kVjk making an error ‖A − Ã‖2
F =

∑
ij

(
Aij − Ãij

)2
=∑M

k=M′+1 �
2
k . As a result, both U and V are smaller in size.

The first sweep is done from left to right t = 0, 1, 2, . . . , T−1 by performing
an SVD decomposition

Bti→j(x
t+1
i , xti , x

t
j) = Cti→j(x

t
i , x

t
j)Λ

t
[
V t(xt+1

i )
]†
, [16]

then redefine Bt+1
i→j(x

t+2
i , xt+1

i , xt+1
j ) as Λt

[
V t(xt+1

i )
]†
Bt+1
i→j

(xt+2
i , xt+1

i , xt+1
j ). The decomposition in Eq. 16 is performed by

incorporating xti , x
t
j as row indices and xt+1

i as column index (see the SI
Appendix for more details). At the end of this first sweep, the message looks like

mi→j(xi, xj) =

T∏
t=0

Cti→j(x
t
i , x

t
j), [17]

where, thanks to the properties of the SVD, it holds that∑
xti x

t
j

[
Cti→j(x

t
i , x

t
j)
]†
Cti→j(x

t
i , x

t
j) = 1. [18]

At this point the form [13] is recovered: The BP equations are closed under
a matrix product ansatz. All that is left to do is perform a second sweep of SVD,
this time discarding the smallest singular values to obtain matrices of reduced
size. Going right to left t = T, T − 1, . . . , 1, incorporating (xti , x

t
j) as column

indices:

Cti→j(x
t
i , x

t
j)

SVD,trunc
=: UtΛtAti→j(x

t
i , x

t
j)

Ct−1
i→j(x

t−1
i , xt−1

j )← Ct−1
i→j(x

t−1
i , xt−1

j )UtΛt.
[19]

The errors made during the truncations are controlled: consider a generic
step t in the sweep from right to left. The MPS is in the so-called mixed-canonical
form (33):

C0
· · · CtAt+1

· · · AT , [20]

with C0
· · · Ct−1 left-orthogonal (C†C = 1) and At+1

· · · AT right-orthogonal
(AA† = 1). Ct is neither.

Canonical forms are a useful tool to perform controlled truncations (28, 33).
The error in replacing Ct by C̃t which retains only M′ of the M singular values is

‖C0
· · · CtAt+1

· · · AT − C0
· · · C̃tAt+1

· · · AT‖2
F

= ‖Ct − C̃t‖2
F =

M∑
k=M′+1

�2
k , [21]

where the first equality holds thanks to the orthonormality of C and A matrices.
Keeping the MPS in canonical form ensures that the global error on the matrix
product reduces to the local error on Ct .

As a side remark, we point out that there exist techniques to compute directly
the SVD truncated to theM′ largest singular values (34, 35). Such strategies can
be advantageous for large M and small M′.

The results in this work were obtained by fixing the number of retained
singular values, and hence the bond dimension. Alternatively, given a target
threshold ", one can select M′ adaptively such that, e.g., �M′√∑

k �
2
k

< ", as in

ref. 9. We find the approach with fixed bond dimension better suited for an
iterative solver such as BP, where messages are computed and then overwritten
many times before convergence is reached. During the first iterations, a coarse
approximation with small bond dimension is sufficient and helps to keep the
computation time under control. Then, as messages approach a fixed point, one
can refine the estimate by either increasing the bond dimension or switching to
a threshold-based truncation method.

Bond Dimension. Issues may arise whenever excessive truncations turn the
matrix product into an ill-defined probability distribution taking negative values.
This is to be expected and indeed was encountered in the experiments we run.
Rerunning BP with larger bond dimension invariably solved the problem. Fig. 6
shows the effect of varying the bond dimension in two of the settings shown
in the previous plots. Instead, truncating too much may lead to unreasonable
results such as negative probability values.

Turning to the expressive power of the MPS ansatz, it is reasonable to expect
that truncating conservatively, i.e., allowing large bond dimension, will lead to
better and better approximations. Indeed, matrix products with arbitrarily large
bond dimension can represent exactly any distribution. However, it is hard to
make quantitative statements about the relationship between bond dimension
and the complexity that can be captured. Based on the discussion in the context
of quantum mechanics (see, e.g., ref. 33, section 4.2.2), it is plausible to assume
that strong and long-range (here in time, in the quantum context these are
usually in space) correlations need large matrices to be captured accurately.
However, this cannot possibly be the whole story, since there exists a simple
counterexample: any trajectory of the SI epidemic model can be represented
using MPS of finite bond dimension despite featuring infinite-range correlations.
More details are found in the SI Appendix.

Convergence. The BP equations are iterated until convergence to a fixed point.
We opted for an asynchronous update scheme because it tends to feature better
convergence properties with respect to a synchronous one. Nevertheless, the
two can be used interchangeably. As usual with BP, the procedure naturally
lends itself to parallelization, to a larger extent with the synchronous approach.

As a criterion for convergence to a fixed point, we computed the marginal
distributions at all nodes and epochs bti(x

t
i) (Eq. 23) and checked whether, for

an iteration it and the successive one,

max
i∈{1,...,N}

max
t∈{0,...,T}

max
xti

∣∣∣∣[bti(xti)](it+1)
−

[
bti(x

t
i)
](it)∣∣∣∣ < ", [22]

for some small threshold ". A stricter criterion can be considered by computing
max(i,j)∈E

∑
xi ,xj‖mi→j(xi, xj)(it+1)

− mi→j(xi, xj)(it)‖F . The two criteria
lead to similar outcomes [results not shown, see implementation (19)].

It is worth noting that in the case of free dynamics, one can build the messages
incrementally from time 0 to time T as in DC (see, e.g., ref. 9), with no need
to iterate until convergence. Because each sweep of SVD over t matrices takes
linear time in t, the total computational cost when using such scheme scales
quadratically with T . Instead, initializing messages for all T epochs and then
doing Niter iterations as in our method takesO(NiterT). The two are essentially
equivalent since we observed that typically the number of iterations needed to
converge is of the order of T .

It is worth noting that, up to the errors introduced by the truncations, which
we showed to be controlled, MPBP is exact on acyclic graphs.

Observables. On a fixed point of the BP equations, single-node marginal
distributions, “beliefs,” are given by

bi(xi) ∝
∑
x∂ i

T−1∏
t=0

f t+1
i (xt+1

i , xt
∂ i, x

t
i)×

∏
k∈∂ i

mk→i(xk , xi). [23]
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A B

Fig. 6. Effect of varying the bond dimension M on the accuracy of the approximation. (A) SIS model on a tree, the same settings as Fig. 1A. Too small bond
dimension gives unreasonable results. (B) Glauber dynamics on an infinite random regular graph of degree 8, same settings as Fig. 4A.

Single-variable and pair marginal distributions as well as time autocor-
relations can be computed efficiently on a fixed point of BP by means of
standard tensor network contraction techniques (for details, see SI Appendix
or ref. 28). The BP formalism also gives access to the Bethe Free Energy, an
approximation to (minus the logarithm of) the normalization of Eq. 2, which
can be interpreted as the likelihood of the parameters of the dynamics (e.g.,
infection rates, temperature,...). In cases where such parameters are unknown,
they can be learned via a maximum-likelihood procedure.

Thermodynamic Limit. Just like standard BP, MPBP lends itself to be
extended to infinite graphs. In the case of random regular graphs with
homogeneous properties (e.g., �ij ≡ �, �i ≡ � for epidemic models,
Jij ≡ J, hi ≡ h for Glauber dynamics), a single message is sufficient to
represent the distribution in the thermodynamic limit. For graph ensembles
with variable degree and/or parameters distributed according to some disorder,
we adopt a population dynamics approach (more details in SI Appendix).

A Family of Models with Linear Computational Cost. As mentioned
before, in the scheme proposed in ref. 9, matrices before truncation have
size Mz−1 where M is the size of matrices in the incoming messages and z is
the degree. The bottleneck is the sweeps of SVDs which yield a computational
costO(M3z−3) for a single BP message. Although in a later work [(10), section
6] it was shown that such cost can be reduced toO(M2z−1), the exponential
dependence on the degree still represents an issue even for graphs of moderately
large connectivity. Here we show an improved scheme that, for a wide class of
models includingmanyinepidemicsandkinetic Ising,performsthecomputation
inO(M6). The dependence on z is only polynomial and depends on the details
of the model.

It is enough to notice that in many cases transition probabilities
w(xt+1

i |x
t
∂ i, x

t
i) depend on xt

∂ i only through some intermediate variable which
incorporates the aggregate interaction with all the neighbors. In epidemic
models like SI, SIR, and SIRS, the transition probability only depends on the
event that at least one of the neighbors has infected node i. In the case of
kinetic Ising the transition probability only depends on the local field, which is
a weighted sum of neighboring spins.

More formally, consider intermediate scalar variables ytA with A ⊆ ∂ i
encoding information about xtA. By definition of conditional probability

p
(
xt+1
i

∣∣xt
∂ i, x

t
i

)
=
∑
y∂ i

p
(
xt+1
i

∣∣yt
∂ i, x

t
i

)
p
(
yt
∂ i
∣∣xt

∂ i, x
t
i

)
. [24]

If it holds that

p
(
ytA∪B

∣∣xtA∪B, xti) =
∑
yA ,yB

p
(
ytA∪B

∣∣ytA, ytB, xti)
× p

(
ytA, y

t
B
∣∣xt

∂ i, x
t
i

)
, [25]

=
∑
yA ,yB

p
(
ytA∪B

∣∣ytA, ytB, xti)
× p

(
ytA
∣∣xtA, xti) p (ytB∣∣xtB, xti) , [26]

for A ∪ B ⊆ ∂ i (i.e., that the y of disjoint index sets are independent given the
x’s), then it suffices to provide:

1. p
(
ytj |x

t
j , x

t
i

)
2. p

(
ytA∪B|y

t
A, y

t
B, x

t
i

)
to be able to compute the set of outgoing messages from a node in a recursive
manner. This is more efficient than the naive implementation provided that the
number of values that each y can assume does not grow exponentially with the
number of x’s it incorporates. More details of the computation can be found in
SI Appendix.

Data, Materials, and Software Availability. Source code data have been
deposited in https://github.com/stecrotti/MatrixProductBP.jl (19).
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