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We investigate the effects of hydrodynamic interactions between microorganisms swimming at low Reynolds
numbers, treating them as a control system. We employ Lie brackets analysis to examine the motion of two
neighboring three-link swimmers interacting through the ambient fluid in which they propel themselves. Our
analysis reveals that the hydrodynamic interaction has a dual consequence: on one hand, it diminishes the
system’s efficiency; on the other hand, it dictates that the two microswimmers must synchronize their motions
to attain peak performance. Our findings are further corroborated by numerical simulations of the governing
equations of motion.

DOI: 10.1103/PhysRevE.109.024601

I. INTRODUCTION

Over the past two decades, the study of the swimming
strategy of microorganisms has stimulated a wealth of sci-
entific research on their optimal control and controllability
[1,2]. One of the most remarkable phenomena exhibited by
swimming microorganisms is the coordination of their beating
cilia. Studying the interplay between coordination and hy-
drodynamic interactions among swimmers holds significant
interest, as exemplified in Refs. [3–5]. Coordinated beating
manifests in a diverse range of geometries and organisms. It
can occur among hundreds of cilia on a single organism, as ob-
served in Ref. [6], or even extend to flagella on distinct cells,
such as in the case of mammalian spermatozoa swimming
in close proximity [7]. Moreover, in Ref. [7] the large-scale
coordination of sperm cells is shown to be governed solely by
hydrodynamic interaction forces, rather than chemical signals.
Moreover, theoretical studies underscore the role of hydrody-
namic forces and fluctuations in optimizing the navigation of
microswimmers [8,9].

Nowadays, with the latest advances in manufacturing,
technology, and three-dimensional (3D) printing, robotic
swimming has emerged as a dynamic field that can trans-
late abstract mathematical models into tangible applications
[10–13]. As a result, recent research has shown growing inter-
est in exploring the intricate relationship between swimming
and control theory in viscous fluid environments [14–16].

Driven by the potential for robotic applications [17–19],
fabrication through chemical synthesis [20,21], and the
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well-documented phenomena of coordination among neigh-
boring beating flagella [22], this work explores the inter-
actions between two flagellar microswimmers swimming in
close proximity. For instance, limited research has been
conducted on the displacement of these systems under the
influence of nonlocal hydrodynamic interactions. Hydrody-
namic interactions often play a pivotal role in the development
of mathematical models for these systems. For example, a
recent study [23] examined two individually uncontrollable
scallops swimming in close proximity and demonstrated that
their hydrodynamic interaction enables controllability. Fur-
thermore, the combination of hydrodynamic interaction and
phase-shifted flagellar beats among the microswimmers pro-
vides the asymmetry necessary to violate Purcell’s “Scallop
Theorem” [24].

In this work, we examine the behavior of two nearly
aligned Purcell three-link swimmers in mutual hydrodynamic
interaction [25], within the low Reynolds number regime. To
facilitate analytical progress, we adopt a minimal interaction
model where only adjacent links between the swimmers en-
gage in reciprocal interactions. Our approach uses tools from
geometric control theory, enabling us to investigate compre-
hensive displacement patterns and identify the most efficient
periodic control sequences.

The paper is organized as follows. In Sec. II we derive
the governing equations of motion, which are subsequently
reformulated as a linear control problem. In Sec. III, using Lie
bracket analysis, we obtain analytical results for the displace-
ment of the two swimmers, assuming periodic control gaits.
Our findings reveal that maximum displacement is attained
when the swimmers operate in phase-locked synchroniza-
tion. This result aligns with the phase-locking phenomena
observed in cilia or sperm cells swimming in close proximity
[25,26]. In Sec. IV, we compare theoretical findings with
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FIG. 1. Schematic representation of two three-links
microswimmers.

numerical simulations of the motion equations. In conclusion,
the four Appendixes elaborate on the technical aspects of the
calculations.

II. MATHEMATICAL SETTING

In this section, we formulate the equations of motion
for a pair of Purcell’s swimmers, namely two three-link
microswimmers immersed in a viscous fluid, swimming at a
sufficiently close distance and nearly aligned.

One of the most challenging aspects of applying control
theory to accurately solve motion planning or optimal con-
trol problems is the complexity of the hydrodynamic forces
exerted by the fluid on the swimmer as its shape changes.
Resistive force theory [27–29] provides a simple and efficient
method to calculate a local approximation of these forces.
Employing this theory entails the depiction of the swimmers’
configurations and the computation of their velocity relative
to the ambient fluid, necessitating a kinematic formulation as
the initial step in addressing the problem.

A. Kinematics

We consider two swimmers, each comprising three rigid
links of length L with hinged joints at their ends, moving in
the plane defined by the unit vectors ex and ey (see Fig. 1).
In the following, the subscript i = 1, 2 denotes the specific
microswimmer, while the superscript j = −1, 0, 1 identifies
its links. More precisely, j = 0 represents the central link and
j = −1, 1 correspond to the adjacent links.

Let xi(t ) denote the position of the midpoint of the central
link of the ith microswimmer:

xi(t ) :=
[

xi(t )
yi(t )

]
, i = 1, 2, (1)

while ϑi(t ) denotes the time-dependent angle that the central
link forms with the positive x axis. Then, the directions in
the plane of each link can be described by the in-plane unit
vectors,

e( j)
i (t ) := (−1)( j)

[
cos

[
ϑi(t ) − jσ ( j)

i (t )
]

sin
[
ϑi(t ) − jσ ( j)

i (t )
]
]
, (2)

where σ
( j)
i (t ) ( j = −1, 1) are angles between successive

links, as shown in Fig. 1. Thus the triple [xi(t ), yi(t ), ϑi(t )]T

describes the position and orientation of the ith microswim-
mer in the plane, while the couple [σ (−1)

i (t ), σ (1)
i (t )]T

describes its shape.
We introduce the time-dependent position of a point

x( j)
i (s, t ) on the jth link of the ith microswimmer:

x( j)
i (s, t ) := xi(t ) + j

L

2
e(0)

i (t ) +
(

s + j
L

2

)
e( j)

i (t ), (3)

where s ∈ [−L/2, L/2] represents the oriented arc length on
each link, following the directions e( j)

i (t ). The velocity of the
point x( j)

i (s, t ) is then obtained by direct differentiation of
Eq. (3), leading to

v( j)
i (s, t ) = ẋi(t ) + j

L

2
n(0)

i (t )ϑ̇i(t )

+
(

s + j
L

2

)
n( j)

i (t )
[
ϑ̇i(t ) − jσ̇ ( j)

i (t )
]
, (4)

where n( j)
i (t ) is the unit vector of the plane x − y

perpendicular to e( j)
i (t ): n( j)

i (t ) := ez × e( j)
i (t ).

B. Hydrodynamic force and torque

The calculation of the hydrodynamic interaction is based
on the results of Ref. [29], which rely on some specific as-
sumptions reported in the following remark.

Remark 1. We make the same assumptions as in
Refs. [23,29], namely that the thickness a of the links is
much smaller than the distance h between the swimmers,
which is much smaller than their length L,

a � h � L, (5)

and that the two microswimmers are approximately straight
and nearly parallel to each other:

σ
j

i ≈ π, i = 1, 2, j = −1, 1. (6)

These assumptions are crucial for applying the force approx-
imation proposed in Ref. [29] to account for the interaction
forces between the swimmers.

Let f ( j)
i (s, t ) denote the hydrodynamic force density (per

unit of length) acting on the point x( j)
i (s, t ). According to

resistive force theory [27,29], we take

f ( j)
i (s, t ) = − 1

�
J( j)

i (t )v( j)
i (s, t ) + λ

�
J( j)

¬i (t )v( j)
¬i (s, t ), (7)
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where ¬i := 3 − i, λ(s, t ) := ln[h(s,t )/L]
ln(a/L) ∈ (0, 1), and � :=

1 − λ2. The second-order tensor J( j)
i (t ) represents the

resistive-force theory operator defined as

J( j)
i (t ) := C⊥I + CaE( j)

i (t ), (8)

where E( j)
i (t ) := e( j)

i (t ) ⊗ e( j)
i (t ) and Ca = C‖ − C⊥ > 0 de-

notes the drag anisotropy coefficient, with C⊥ and C‖ > 0
being the drag coefficients for motion in the direction per-
pendicular and parallel to the local tangent. Notice that the
simplified resistance relation of hydrodynamic interaction in
(7) has been tested in Ref. [29] by comparing to more accurate
numerical solutions and qualitative agreement has been found.

Henceforth, assuming the proximity of the swimmers as
described in Ref. [23], we shall consider the interaction be-
tween the jth link of each microswimmer with the jth link
of the other microswimmer, while disregarding its interaction
with ¬ jth links.

Remark 2. As stated in Ref. [23], consistent with Eq. (6)
and given that we focus on the interaction between corre-
sponding links, it is reasonable to assume that h = h(s, t )
remains independent of the spatial variable s and undergoes
minimal changes over time. Consequently, it can be treated as
a constant, as well as λ.

The hydrodynamic force acting on the ith
microswimmer is

Fi(t ) =
1∑

j=−1

∫ L
2

− L
2

f ( j)
i (s, t )ds, (9)

whence, by using (7), we get the linear form

Fi(t ) = − 1

�
[Ai(t )ẋi(t ) + bi(t )ϑ̇i(t ) + αi(t )σ̇ i(t )]

+ λ

�
[A¬i(t )ẋ¬i(t ) + b¬i(t )ϑ̇¬i(t ) + α¬i(t )σ̇¬i(t )],

(10)

where we have set σ̇ i(t ) := [σ̇ (−1)
i (t ), σ̇ (1)

i (t )]
T
. The details of

this calculation and the definitions of A, b, and α can be found
in Appendix A.

Similarly, we can calculate the hydrodynamic torque, with
respect to the xi(t ) point, acting on each microswimmer:

Mi(t ) =
1∑

j=−1

∫ L
2

− L
2

[
x( j)

i (s, t ) − xi(t )
] × f ( j)

i (s, t )ds, (11)

which is orthogonal to the plane. Thus, by denoting Mi(t ) =
Mi(t ) · ez, we obtain

Mi(t ) = − 1

�
[bi(t ) · ẋi(t ) + ωi(t )ϑ̇i(t ) + γ i(t )σ̇ i(t )]

+ λ

�
[di(t ) · ẋ¬i(t ) + ω̄i(t )ϑ̇¬i(t ) + γ̄¬i(t )σ̇¬i(t )].

(12)

For a more detailed explanation and the definitions of the
functions presented in Eq. (12), we again refer the reader to
Appendix A.

C. Equations of motion

At low Reynolds numbers, the inertial terms are negligible.
Thus the equations of motion simplify to the requirement that
the force and torque vanish for each microswimmer:

Fi(t ) = 0,

Mi(t ) = 0, i = 1, 2. (13)

Using Eqs. (10) and (12), equations of motion can be recast in
the form

R(t, λ)

⎡
⎢⎢⎢⎣

ẋ1(t )
ϑ̇1(t )
ẋ2(t )
ϑ̇2(t )

⎤
⎥⎥⎥⎦ + ϕ(t )

[
σ̇1(t )
σ̇2(t )

]
= 0, (14)

involving the 6 × 6 matrix

R(t, λ) :=

⎡
⎢⎢⎢⎣

A1(t ) b1(t ) −λA2(t ) −λb2(t )
b1(t )T ω1(t ) −λd1(t ) −λω̄1(t )

−λA1(t ) −λb1(t ) A2(t ) b2(t )
−λd2(t ) −λω̄2(t ) b2(t )T ω2(t )

⎤
⎥⎥⎥⎦,

(15)

named the grand resistance matrix, and the 6 × 4 matrix

ϕ(t ) :=

⎡
⎢⎢⎢⎣

α1(t ) −λα2(t )
γ1(t ) −λγ2(t )

−λα1(t ) α2(t )
−λγ1(t ) γ2(t )

⎤
⎥⎥⎥⎦.

In reformulating the equations of motion into the form (14),
we have distinguished the resistive part (first term) from the
propulsive part (second term). This separation was made to
treat the system as a control system. Indeed, the four angular
velocities σ̇

( j)
i (t ) should be considered as gait control func-

tions, which drive the motion of the swimmers. Therefore,
by defining [σ̇1(t ), σ̇2(t )]T =: [u1(t ), u2(t )]T, Eq. (14) can be
rewritten as

[R(t, λ) 06×4

04×6 I4×4

]
⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ẋ1(t )
ϑ̇1(t )
ẋ2(t )
ϑ̇2(t )
σ̇1(t )
σ̇2(t )

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

= −
[
ϕ(t )
I4×4

][
u1(t )
u2(t )

]
. (16)

Then, taking into account the invertibility of the matrix
R(t, λ) (see Appendix B), Eq. (16) reduces to⎡

⎢⎢⎢⎢⎢⎢⎢⎣

ẋ1(t )
ϑ̇1(t )
ẋ2(t )
ϑ̇2(t )
σ̇1(t )
σ̇2(t )

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=
[−R(t, λ)−1ϕ(t )

I4×4

][
u1(t )
u2(t )

]

=:
4∑

k=1

vk[ϑ1(t ), ϑ2(t ), σ1(t ), σ2(t ), λ]uk (t ), (17)
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FIG. 2. Schematic representation of the control gaits in a cycle, as described in cases (a) (first line), (b) (second line), and (c) (third line).
In each inset, the left swimmer is numbered as swimmer 1 and the right is numbered as swimmer 2. The four-component vector at the bottom
of each inset represents the input angular velocities. The solid lines depict the shape of the swimmers at their current configurations, while the
dashed lines show their configurations in the previous time step.

where u1(t ) = [u1(t ), u2(t )]T and u2(t ) = [u3(t ), u4(t )]T.
In the following, system (17) is analyzed within geometric

control theory, by assuming appropriate control gaits ui(t ) =
σ̇ i(t ) for i = 1, 2.

III. LIE BRACKETS ANALYSIS

We now examine the motion of the microswimmers by
employing Lie brackets, a classic tool from geometric control
theory. For a comprehensive understanding of this theory and
its applications, we direct the reader to the book in [30].

We investigate the dynamics of microswimmers when they
are nearly straight and nearly parallel to each other, focusing
on the interplay of their hydrodynamic interactions. Addi-
tionally, we assume that the swimmers’ shapes conform to
periodic control gaits, as described in Secs. III A and III B,
producing small deformations of the swimmers. Furthermore,
we assume the initial conditions

ϑo
i = ϑo, σo

1 =
[
π

π

]
, σo

2 =
[
π + εϕ

π + εϕ

]
, (18)

where ε � 1 is a small dimensionless parameter and ϕ is a
phase shift. Therefore, swimmers start perfectly aligned only
when ϕ = 0.

Due to this choice of initial conditions, both swim-
mers share the same mean orientation, ϑo. It is note-
worthy that, in this specific instance, Eqs. (17) can be

rewritten as⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ẋ1(t )
ϑ̇1(t )
ẋ2(t )
ϑ̇2(t )
σ̇1(t )
σ̇2(t )

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎣R(ϑo) 03×3 03×4

03×3 R(ϑo) 03×4

04×3 04×3 I4×4

⎤
⎥⎦

×
4∑

k=1

vk[σ1(t ), σ2(t ), λ]uk (t ), (19)

where R(ϑo) is the matrix representing the planar rotation of
ϑo. This highlights that the system exhibits rototranslation
invariance.

A. Nonsimultaneous control gaits

Let us examine the input gait cycle, which consists of eight
time subintervals, each spanning τ/2. During each of these
subintervals, only one of the two swimmers performs a single
action at an assigned angular velocity γk > 0 (k = 1, 2, 3, 4).
In reference to Fig. 2, subscripts 1 and 3 (2 and 4, respectively)
refer to the lower (upper, respectively) links of the left and
right swimmers, respectively.

Figure 2 depicts three distinct approaches to assigning
control gaits, one for each line (which will be thoroughly
examined later), across the eight time subintervals that com-
prise the control cycle. The four-element vector at the base
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of each inset depicts the input angular velocities within a
given interval. Below there is the description of the inputs
considered.

(a) During the first half of the cycle, the swimmers only
move their lower links, while in the second half, they only
move their upper links. The swimmers alternate in performing
a single action during each interval (Fig. 2, first line).

(b) The two swimmers alternate in their movements, per-
forming opposite strokes in consecutive intervals, i.e., the
movement of the lower link of swimmer 1 is always followed
by the movement of the upper link of swimmer 2 and vice
versa (Fig. 2, second line).

(c) In the first half of the cycle, swimmer 1 undergoes
periodic shape changes while swimmer 2 remains passive. In
the second half, the roles of the swimmers are reversed (Fig. 2,
third line).

Each case results in distinct displacements, which can
be determined by an appropriate combination of the time-
dependent vectors {v1, . . . , v4}.

1. Cases (a) and (b)

Let us simplify the notation by defining

ST (t ) := [x1(t ), ϑ1(t ), x2(t ), ϑ2(t ), σ1(t ), σ2(t )]T

and

ϒ := S (4τ ) − S (0), (20)

which represents the change of state after a cycle.
We note that ϒ has six nonzero entries. When the control

gaits are those of cases (a) and (b), the calculation of Lie
brackets, up to O((γiτ )2), yields

ϒ (a) = τ 2

4
γ1γ3wo

13(σo
1, σ

o
2, ϑ

o) + τ 2

4
γ2γ4wo

24(σo
1, σ

o
2, ϑ

o),

(21a)

ϒ (b) = τ 2

4
γ1γ4wo

14(σo
1, σ

o
2, ϑ

o) + τ 2

4
γ2γ3wo

23(σo
1, σ

o
2, ϑ

o),

(21b)

respectively, where wo
hk (h, k = 1, 2, 3, 4) denotes the Lie

bracket:

wo
hk (σo

1, σ
o
2, ϑ

o) := [vh, vk]|(σo
1, σ

o
2 ). (22)

Remark 3. Note that on the one hand we have chosen
constant inputs γi and on the other hand we require the max-
imum angular amplitude to be εϕ. This necessarily implies
that γiτ is O(ε); therefore, we use the following notation:
wo

hk (σo
1, σ

o
2, ϑ

o) = wo
hk (ϕ, ϑo).

From Remark 3, we expect the components of the displace-
ment ϒ (a) and ϒ (b) to be at least O(ε4). However, explicit
calculations reveal that ϒ (a) and ϒ (b) are O(ε5). Thus we
conclude that the considered control gaits lead to negligible
displacements and/or rotations of the two microswimmers.

2. Case (c)

In this case, calculations of Lie brackets up to O((γiτ )2)
result in

ϒ (c) = τ 2

4
γ1γ2wo

12(ϕ, ϑo) + τ 2

4
γ3γ4wo

34(ϕ, ϑo). (23)

FIG. 3. Sketch of two Purcell swimmers beating simultaneously.
A swimming cycle consists of four phases in which the swimmers
perform simultaneous movements. The solid lines represent the cur-
rent shape of the swimmers, while the dashed lines depict their shape
in the previous time step.

Assuming for simplicity γi = γ (i = 1, 2, 3, 4) and C⊥ = 2C‖
[25], the nonzero entries of ϒ (c) become

ϒ
(c)
1 (ϕ, ϑo) = q1(ϕ) cos ϑo, (24a)

ϒ
(c)
2 (ϕ, ϑo) = q1(ϕ) sin ϑo, (24b)

ϒ
(c)
3 (ϕ) = ε3

4

(
2(−5 + λ)λϕ

729(λ2 − 1)

)
, (24c)

ϒ
(c)
4 (ϕ, ϑo) = q2(ϕ) cos ϑo, (24d)

ϒ
(c)
5 (ϕ, ϑo) = q2(ϕ) sin ϑo, (24e)

ϒ
(c)
6 (ϕ) = ε3

4

(
2(−45 + λ + 40λ2)ϕ

729(λ2 − 1)

)
, (24f)

with

q1(ϕ) := L
ε4

4

(
− 5

81
+ 10λ2ϕ2

2187(λ2 − 1)

)
,

q2(ϕ) := L
ε4

4

(
2(−245 − λ + 238λ2)ϕ2

2187(λ2 − 1)
− 5

81

)
.

Since ϒ (c) is O(ε4), we safely neglect ϒ (a) and ϒ (b), both
of which are O(ε5). Furthermore, the presence of ϑo in the
first, second, fourth, and fifth components indicates that the
system moves in the direction of the main orientation of both
swimmers.

Finally, we emphasize that all the components of the Lie
brackets, for this case and for the next cases to be devel-
oped, depend on the drag coefficients only through their
ratio C‖/C⊥. For brevity of the formulas, we have assumed
C‖/C⊥ = 2, as indicated in Ref. [27].

B. Simultaneous control gaits

This section focuses on numerical results for the case of
equal simultaneous control gaits. The periodic loop of both
swimmers has been partitioned into four temporal subinter-
vals; during each subinterval, the swimmers move the adjacent
links simultaneously, i.e., the upper or lower links in pairs.
Figure 3 depicts a sketch of this case.

Under these conditions, up to O((γiτ )2), Lie bracket anal-
ysis yields

ϒ (S) = τ 2
[
γ1γ2wo

12(ϕ, ϑo) − γ2γ3wo
23(ϕ, ϑo)

+ γ1γ4wo
14(ϕ, ϑo) + γ3γ4wo

34(ϕ, ϑo)
]
, (25)

with wo
hk defined as in (22).

024601-5
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To facilitate the discussion, let us focus on the specific
instance where the links rotate with the same angular velocity:

γi = γ , i = 1, . . . , 4.

Thus Eq. (25) reduces to

ϒ (S) = τ 2γ 2wo(ϕ, ϑo), (26)

where

wo(ϕ, ϑo) = [s1(·, λ), s2(·, λ)]|(σ0
1, σ

0
2 ), (27)

with

s1(·, λ) := v1[σ1(t ), σ2(t ), λ] + v3[σ1(t ), σ2(t ), λ]

and

s2(·, λ) := v2[σ1(t ), σ2(t ), λ] + v4[σ1(t ), σ2(t ), λ].

Details of this calculation can be found in Appendix D.
After some straightforward algebra, we arrive at

ϒ
(S)
1 (ϕ, ϑo) = p1(ϕ) cos ϑo, (28a)

ϒ
(S)
2 (ϕ, ϑo) = p1(ϕ) sin ϑo, (28b)

ϒ
(S)
3 (ϕ) = ε3 2λϕ

81(1 + λ)
, (28c)

ϒ
(S)
4 (ϕ, ϑo) = p2(ϕ) cos ϑo, (28d)

ϒ
(S)
5 (ϕ, ϑo) = p2(ϕ) sin ϑo, (28e)

ϒ
(S)
6 (ϕ) = ε3 2(45 + 36λ)ϕ

729(1 + λ)
, (28f)

with

p1(ϕ) := Lε4

(
− 5

81
+ 2(5λ2 − 12λ)ϕ2

2187(λ2 − 1)

)
,

p2(ϕ) := Lε4

(
− 5

81
+ 2(−245 − 4λ + 242λ2)ϕ2

2187(λ2 − 1)

)
.

C. Discussion

According to Eqs. (24) and (28), the nonsimultaneous and
simultaneous cases exhibit the following similarities.

(i) Not surprisingly, in the absence of hydrodynamic inter-
action (λ = 0), the two swimmers behave as two independent
Purcell swimmers, which are individually controllable. Fur-
thermore, as expected, in this limiting condition, the initial
misalignment (ϕ �= 0) does not affect the motion.

(ii) Similarly, when the swimmers are initially aligned
(ϕ = 0) the hydrodynamic interaction plays no role.

(iii) At order O(ε4), the swimmers move along their
mean common orientation ϑo, like two noninteracting Pur-
cell swimmers. This can be seen from the expressions
ϒ

(c)
1 , ϒ

(c)
2 , ϒ

(c)
4 , ϒ

(c)
5 and ϒ

(S)
1 , ϒ

(S)
2 , ϒ

(S)
4 , ϒ

(S)
5 .

(iv) Hydrodynamic interaction induces reorientation when
ϕ �= 0 of the central link of both swimmers of order O(ε3),
as can be seen from expressions ϒ

(c)
3 , ϒ

(c)
6 and ϒ

(S)
3 , ϒ

(S)
6 .

There is no such reorientation in the case ϕ = 0.

To determine which of the two cases is more effective, we
determine the midpoint of the points x1(t ) and x2(t ):

xm(t ) := x1(t ) + x2(t )

2
.

Then, denoting xm := xm(4τ ) − xo
m the displacement of xm

at the end of a swimming loop, up to O(ε4), we get

x(c)
m = ε4

4
[q1(ϕ) + q2(ϕ)]

[
cos ϑo

sin ϑo

]
, (29a)

x(S)
m = ε4[p1(ϕ) + p2(ϕ)]

[
cos ϑo

sin ϑo

]
, (29b)

for the nonsimultaneous and simultaneous cases, respectively,
whence∣∣x(c)

m

∣∣ = Lε4

4

[
5

81
− (−245 − λ + 243λ2)

2187(λ2 − 1)
ϕ2

]
, (30a)

∣∣x(S)
m

∣∣ = Lε4

81

[
5 − 247λ2 − 16λ − 245

27(λ2 − 1)
ϕ2

]
. (30b)

Therefore, we get

∣∣x(S)
m

∣∣ − ∣∣x(c)
m

∣∣ = Lε4

8748(λ2 − 1)
[λ2(405 − 745ϕ2)

+ 63λϕ2 − 405 + 735ϕ2] > 0,

for λ ∈ (0, 1), and ε � 1, which leads us to the conclusion
that simultaneous control gaits are more efficient than nonsi-
multaneous control gaits.

Finally, a glance at Eq. (30b) shows that, since

247λ2 − 16λ − 245

2187(λ2 − 1)
ϕ2 > 0, λ ∈ (0, 1),

the greater the alignment between the swimmers, i.e., ϕ de-
creasing, the greater their displacement. Therefore, swimming
in phase is more efficient. This agrees with the phase locking
phenomenon reported in Ref. [25]. Moreover, the interaction
reduces the performance of the two swimmers, since at a fixed
ϕ, |x(S)

m | is a decreasing function of λ (see Fig. 9).
Remark 4. The motivation behind employing piecewise

constant controls in the discussed scenarios lies primarily in
the desire to simplify computations. Nonetheless, the direct
proportionality of the outputs ϒ (a), ϒ (b), ϒ (c), and ϒ (S) to
the Lie brackets of the control vector fields stems solely from
the utilization of periodic controls, not the specific choice
of piecewise constant controls. It is well documented in
Refs. [31–34] that any non-self-intersecting periodic control
loop will result in a state change that is directly proportional to
the Lie brackets of the control vector fields after a single cycle.
Accordingly, we have opted for the simplest control loop that
achieves the desired state change, namely, the rectangular loop
with sides γi.

IV. NUMERICAL SIMULATIONS

This section is devoted to numerical results for the
case of equal simultaneous control gaits, as illustrated in
Fig. 3, which represent the most efficient case among those
analyzed through Lie brackets analysis. We chose the con-
trol gaits as piecewise constant functions, with γi = γ for
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FIG. 4. Piecewise constant (blue lines) and smooth continuous
(dark green continuous lines) input angular velocities for the upper
(upper figure) and lower (lower figure) links.

i = 1, . . . , 4 (Fig. 4, blue lines) and we solve the system
of equations (17) with the parameter values as in Table I,
according to Refs. [23,29]. We demonstrate that the numerical
results are in concordance with the findings obtained from Lie
bracket analysis.

We commence our examination by evaluating two dis-
tinct types of control gaits, as shown in Fig. 4—namely, the

TABLE I. Values of the parameters used in numerical simulations.

τ γ L λ C⊥ C‖ ϑo

0.25 s 0.63 s−1 1 µm 0.62 1 Ns/µm2 2 Ns/µm2 π/2

FIG. 5. Dimensionless numerical displacement |x(S)
m |/L in a

cycle corresponding to piecewise constant gaits [blue (lower) line]
and continuous gaits [green (upper) line].

piecewise constant functions

u1(t ) =

⎧⎪⎪⎨
⎪⎪⎩

γ for 0 � t � τ ,

0 for τ � t � 2τ ,

−γ for 2τ � t � 3τ ,

0 for 3τ � t � 4τ ,

u2(t ) =

⎧⎪⎪⎨
⎪⎪⎩

0 for 0 � t � τ ,

γ for τ � t � 2τ ,

0 for 2τ � t � 3τ ,

−γ for 3τ � t � 4τ ,

and the sinusoidal continuous functions,

u1(t ) = γ cos(ωt ), u2(t ) = γ sin(ωt ), ω = π

2τ
= γ

ε
.

These inputs have been carefully adjusted to deliver the same
maximum angular amplitude and maintain phase concor-
dance.

The dimensionless displacement |x(S)
m |/L as a function of

the displacement angle ϕ for ε = 0.1 is shown in Fig. 5. The
qualitative agreement between the two curves provides sup-
port for Remark 4, allowing us to proceed with our analysis by
solely examining piecewise constant gaits, for which we have
already obtained analytical results in the previous section.

Figure 6 illustrates the theoretical (red dashed line) and the
numerical dimensionless displacement (solid blue line) as a
function of the angle ϕ, for ε = 0.1. Within the analytical ap-
proximation, the curves demonstrate remarkable agreement,
revealing that the displacement diminishes with increasing
displacement angle. Consequently, we can infer that the max-
imum displacement is achieved at ϕ = 0, implying that the
microswimmers attain their peak performance when they beat
in phase. Finally, Fig. 7 shows the variation of the relative
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FIG. 6. Theoretical (dashed line) and numerical (solid line) di-
mensionless displacement |x(S)

m |/L as a function of ϕ, using the
parameters as reported in Table I and ε = 0.1.

error, defined as

errr :=
∣∣∣∣
∣∣x(S)

m

∣∣ − ∣∣x(S)
m

∣∣
num∣∣x(S)

m

∣∣
num

∣∣∣∣, (31)

depends on ε. Here |x(S)
m |num represents the displacement

obtained from numerical integration.
To visualize the movement of the two-swimmer system

throughout a cycle, Fig. 8 depicts the numerical trajectory of
the midpoint xm(t ), for ϕ = 0 and ε = 0.1. The swimmers
exhibit a significant lateral shift to propel themselves in the
longitudinal direction. However, in line with the theoretical

FIG. 7. Function err [defined in (31)] vs ε. We have set ϕ = π/4
and λ = 0.6.

FIG. 8. Trajectory of the midpoint xm(t ) in a cycle, obtained by
numerical simulations. The parameters are chosen as in Table I, ϕ =
0 and ε = 0.1.

analysis [see Eqs. (28) when ϑo = π/2], the overall displace-
ment after a cycle occurs along the y axis.

It is crucial to note that, for ϕ = 0, Eq. (30b) indicates
that the displacement does not depend on λ. In this instance,
the hydrodynamic interaction between the swimmers does not
influence the system’s displacement and it is identical to that
of a single swimmer under the same control conditions [31].

Influence of the parameter λ

The parameter λ ∈ [0, 1) represents the strength of the
hydrodynamic interaction between the two microswimmers.

FIG. 9. δ(λ) as a function of λ, for ϕ = π

4 and ε = 0.1, 0.01. The
parameters L, C‖, and C⊥ were chosen as in Table I.
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As Eqs. (10) and (15) indicate, the limit λ → 0 repre-
sents the absence of hydrodynamic interaction. Consequently,
equations of motion (14) decouple and become those of two
noninteracting microswimmers.

It should be noted that the limit λ → 0 can be reached in
two distinct ways: first, the distance h between the swimmers
approaches the length of a link L, which clearly violates the
limit (5); second, in the limit of vanishing thickness, where
a → 0.

In contrast, the opposite limit λ → 1 is achieved when
the thickness a of each swimmer approaches the distance h
between them, which again violates limit (5).

As stated in Ref. [27], although Eq. (7) was derived ex-
clusively asymptotically in the limit where a/h → 0 and
h/L → 0, it can be seen that even when these parameters are
not asymptotically small, Eq. (7) can effectively approximate
the computational results. It therefore becomes relevant to
investigate how the parameter λ influences the motion of the
two swimmers.

To investigate the impact of the interaction parameter λ, we
introduce the function

δ(λ) :=
∣∣x(S)

m (λ)
∣∣∣∣x(S)

m (0)
∣∣ , (32)

which measures the displacement of two interacting swim-
mers relative to two noninteracting ones, which is plotted in
Fig. 9. Two effects can be inferred: (i) hydrodynamic inter-
action increases with increasing angular opening of the swim,
i.e., for increasing ε; (ii) hydrodynamic interaction hinders the
movement of swimmers, inasmuch as, at a fixed value of ε, δ

is a decreasing function of λ.

V. CONCLUSIONS

In this study, we derived the equations of motion for two
Purcell swimmers that engage in mutual interaction within
a viscous fluid. These equations were then presented in the
framework of a control system, with the angular velocities of
the strokes serving as input parameters, bearing in mind that
internal biomechanical actuators drive the swimmers’ motion.

To achieve analytical progress and to develop the model
within the framework of resistive force theory, we assumed
that the two three-link swimmers are approximately straight,
parallel to each other, and subject to small deformations.

Through Lie bracket analysis together with numerical re-
sults, we deduced that (i) simultaneous swimming is more
efficient than nonsimultaneous swimming, (ii) simultaneous
swimmers perform better if they are in phase with each other,
(iii) fluid-mediated interaction between swimmers hinders
their performance, and (iv) swimming simultaneously and in
phase is a way for swimmers to overcome the disadvantage
caused by hydrodynamic interaction.

Our outcomes match the phase locking phenomena dis-
cussed in Refs. [25,26] and Taylor’s calculations [35], which
indicated that the most energetically advantageous situation
occurs when waves moving along the swimmers’ flagella
travel in phase.
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APPENDIX A: HYDRODYNAMIC FORCE AND TORQUE

To supplement Sec. II B, this Appendix derives the equations of motion in detail. We start by substituting the expression of
the resistive-force operator, defined by Eq. (8), into Eq. (7), thus obtaining

f ( j)
i (s, t ) = − 1

�

[
C⊥ẋi(t ) + C⊥ j

L

2
n(0)

i (t )ϑ̇i(t ) + C⊥[ϑ̇i(t ) − jσ̇ ( j)
i (t )]

(
s + j

L

2

)
n( j)

i (t )

+ CaE( j)
i (t )ẋi(t ) + Ca j

L

2
E( j)

i (t )n(0)
i (t )ϑ̇i(t )

]
+ λ

�

[
C⊥ẋ¬i(t ) + C⊥ j

L

2
n(0)

¬i (t )ϑ̇¬i(t )

+ C⊥[ϑ̇¬i(t ) − jσ̇ ( j)
¬i (t )]

(
s + j

L

2

)
n( j)

¬i (t ) + CaE( j)
¬i (t )ẋ¬i(t ) + Ca j

L

2
E( j)

¬i (t )n(0)
¬i (t )ϑ̇¬i(t )

]
. (A1)

Then, integration of Eq. (A1) over s ∈ [−L/2, L/2] yields the time-dependent force acting on the jth link of the ith microswim-
mer. Finally, for each swimmer, we add together the contributions on the single links:

Fi(t ) :=
1∑

j=−1

∫ L
2

− L
2

f ( j)
i (s, t )ds, i = 1, 2, (A2)

yielding Eq. (10), where

Ai(t ) := L
[
3C⊥I + Ca

[
E(−1)

i (t ) + E(0)
i (t ) + E(1)

i (t )
]]

,

bi(t ) := L2

2

[
C⊥

(
n(1)

i (t ) − n(−1)
i (t )

) + Ca
(
E(1)

i (t ) − E(−1)
i (t )

)
n(0)

i (t )
]
,
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αi(t ) := −L2

2
C⊥

[
n(−1)

i (t ), n(1)
i

]
. (A3a)

The definitions of A¬i(t ), b¬i(t ), and α¬i(t ) can be obtained by Eqs. (A3) provided to replace i by ¬i.
To determine the hydrodynamic torque acting on the swimmers, we note that all forces lie within the x − y plane and act on

points in the x − y plane. Consequently, the torque density, and thus the torque itself, lies along the z axis.
We use Eqs. (1), (3), and (A1) to determine the density of torque in a point of the jth link of the ith microswimmer:

m( j)
i (s, t ) := {[

x( j)
i (s, t ) − xi(t )

] × f ( j)
i (s, t )

} · ez

= − 1

�

[
j
L

2
C⊥

[
n(0)

i (t ) + n( j)
i (t )

]
ẋi(t ) + j2 L2

4
C⊥ϑ̇i(t )

[
1 + 2n( j)

i (t ) · n(0)
i (t )

] +
(

j2 L2

4
+ s2

)
C⊥

[
ϑ̇i(t ) − jσ ( j)

i (t )
]

+ j
L

2
Can(0)

i (t ) · E( j)
i (t )ẋi(t ) + j2 L2

4
Can(0)

i (t ) · E( j)
i (t )ṅ(0)

i (t )ϑ̇i(t )

]
+ λ

�

[
j
L

2
C⊥[n(0)

i (t ) + n( j)
i (t )]ẋ¬i(t )

+ j2 L2

4
C⊥ϑ̇¬i(t )

[
n( j)

i (t ) + n(0)
i (t )

] · n(0)
¬i (t ) +

(
j2 L2

4
+ s2

)
C⊥

[
ϑ̇¬i(t ) − jσ ( j)

¬i (t )
][

2n( j)
i (t ) + n(0)

i (t )
] · n( j)

¬i

+ j
L

2
Ca

[
n(0)

i (t ) + n( j)
i (t )

] · E( j)
¬i (t )ẋ¬i(t ) + j2 L2

4
Caϑ̇¬i(t )

[
n(0)

i (t ) + n( j)
i (t )

] · E( j)
¬i (t )ṅ(0)

¬i (t )

]
. (A4)

Note that in writing Eq. (5) we have intentionally omitted the linear terms in s which make no contribution to the total torque.
The total torque acting on the ith swimmer is then

Mi(t ) :=
1∑

j=−1

∫ L/2

−L/2
m( j)

i (s, t )ds, i = 1, 2, (A5)

which leads to Eq. (12), where

ωi(t ) := 5

4
L3C⊥ + L3

4
Can(0)

i (t )T · [
E(1)

i (t )E(−1)
i (t )

] · n(0)
i (t ) + L3

2
C⊥

(
n(0)

i (t )T · [
n(−1)

i (t ) + n(1)
i (t )

])
,

γ i(t ) = L3

4
C⊥

{
n(−1)

i (t )T · [n(0)
i (t ) + n(−1)

i (t )],−n(1)
i (t )T · [

n(0)
i (t ) + n(1)

i (t )
]}

,

di(t ) := L2

2
Ca

[
n(1)

i (t )T · E(1)
¬i (t ) − n(−1)

i (t )T · E(−1)
¬i (t )

] + b̄¬i(t ),

b̄¬i(t ) = L2

2

[
C⊥

(
n(1)

i (t ) − n(−1)
i (t )

)T + Ca
(
n(0)

i (t )T · [E(1)
¬i (t ) − E(−1)

¬i (t )]
)]

,

ω̄i(t ) = 7

12
L3C⊥n(0)

i (t )T · n(0)
¬i (t ) + L3

4
Can(0)

i (t )T · [
E(1)

¬i (t ) + E(−1)
¬i (t )

] · n(0)
¬i (t )

+ L3

4
C⊥

([
n(−1)

i (t ) + n(1)
i (t )

]T · n(0)
¬i (t ) + n(0)

i (t )T · [
n(1)

¬i (t ) + n(−1)
¬i (t )

]
+ n(−1)

i (t )T · n(−1)
¬i (t ) + n(1)

i (t )T · n(1)
¬i (t )

) + L3

4
Ca

[
n(1)

i (t )T · E(1)
¬i (t ) + n(−1)

i (t )T · E(−1)
¬i (t )

] · n(0)
¬i (t ),

γ̄¬i := L3

4
C⊥

{
n(−1)

¬i (t )T · [
n(0)

i (t ) + n(−1)
i (t )

]
,−n(1)

¬i (t )T · [
n(0)

i (t ) + n(1)
i (t )

]}
. (A6)

APPENDIX B: INVERTIBILITY

In order to express the equations of motion in normal form, it is essential to establish the invertibility of the matrix R(t, λ),
which can be written as

R(t, λ) =
[

R11(t ) −λR12(t )
−λR21(t ) R22(t )

]
. (B1)

The matrices Rii(t ) for i = 1, 2, often referred to as grand resistance matrices [36] and encapsulating the overall resistance of
the individual microswimmers, are independent of λ. Their positive definiteness and symmetry enable their inversion, thereby
paving the way for establishing the invertibility of the entire matrix R(t, λ), as stated by the following theorem.

Theorem 1. There exists 0 < λ0 < 1 such that the matrix R(t, λ) is invertible for every λ ∈ [0, λ0) and for every t ∈ [0,+∞).
Proof. For λ = 0 the matrix R(t, 0) is diagonal and invertible; indeed its determinant is the product of the determinants

det R11(t ) det R22(t ), which is different from zero since the two block matrices are invertible. Thus there exists a λ0 belonging
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to the open interval (0,1) such that, for all λ within the interval [0, λ0) and every t in the interval [0,+∞), the determinant of
the matrix R(t, λ) remains different from zero, concluding the proof.

As a consequence for λ ∈ [0, λ0), it results that⎡
⎢⎢⎣

ẋ1(t )
ϑ1(t )
ẋ2(t )
ϑ2(t )

⎤
⎥⎥⎦ = −R(t, λ)−1ϕ(t )

[
σ̇1(t )
σ̇2(t )

]
. (B2)

APPENDIX C: LIE BRACKETS’ EXPANSION

Geometric control theory utilizes the principles of differential geometry to investigate the control of dynamic systems. A
key concept in geometric control theory is the Lie bracket—a tool for measuring the interaction between two vector fields. By
performing a Taylor expansion for short time intervals of the Lie brackets, we can derive explicit expressions for the system’s
displacement that encapsulate its behavioral characteristics [30]. According to Remark 3, γiτ is O(ε). Thus we perform a Taylor
expansion of the displacement up to O(γ 2

i τ 2) and then further expand the components of the Lie brackets up to O(ε2), achieving
an overall approximation of O(ε4). To enhance clarity, we present the expansion in four distinct stages (corresponding to the case
discussed in Sec. III A 2), each encompassing a subinterval of time, as sketched in Fig. 3, and consider γi = γ for i = 1, . . . , 4.

1. First step

Referring to the first inset in Fig. 3, we get

S (γ τ ) = S (0) + γ τ Ṡ (0) + γ 2τ 2

2
S̈ (0). (C1)

Since both lower links move simultaneously with constant angular velocity, Ṡ (0) = v1[σ1(0), σ2(0), λ] + v3[σ1(0), σ2(0), λ],
Eq. (C1) becomes

S (γ τ ) = S (0) + γ τ (v1[σ1(0), σ2(0), λ] + v3[σ1(0), σ2(0), λ]) + γ 2τ 2

2
(∇v1[σ1(0), σ2(0), λ](v1[σ1(0), σ2(0), λ]

+ v3[σ1(0), σ2(0), λ]) + ∇v3[σ1(0), σ2(0), λ](v1[σ1(0), σ2(0), λ] + v3[σ1(0), σ2(0), λ])), (C2)

where ∇vi denotes the gradient of the vector field vi.

2. Second step

Drawing upon the second inset in Fig. 3, we write

S(2γ τ ) = S (γ τ ) + γ τ Ṡ (γ τ ) + γ 2τ 2

2
S̈ (γ τ ). (C3)

Since both upper links move simultaneously with constant angular velocity Ṡ (γ τ ) = v2[σ1(γ τ ), σ2(γ τ ), λ] +
v4[σ1(γ τ ), σ2(γ τ ), λ], Eq. (C3) becomes

S (2γ τ ) = S (γ τ ) + γ τ (v2[σ1(γ τ ), σ2(γ τ ), λ] + v4[σ1(γ τ ), σ2(γ τ ), λ]) + γ 2τ 2

2
(∇v2[σ1(γ τ ), σ2(γ τ ), λ]

× (v2[σ1(γ τ ), σ2(γ τ ), λ] + v4[σ1(γ τ ), σ2(γ τ ), λ]) + ∇v4[σ1(γ τ ), σ2(γ τ ), λ](v2[σ1(γ τ ), σ2(γ τ ), λ]

+ v4[σ1(γ τ ), σ2(γ τ ), λ])). (C4)

In Eq. (C4), where S (3γ τ ) is defined in Eq. (C2), we further expand the gradients of vectorial fields
vi[σ1(3γ τ ), σ2(3γ τ ), λ] (i = 2, 4) around γ τ = 0, retaining only terms up to order γ 3τ 3. Thus we get

S (2γ τ ) = S (0) + γ τ (v1[σ1(0), σ2(0), λ] + v3[σ1(0), σ2(0), λ]) + γ 2τ 2

2
(∇v1[σ1(0), σ2(0), λ]

× (v1[σ1(0), σ2(0), λ] + v3[σ1(0), σ2(0), λ]) + ∇v3[σ1(0), σ2(0), λ](v1[σ1(0), σ2(0), λ]

+ v3[σ1(0), σ2(0), λ]) + γ τv2[σ1(0), σ2(0), λ] + γ τ∇v2[σ1(0), σ2(0), λ](v1[σ1(0), σ2(0), λ]

+ v3[σ1(0), σ2(0), λ]) + v4[σ1(0), σ2(0), λ] + γ τ∇v4[σ1(0), σ2(0), λ](v1[σ1(0), σ2(0), λ]

+ v3[σ1(0), σ2(0), λ]) + γ 2τ 2

2
∇v2[σ1(0), σ2(0), λ](v2[σ1(0), σ2(0), λ] + v4[σ1(0), σ2(0), λ])

+ ∇v4[σ1(0), σ2(0), λ](v2[σ1(0), σ2(0), λ] + v4[σ1(0), σ2(0), λ])). (C5)
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3. Third step

According to the third inset in Fig. 3, we get

S(3γ τ ) = S (2γ τ ) + γ τ Ṡ (2γ τ ) + γ 2τ 2

2
S̈ (2γ τ ). (C6)

Given that both lower links move synchronously with constant angular velocity, Ṡ (2γ τ ) = −v1[σ1(2γ τ ), σ2(2γ τ ), λ] −
v3[σ1(2γ τ ), σ2(2γ τ ), λ], Eq. (C6) becomes

S (3γ τ ) = S (2γ τ ) + γ τ (−v1[σ1(2γ τ ), σ2(2γ τ ), λ] − v3[σ1(2γ τ ), σ2(2γ τ ), λ]) + γ 2τ 2

2
(−∇v1[σ1(2γ τ ), σ2(2γ τ ), λ]

× (−v1[σ1(2γ τ ), σ2(2γ τ ), λ] − v3[σ1(2γ τ ), σ2(2γ τ ), λ]) − ∇v3[σ1(2γ τ ), σ2(2γ τ ), λ]

× (−v1[σ1(2γ τ ), σ2(2γ τ ), λ] − v3[σ1(2γ τ ), σ2(2γ τ ), λ])). (C7)

In Eq. (C7), where S (3γ τ ) is defined in Eq. (C4), we further expand the gradients of vectorial fields
vi[σ1(3γ τ ), σ2(3γ τ ), λ] (i = 2, 4) around γ τ = 0, retaining only terms up to order γ 3τ 3. Thus we get

S (3γ τ ) = S (2γ τ ) + γ τ {−[v1[σ1(0), σ2(0), λ] + γ τ∇v1[σ1(0), σ2(0), λ](v1[σ1(0), σ2(0), λ]

+ v3[σ1(0), σ2(0), λ])] + γ τ∇v1[σ1(0), σ2(0), λ](v2[σ1(0), σ2(0), λ] + v4[σ1(0), σ2(0), λ])}
− (v3[σ1(0), σ2(0), λ]) + γ τ∇v3[σ1(0), σ2(0), λ](v1[σ1(0), σ2(0), λ] + v3[σ1(0), σ2(0), λ])

+ γ τ∇v3[σ1(0), σ2(0), λ](v2[σ1(0), σ2(0), λ] + v4[σ1(0), σ2(0), λ])

+ γ 2τ 2

2
[−∇v1[σ1(0), σ2(0), λ](−v1[σ1(0), σ2(0), λ] − v3[σ1(0), σ2(0), λ])]

− ∇v3[σ1(0), σ2(0), λ](−v1[σ1(0), σ2(0), λ] − v3[σ1(0), σ2(0), λ]). (C8)

4. Fourth step

Finally, in light of the fourth inset of Fig. 3, we can deduce

S(4γ τ ) = S (3γ τ ) + γ τ Ṡ (3γ τ ) + γ 2τ 2

2
S̈ (3γ τ ). (C9)

Considering that both upper links move simultaneously with constant angular velocity, Ṡ (3γ τ ) = −v2[σ1(3γ τ ), σ2(3γ τ ), λ] −
v4[σ1(3γ τ ), σ2(3γ τ ), λ], Eq. (C9) becomes

S (4γ τ ) = S (3γ τ ) + γ τ (−v2[σ1(3γ τ ), σ2(3γ τ ), λ] − v4[σ1(3γ τ ), σ2(3γ τ ), λ]) + γ 2τ 2

2
(−∇v2[σ1(3γ τ ), σ2(3γ τ ), λ]

× (−v2[σ1(3γ τ ), σ2(3γ τ ), λ] − v4[σ1(3γ τ ), σ2(3γ τ ), λ]) − ∇v4[σ1(3γ τ ), σ2(3γ τ ), λ]

× (−v2[σ1(3γ τ ), σ2(3γ τ ), λ] − v4[σ1(3γ τ ), σ2(3γ τ ), λ])). (C10)

In Eq. (C10), where S (3γ τ ) is defined in Eq. (C8), we further expand the gradients of vectorial fields
vi[σ1(3γ τ ), σ2(3γ τ ), λ] (i = 2, 4) around γ τ = 0, retaining only terms up to order γ 3τ 3. Thus we get

S (4γ τ ) = S (3γ τ ) + γ τ {−[v2[σ1(0), σ2(0), λ] + γ τ∇v2[σ1(0), σ2(0), λ](v1[σ1(0), σ2(0), λ]

+ v3[σ1(0), σ2(0), λ]) + γ τ∇v2[σ1(0), σ2(0), λ](v2[σ1(0), σ2(0), λ] + v4[σ1(0), σ2(0), λ])

+ γ τ∇v2[σ1(0), σ2(0), λ](−v1[σ1(0), σ2(0), λ] − v3[σ1(0), σ2(0), λ])]} − [v4[σ1(0), σ2(0), λ]

+ γ τ∇v4[σ1(0), σ2(0), λ](v1[σ1(0), σ2(0), λ] + v3[σ1(0), σ2(0), λ]) + γ τ∇v4[σ1(0), σ2(0), λ]

× (v2[σ1(0), σ2(0), λ] + v4[σ1(0), σ2(0), λ]) + γ τ∇v4[σ1(0), σ2(0), λ](−v1[σ1(0), σ2(0), λ]

− v3[σ1(0), σ2(0), λ])] + γ 2τ 2

2
[−∇v2[σ1(0), σ2(0), λ](−v2[σ1(0), σ2(0), λ]

− v4[σ1(0), σ2(0), λ]) − ∇v4[σ1(0), σ2(0), λ](−v2[σ1(0), σ2(0), λ]

− v4[σ1(0), σ2(0), λ])]. (C11)

Finally, by replacing Eq. (C8) with S (3γ τ ) in the previous equation, we obtain the following expression:

S (4γ τ ) = S (0) + γ τ 2(−v2[σ1(0), σ2(0), λ]∇v1[σ1(0), σ2(0), λ] + v1[σ1(0), σ2(0), λ]

× ∇v2[σ1(0), σ2(0), λ] + v3[σ1(0), σ2(0), λ]∇v2[σ1(0), σ2(0), λ]

− v2[σ1(0), σ2(0), λ]∇v3[σ1(0), σ2(0), λ] − v4[σ1(0), σ2(0), λ]∇v1[σ1(0), σ2(0), λ]
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+ v1[σ1(0), σ2(0), λ]∇v4[σ1(0), σ2(0), λ] − v4[σ1(0), σ2(0), λ]

× ∇v3[σ1(0), σ2(0), λ] + v3[σ1(0), σ2(0), λ]∇v4[σ1(0), σ2(0), λ]), (C12)

and so, while omitting explicit variable dependencies,

S (4γ τ ) = S (0) + γ 2τ 2([v1(·, λ), v2(·, λ)] − [v2(·, λ), v3(·, λ)] + [v1(·, λ), v4(·, λ)] + [v3(·, λ), v4(·, λ)]). (C13)

APPENDIX D: LIE BRACKETS’ RELATIONSHIP

The derivation of Eq. (26) from Eq. (25) is presented here. Specifically, we elucidate the relationship between the Lie brackets
in Eq. (25) and the Lie bracket in Eq. (26).

It is noteworthy that, when γ1 = γ3 and γ2 = γ4, we find

γ1γ2[v1(·, λ), v2(·, λ)] − γ2γ3[v2(·, λ), v3(·, λ)] + γ1γ4[v1(·, λ), v4(·, λ)] + γ3γ4[v3(·, λ), v4(·, λ)]

= γ1γ2([v1(·, λ), v2(·, λ)] − [v2(·, λ), v3(·, λ)] + [v1(·, λ), v4(·, λ)] + [v3(·, λ), v4(·, λ)]). (D1)

Through explicit calculations, while omitting the dependence on other variables of the vector fields vi, we arrive at the identity

∇v2v1 − ∇v1v2 − ∇v3v2 + ∇v2v3 + ∇v4v1 − ∇v1v4 + ∇v4v3 − ∇v3v4

= ∇v2(v1 + v3) − ∇v1(v2 + v4) − ∇v3(v2 + v4) + ∇v4(v1 + v3), (D2)

where ∇vi denotes the gradient of the vector field vi. It is straightforward to observe that, upon substituting s1 := v1 + v3 and
s2 := v2 + v4, Eq. (D2) reduces to

s1(∇v2 + ∇v4) − s2(∇v1 + ∇v3) = s1∇f2 − s2∇f1 = [s1, s2]. (D3)
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