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Research paper 

An efficient shape-based procedure for strain hardening identification in 
the post-necking phase 

Marta Beltramo *, Martina Scapin , Lorenzo Peroni 
Politecnico di Torino, Department of Mechanical and Aerospace Engineering, Corso Duca Degli Abruzzi, 24, 10129, Turin Italy   

A R T I C L E  I N F O   
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A B S T R A C T   

Nowadays, finite element (FE) codes are increasingly employed for simulating large deformation problems. Thus, 
to reliably represent the strain hardening behavior, a proper calibration of constitutive laws is essential. Focusing 
on tensile tests, the main issue with ductile metals is necking occurrence, because of the consequent triaxiality 
and non-uniformity of the strain and stress states. Over the past decades many strain hardening identification 
approaches have been proposed. Among them, FE-based inverse methods are widely used, but computationally 
expensive and time consuming. Hence, the authors propose an efficient method which exploits a database for 
relating the plastic flow rule and the specimen necking profile. The explicit solver of the nonlinear FE code LS- 
DYNA was used to build the database, whose size could be limited thanks to physical considerations. The 
developed methodology was applied to experimental quasi-static tensile tests performed on different metals. The 
predicted hardening laws showed good agreement with those identified with FE-based inverse methods, thus 
verifying the applicability of the proposed strategy. This study paves the way for machine learning tools having 
as main input the necking shape: indeed, the present work suggests their feasibility and provides insights into 
how to establish datasets for a proper and efficient training.   

1. Introduction 

Nowadays, Finite Element (FE) methods are widely used for studying 
loading conditions in which large strains are involved (for example, 
metal forming, dynamic impact processes, energy absorbers, and ductile 
fracture analysis). It is essential that the material properties used in such 
FE analyses properly represent the material response, so that reliable 
results could be obtained. 

This highlights the importance of adequately calibrating strain 
hardening models starting from experimental data. To this aim, a wide 
variety of tests could be performed: from standard tests, like tensile and 
compression ones, to more complex tests, such as the bulge test (Rossi 
et al., 2022) or other tests properly designed to generate multiaxial 
stress states (Zhang et al., 2021; Li et al., 2021; Yu et al., 2022). Then, 
different identification strategies can be applied, also depending on the 
mechanical test chosen. Among all the possible tests, the authors 
decided to focus on the tensile test because of the ease of execution, the 
uniaxiality of the force, the possibility to quite easily investigate the 
effect of temperature, strain-rate, ductile damage, etc. Of course, as all 
the other possible tests, it has its own drawbacks and limitations, mainly 

the onset of necking in ductile materials. A literature review of the 
existing identification methods that deal with this phenomenon is pre-
sented in Section 1.1. 

During a tensile test, before necking onset, a dog-bone specimen can 
be assumed to undergo (within its gauge length) a uniaxial and uniform 
stress state. Therefore, the equivalent (Von Mises) stress σeq coincides 
with the axial stress σa, and the same holds for the strain (if elastic 
deformation could be considered negligible with respect to plastic 
deformation): 

σeq = σa; εeq = εa. (1) 

Hence, it is possible to translate the engineering stress s = F/A0 and 
strain e = ΔL/L0 (being A0 the initial cross-sectional area and L0 the 
gauge length) into σeq and εeq, by reasonably assuming that in metals 
plastic deformation is a constant volume transformation: 

σeq = s(1 + e); εeq = ln(1 + e). (2) 

Conversely, this direct conversion of engineering data to material 
properties is not possible after the necking onset. The deformation lo-
calizes in a limited portion of the specimen and the consequent peculiar 

* Corresponding author. 
E-mail address: marta.beltramo@polito.it (M. Beltramo).  

Contents lists available at ScienceDirect 

Mechanics of Materials 

journal homepage: www.elsevier.com/locate/mechmat 

https://doi.org/10.1016/j.mechmat.2024.105066 
Received 22 January 2024; Received in revised form 1 April 2024; Accepted 5 June 2024   

mailto:marta.beltramo@polito.it
www.sciencedirect.com/science/journal/01676636
https://www.elsevier.com/locate/mechmat
https://doi.org/10.1016/j.mechmat.2024.105066
https://doi.org/10.1016/j.mechmat.2024.105066
https://doi.org/10.1016/j.mechmat.2024.105066
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Mechanics of Materials 196 (2024) 105066

2

shape of the specimen causes the stress state to become triaxial and the 
strain and stress states to lose uniformity (as shown in Fig. 1). However, 
if the triaxiality and non-uniformity are properly taken into account, the 
tensile test data can still be used, even after instability, to characterize 
the material behavior up to larger strains. 

As already stated, the different post-necking identification strategies 
proposed in the last decades are described in Section 1.1. Moreover, 
approaches that have recently aroused interest are Machine Learning 
(ML) algorithms, boosted by the need for more time-efficient methods 
together with the availability of an increasing amount of material data. 
In general, ML refers to those tools for learning (i.e., making predictions 
and decisions) from large datasets. In the field of mechanics of materials, 
these approaches have been used to predict the constitutive parameters 
starting from experimental measurements. Practically, a metamodel is 
trained to learn relationships between a set of inputs (e.g., data from 
tensile tests) and the corresponding set of outputs (e.g., material pa-
rameters), thanks to already available data. Input data are usually the 
force-displacement curve (Koch and Haufe, 2019; Meiβner et al., 2020; 
Marques et al., 2022) or the load history together with the geometry and 
the strain fields from a region of the sample (Guo et al., 2021). 

Although the developed metamodel can be used to quickly predict 
material parameters directly from experimental data, the training phase 
could be computationally expensive. Moreover, to properly train the 
metamodel an adequate dataset must be established (Marques et al., 
2022). In this sense, the possibility of using datasets from simulations 
appears promising, as demonstrated in (Koch and Haufe, 2019; Meißner 
et al., 2020, 2022; Guo et al., 2021). Of course, suitable material pa-
rameters may be found for real experiments as long as the actual ma-
terial can be accurately described by the predefined hardening rule used 
in the simulations (Koch and Haufe, 2019). To overcome this issue, 
larger datasets could be used to account for different possible hardening 
behaviors; however, this implies higher computational effort for build-
ing the datasets and for training the metamodel. In addition, most ML 
algorithms are at present treated as black boxes, as observed in (Liu 
et al., 2017; Stoll and Benner, 2021). Consequently, it is generally 
difficult to strictly control and understand the operations performed 
within such algorithms. Researchers are working on finding simple, 
reduced, and interpretable models (Wagner and Rondinelli, 2016; Kar-
niadakis et al., 2021) to address the lack of understandability that has 
been recognized as one of the major criticisms of ML tools in science 
(Stoll and Benner, 2021; Schmidt et al., 2019). 

This paper investigates the applicability of a database for identifying 
strain hardening behavior during the post-necking phase, starting from 
the necking profile. On one hand, to the best of the authors’ knowledge, 
ML approaches using the necking shape as input data have not yet been 
developed, despite the advantages of shape-based procedures shown in 
(Peroni and Scapin, 2018; Beltramo et al., 2023). On the other hand, 
given the concern about the intelligibility of ML tools and the impor-
tance of establishing an adequate dataset, the authors believe that 
conducting a preparatory study is fundamental. This study would enable 
an efficient and informed implementation of the ML algorithm in sub-
sequent works. 

Therefore, instead of using a metamodel to establish a connection 
between experimental necking shape and post-necking strain hardening 
behavior, this study proposes a method that simply searches for the best 
solution within a database (numerically generated). In this way, it 
evaluates the applicability of a database collecting many necking 
deformed shapes for identifying strain hardening behavior during the 
post-necking phase. In addition, some physical aspects are considered to 
limit the size of the database. Looking ahead, these considerations would 
allow to efficiently establish a proper dataset for training the metamodel 
of a ML algorithm. The focus of this study is solely on materials and/or 
test conditions where the effects of anisotropy, temperature and strain- 
rate can be considered negligible. 

As mentioned earlier, Section 1.1 provides a review of various post- 
necking identification strategies, to connect the present study to current 
and previous research. Section 2 explains the key concepts at the basis of 
the proposed methodology, whereas Section 3 focuses on more practical 
aspects of the procedure. Finally, the adaptability to different hardening 
behaviors was evaluated by applying it to experimental tests performed 
on different metallic materials. The results are reported and discussed in 
Section 4 in comparison with the results obtained by using analytical 
and iterative numerical methods. 

1.1. Post-necking strain hardening identification methods 

Being able to exploit post-necking data is essential especially for 
almost perfectly plastic materials which reach the instability condition 
soon after yielding. Moreover, even if for other materials a first estimate 
of the post-necking behavior could be obtained by extrapolating the 
mathematical model that fits the pre-necking law, the accuracy of the 
predictions would not be guaranteed (Tu et al., 2020; Coppieters et al., 

Fig. 1. Stress and strain distributions in the minimum cross section (on the top) and along the longitudinal axis (on the bottom) of a cylindrical dog-bone specimen. 
Subscripts a, r, and c stand for axial, radial and circumferential components respectively. 
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2011; Gupta and Singh, 2021; Zhu et al., 2022). Therefore, over the past 
decades many efforts have been devoted to deal with the necking 
phenomenon. 

The most popular correction formula proposed by Bridgman (1952) 
belongs to analytical methods and is based on the neck geometry (i.e., 
the curvature and the minimum radius). More specifically, to obtain the 
equivalent stress–strain curve σeq − εeq of isotropic cylindrical speci-
mens, he proposed the following relationships: 

εeq = 2 ln
r0

r
, (3)  

σeq =
F/(πr2)

(

1 + 2R
r

)

ln
(

1 + r
2R

) , (4)  

being r the current minimum radius, r0 the initial radius and R the radius 
of curvature at the center of the neck. 

Despite being widely used, such method may not be accurate at large 
strains, as it was found by many researchers (La Rosa et al., 2003; 
Murata et al., 2018). La Rosa et al. (2003) showed that the error of 
Bridgman’s correction ranges between 3% up to more than 10%. The 
error could be mainly attributed to the assumption of uniform distri-
bution of the equivalent stress and equivalent strain in the specimen 
minimum cross-section (Mirone, 2004; Mirone and Corallo, 2010). In 
the scientific literature it is possible to find several similar analytical 
solutions, which were proposed to provide more accurate results (Gro-
mada et al., 2011). However, as stated by Tu et al. (2020), these 
methods, despite providing acceptable results for hardening materials, 
fail to provide accurate results for perfectly plastic materials (Gromada 
et al., 2011). 

In addition, other methods propose employing numerical in-
vestigations to derive correction formulae for converting average axial 
curves to equivalent curves (Scheider et al., 2004; Li et al., 2019). The 
main drawback of this class of techniques is that a preselected strain 
hardening law must be assumed; so, it is not possible to guarantee the 
accuracy of applying the correction factors found to real materials. 

Finally, there are strategies, generally called experimental-numerical 
iterative approaches, that are based on recursive comparison between 
measured quantities and the corresponding predicted ones. In partic-
ular, these methods search for the optimum hardening behavior, i.e., the 
one that allows to minimize the difference between certain chosen 
quantities. For example, FE inverse methods exploit FE simulations to 
predict the physical quantities that would be compared with the 
experiment. The quantities iteratively compared may be: the total axial 
force at a given displacement increment step beyond the maximum force 
(Zhao et al., 2016; Pham et al., 2021; Yao and Wang, 2022; Zeng and 
Huo, 2023; Zhang et al., 2023), the specimen deformed shape after the 
necking onset (Peroni and Scapin, 2018; Beltramo et al., 2023), the 
shape together with the force time history (Peroni et al., 2015; Scapin 
et al., 2016, 2019), or the full-field strains in the necking region together 
with the force time history (Kajberg and Lindkvist, 2004; Gross and 
Ravi-Chandar, 2015; Zhang et al., 2019). Full-field measurements are 
also used for other experimental-numerical iterative methods, such as 
Virtual Field Method or other strategies based on the principle of virtual 
work (Coppieters et al., 2011, 2016; Kim et al., 2013; Coppieters and 
Kuwabara, 2014; Fu et al., 2017; Park et al., 2021). In any case, 
measuring full-field strains requires using Digital Image Correlation 
(DIC). This implies creating speckle or deposited pattern on the spec-
imen surface and recording it during the test, which could be difficult at 
very large strains, at high temperature and/or at high strain-rate. For 
this class of techniques, the issue of assuming a preselected hardening 
law could be overcome by combining classical flow stress–strain models 
with each other (Zhang et al., 2023; Defaisse et al., 2018) or by using a 
piecewise linear relationship between the equivalent stress and equiv-
alent plastic strain (Zeng and Huo, 2023; Coppieters and Kuwabara, 
2014; Coppieters et al., 2016; Fu et al., 2017; Park et al., 2021; Defaisse 

et al., 2018; Dunand and Mohr, 2010, 2011; Wang and Tong, 2015; 
Marth et al., 2016). However, the consequent increase in model pa-
rameters also causes a higher computational effort for the calibration. 

Focusing on FE-based inverse methods, it is clear that the compu-
tational effort is negatively affected by the fact that all the information 
that is obtained from one optimization is forgotten when the optimiza-
tion finishes. If all the attempts that have been done during an optimi-
zation were collected into a database, then they would be useful for 
future analysis. 

This is the idea at the basis of the present study. In particular, as 
anticipated, a database relating the necking deformed external shape to 
the post-necking hardening law was built. As for the choice of using as 
input the necking external profile, this is feasible thanks to the corre-
lation that exists between the post-necking plastic flow curve and the 
necking external shape. Indeed, in Beltramo et al., 2023 the authors 
showed that it is possible to identify the post-necking material strain 
hardening behavior (except for the absolute stress value) by looking at a 
single profile. In that work, a FE-based inverse method was used to 
identify the plastic flow curve that would lead to a numerical necking 
profile as close as possible to the experimental one. As shown by Peroni 
and Scapin (2018) and Beltramo et al. (2023), the great advantage of 
this approach is that a single image of the specimen can be used for the 
post-necking characterization. Indeed, this intrinsically contains all the 
post-necking deformation history without the need to look practically at 
the time. Moreover, the experimental measurement required is the 
profile, which can be obtained by digitally analyzing an image to 
determine just the boundary between the specimen and the background. 
Such analysis can be conducted more easily than DIC and does not suffer 
from the loss of focus typical of DIC analysis on cylindrical samples. 
Furthermore, a speckle on the specimen surface is not needed and this 
enables the methodology to be extended to high temperature and 
strain-rate in future research. 

2. Proposed methodology and its fundamentals 

The present paper aims to evaluate the applicability of a database of 
necking deformed shapes for identifying strain hardening behavior 
during the post-necking phase. The identification method proposed to 
pursue this aim is described hereinafter. For what the pre-necking 
behavior is concerned, the analytical formula exploiting stress uni-
axiality and uniformity are used, whereas the post-necking behavior is 
determined by searching in a database for the solution which is the 
closest to the experiment (in terms of necking external profile). 

Apparently, to be able to identify every possible behavior, the 
database should collect all the possible necking shapes that could be 
generated by all the possible hardening laws. However, some consid-
erations permit to reduce the size of the database: there exists laws that, 
from the post-necking point of view, are analogous to each other. 

First of all, this is the case of hardening laws that have stress values 
simply scaled one with respect to the other by a coefficient kσ . Indeed, 
starting from the same initial geometry, the shape evolution is the same 
in both cases, whereas the engineering curves are simply scaled by the 
same coefficient kσ of the stress. Rigorously, this is true just if the ma-
terial elastic properties are the same. However, when dealing with 
metals, the elastic deformations are at least 2 orders of magnitude lower 
than the plastic strains under analysis. Therefore, being the effect of a 
different elastic behavior negligible, the previous assertion could still be 
considered valid. 

Secondly, it is important to consider that the necking governing 
variable is not the total plastic equivalent strain εeq,pl, but just the 
amount of plastic equivalent strain after the necking onset εeq,pl − εn 

(being εn the equivalent plastic strain at the necking onset). This 
consideration was at the basis of the analytical methods proposed by 
Saje et al. (1982), Mirone (2004) and of the inverse method presented by 
Scheider et al. (2004). 

A different εn simply changes the current aspect-ratio at the necking 
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onset, but not how necking will develop. In other words, the post- 
necking behavior is not affected by the different amount of uniform 
deformation. Consequently, to evaluate if two laws are equivalent for 
the post-necking phase it may be meaningful to compare the plastic flow 
curves by horizontally translating each law in order to remove its own 
εn. For example, the two hardening laws shown as bulk lines in Fig. 2(a), 
despite being apparently different, actually differ just for the pre- 
necking part and appear analogous for the post-necking if properly 
translated horizontally to align their εn. 

For what the time evolution of the shape is concerned, it should be 
considered that the radius of the portion far from the neck is almost 
equal to the radius at the necking onset: this region is the first to undergo 
unloading, almost immediately after the necking onset. Considering that 
the different εn just affects the size at the necking onset (i.e., the cylinder 
radius), then the effect of the different εn on post-necking deformed 
shapes is simply a different size. This can be seen from Fig. 2(c): even 
though the two deformed shapes (in bulk lines) obtained with the two 
hardening laws (in bulk lines) of Fig. 2(a) appear different, they become 
overlapped by scaling properly. The coefficient kg that scales the ge-
ometry (both in axial and radial direction) theoretically depends only on 
εn in case of same initial geometry (see Appendix A). 

Some experimental evidence in this sense was already presented in 
Beltramo et al., 2023. There, it was shown that annealed and 
non-annealed pure copper were characterized by two plastic flow curves 
that were close to each other if horizontally translated to remove their 
own plastic equivalent strain at the necking onset. Moreover, the two 
deformed shapes were very similar, if properly scaled. From a physical 
point of view, this could be explained considering that annealing re-
duces the dislocation density and therefore restores the capability of the 

material to plastically deform. 
Finally, it is possible to prove that there exists a relationship even 

between the two engineering curves of materials with the same post- 
necking hardening law and initial geometry. This requires more com-
plex considerations that lead to a proper modification of the engineering 
curves (both in abscissa and ordinate) in order to account for the 
different εn (see Fig. 2(b) and Appendix B). 

To sum up, hardening laws that differ from each other just for the 
pre-necking hardening law and for the scale in stress values are equiv-
alent to each other in terms of necking external shape and engineering 
curve. This means that a single hardening law, among all these infinite 
ones, already gives the necessary information, and all the other laws just 
provide redundant data. Consequently, the size of the database could be 
reduced. Simultaneously, the previous considerations have implications 
also for the identification procedure (that will be described in Section 
3.2): the necking external profile is linked just to the shape of the post- 
necking hardening law. Hence, it is not possible to obtain, from the 
necking profile, the plastic flow curve at strains lower than εn (however, 
it is still possible to use Eq. (2)). Moreover, the necking profile permits to 
determine only the shape of the post-necking hardening law and not the 
absolute stress values. Thus, to find the absolute stress values additional 
information regarding the engineering stress must be taken into account. 

3. Practical aspects 

This section describes how the database used for the proposed 
strategy was built and how the identification procedure works. More-
over, its capability of dealing with different sources of error was 
investigated. 

Fig. 2. Results of two tensile tests on cylinders with same initial geometry and made of material with two different hardening laws, called law 1 and law 2 (a). (b) 
Shows the engineering curves (being the engineering stress s = F/A0 and the radial engineering strain c = |ΔR|/R0) and (c) shows the deformed shapes. Darker 
dashed lines are obtained by properly modifying darker bulk lines in order to remove the effect of different εn. 
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3.1. Database construction 

The database collects the results (in terms of engineering curve and 
external profiles at different time instants) of tensile tests on materials 
with different hardening behaviors. In particular, it was numerically 
built by running FE simulations of tensile tests with the explicit solver of 
the commercial FE code Ansys LS-DYNA. Actually, the FE model used 
was always the same, except for the hardening law that changed from 
one simulation to another. 

Cylindrical specimens with aspect-ratio L0/D0 = 4 were adopted to 
avoid introducing any boundary effect, and to improve the generality of 
the method, so that it could be applicable to specimens with different 
aspect-ratios. To reduce the computational time of building the data-
base, the cylinder was modeled through axisymmetric shell elements 
with one integration point. Actually, half of the specimen was consid-
ered by applying a symmetry constraint at one end and a prescribed 
velocity to the other end. For the latter boundary condition, a slow and 
smoothly varying curve was used so that inertial effects were not 
introduced. 

The adopted mesh was characterized by small elements in the region 
where necking would develop and coarser elements elsewhere (this was 
widely used starting from Tvergaard and Needleman, 1984) and mesh 
size convergence was investigated in order to adequately choose the 
element size. Elements’ initial aspect-ratio was such that, during 
necking development, a regular element shape was obtained. Never-
theless, simulation results are considered reliable just until element 
distortion is limited. Finally, elements at the center of the specimen were 
characterized by a slight reduction of mechanical strength so that 
necking was triggered exactly there; it was verified that this choice did 
not affect the results. Equivalently, instead of a reduction of material 
strength, a geometrical imperfection could be introduced (Tvergaard 
and Needleman, 1984; Zhang et al., 1999; Roy et al., 2022). 

For what the material model is concerned, a series of power-law 
hardening curves σeq = KεN

eq,pl, obtained by varying a single parameter 
(N), were used. This was implemented in LS-DYNA via the material card 
*MAT_015. As explained in Section 2, what actually matters in building 
the database is considering different shapes of the post-necking hard-
ening law (regardless of the absolute stress values and the pre-necking 
behavior). In the specific case of a power-law model, varying the 
hardening exponent is enough to obtain all the possible shapes of the 
post-necking part of the plastic flow curve. For what the strength coef-
ficient K is concerned, its specific value is not relevant (provided that the 
ratio K/E is in the typical range of metals), since in the identification 
procedure this would simply change the stress coefficient kσ . It may 

seem that this database would be adequate just for those materials which 
are well represented by Hollomon or simplified Johnson-Cook hard-
ening models. However, it should be taken into account that only the 
post-necking part of a power-law model is used to describe the post- 
necking part of the analyzed material, so the database could even 
catch saturating behaviors thanks to hardening exponent close to 0. In 
addition, although the present work considers just a specific hardening 
model, the proposed method is applicable also to other hardening 
models, so the database could be properly enriched in order to catch 
different behaviors. 

All the other material properties used in the FE model are fixed to 
predefined values since they are assumed to have a negligible effect: e.g., 
the density has no influence since inertia is usually considered a sec-
ondary effect, especially in quasi-static tests; Young’s modulus and 
Poisson’s ratio regard elastic deformations that are reasonably negli-
gible with respect to the plastic deformations reached in large post- 
necking phase. 

For exemplary reasons, in Fig. 3(a) some of the hardening laws used 
to build the database are plotted. Despite the laws used for FE simula-
tions were actually σeq − εeq,pl curves, the quantities chosen for the ab-
scissa and the ordinate of Fig. 3(a) are different in order to focus the 
attention just on the shape of the post-necking part. To practically obtain 
this plot, each curve σeq − εeq,pl was horizontally translate backward of 
its own εn and the stress values were normalized with respect to the 
stress σn at the necking onset. As already mentioned, each law was used 
for simulating a tensile test on a different material. Among all the 
deformed configurations that were obtained from every simulation and 
that were collected in the database, just one for each law is shown in 
Fig. 3(b). The choice was to show, from each virtual test, the configu-
ration characterized by a certain maximum post-necking strain reached 
on the specimen surface (as an example and without loss of generality, in 
Fig. 3(b) the case max

(
εeq,pl

)
− εn = 0.8 was considered). To highlight 

again just the post-necking behavior, both the axial and the radial co-
ordinate of each profile of Fig. 3(b) were normalized with respect to 
their own radius rn at the necking onset. This shows that, despite being 
all these profiles characterized by the same range of r/rn, the shape itself 
is different because of the different post-necking behavior: the lower the 
hardening rate, the more localized the deformation. Finally, the markers 
that indicate the same post-necking strain level in Fig. 3(b) are almost 
horizontally aligned between the different shapes, thus underlining the 
strong correlation between εeq,pl − εn and r/rn. 

Fig. 3. (a) Some hardening laws σeq = KεN
eq,pl used to build the database; each curve properly translated backward of its own εn and normalized with respect to the 

stress σn at the necking onset. (b) Deformed profiles (one for each hardening law) characterized by the same max
(
εeq,pl

)
− εn = 0.8; each profile normalized with 

respect to its own radius rn at the necking onset; markers are used to indicate the post-necking strain levels along the profile. 
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3.2. Post-necking identification procedure 

In this paragraph the procedure for characterizing the post-necking 
domain is presented. The fundamental concepts at the basis of the 
method (explained in Section 2) are briefly summarized hereinafter. The 
necking profile (regardless of the absolute size) is linked just to the shape 
of the post-necking hardening law (regardless of the absolute stress 
values). This implies that the profile could be used to identify the shape 
of the post-necking hardening law, whereas determining the absolute 
stress values requires information on the engineering curve. Thus, the 
experimental data required are the engineering curve (or part of it) and a 
single necking profile. Given such information, the identification pro-
cedure consists of the following steps.  

1. The shapes, represented by the data couples (xdb, rdb), are taken one 
by one from the database and each one is scaled (both in axial and 
radial direction) through a coefficient kg. 

This coefficient, as explained in Appendix A, ideally depends just 
on εn,db of the simulation, εn of the experiment, and on the initial 
specimen diameter (if different). Actually, to deal with unavoidable 
uncertainties (both numerical and experimental), each profile of the 
database is optimally scaled, i.e., in order to minimize the difference 
with the experimental profile itself.  

2. For each scaled shape, represented by the data couples (̃rdb, x̃db), the 
distance to the experimental profile is computed in terms of ‖ r̃db −

rexp
⃒
⃒|2. Of course, just the specimen gauge length (or even a smaller 

portion) is considered, in order to limit the boundary effects of 
applying a cylinder database to a dog-bone specimen (this aspect is 
analyzed further in Section 3.3).  

3. The database shape associated with the smallest distance is selected; 
in Fig. 4(a) it is qualitatively shown (dotted line) in comparison with 

the experimental one (bulk line). The plastic flow curve of the 
simulation that led to that shape is the one that, among all those 
considered, best represents the post-necking plastic flow curve. This 
is reported in Fig. 4(c) (dotted line), translated horizontally to 
compensate for the different εn.  

4. The engineering curve of the selected simulation (properly modified 
to account for the different εn, as explained in Appendix B) is 
compared with the experimental engineering curve (bulk line in 
Fig. 4(b)). In this way, it is possible to find the value of the coefficient 
kσ that adequately scales the post-necking hardening law. In Fig. 4(b) 
the engineering curve from the database is plotted both before 
(dotted line) and after (dashed line) having applied a coefficient kσ to 
scale the stress values. The same is done for the plastic flow curve, as 
shown in Fig. 4(c). 

To compare the experimental engineering curve with the engi-
neering curves of the database, it is necessary to have comparable 
evaluations of the strain. The traditional longitudinal engineering 
strain based on the axial elongation is highly dependent on the 
reference length itself (Rösler et al., 2007). Therefore, the macro-
scopic quantity chosen to evaluate the strain is the radial (and 
equivalently hoop) contraction in the minimum cross-section. This 
will be called radial engineering strain (and for definition coincides 
with the hoop engineering strain).  

5. The identified post-necking law and the pre-necking hardening law 
(determined through analytical formulae) are properly joined at the 
necking onset strain εn. This point is determined in correspondence 
of the maximum load, neglecting the delay of the bifurcation with 
respect to this condition (Hutchinson and Miles, 1974). 

Fig. 4. Steps of the identification procedure in terms of necking shape (a), engineering curve (b) and equivalent curve (c). Adjustment 1 refers to shape, engineering 
curve (in terms of engineering stress s = F/A0 and radial engineering strain c = |ΔR|/R0) and hardening law taken from the database and properly adapted to 
compensate for the different εn. Adjustment 2 refers to a further modification of the results of adjustment 1, i.e., the engineering curve and hardening law are properly 
scaled in stress values. 
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3.3. Effect of applying a database of cylinder to a dog-bone specimen 

A database of cylinders was chosen so that it could be applicable to 
experimental tests performed on specimens with different aspect-ratios. 
However, the geometrical difference may have some effects on the 
identification. Therefore, a numerical study was carried out to evaluate 
such effects for specimens with different aspect-ratios (see Fig. 5) and 
made of materials with different hardening behavior. 

More specifically, five materials were considered. To ensure that the 
results depend solely on the different post-necking behaviors, all the 
materials are characterized by εn = 0. The different hardening behaviors 
are shown in black lines in Fig. 6 and are denoted with capital letters. 
Each curve is normalized with respect to its own stress at the necking 
onset. For each of them, five tensile tests were simulated, changing the 
aspect-ratio L0/D0 of the cylindrical dog-bone specimen. The simulated 
tests were then considered as they were experimental tests, and the post- 
necking identification procedure described in Section 3.2 was applied to 
each of the 25 tests. 

The table of Fig. 6 collects, for all the tests, the Normalized Root- 
Mean-Square Errors (NRMSE) of the identified equivalent stress σ̂eq 

with respect to the reference one σeq (over the strain range shown in 
Fig. 6). More specifically, the errors were computed as RMSE

(
σ̂eq

)
/

average
(
σeq

)
. It is possible to observe that for each material the slimmer 

the specimen, the lower the error. This is reasonable because boundary 
effects decrease for slimmer specimens. The results are also presented in 
terms of plastic flow curve in the plot of Fig. 6. The gray region repre-
sents the maximum error on the identified law for each material. 
Overall, the results prove that a database of cylinders can be successfully 
applied to experimental tests on dog-bone specimens. 

3.4. Effect of experimental uncertainties in measuring the necking profile 

In this study the necking profile is fundamental both for acquiring 
the deformed shape and for calculating c = |ΔR|/R0. Thus, it is neces-
sary to test robustness of the approach against errors in the experimental 
measurement of the profile. For this analysis, to avoid having other 
sources of error, a reference shape was chosen within the database and a 
random uniform noise was added. The noisy profile was considered as 
an experimental measurement and the identification was performed. 

Practically, consider the reference external profile to be represented 
by x and r, arrays collecting the xi and ri coordinates of different points. 
To the array r a perturbation Δr was added, which represents the noise 
and contains random scalars drawn from the uniform distribution in the 
interval ( − δ /2,δ /2). 

As shown in Fig. 7, the resulting profile can be a random one within 
the gray region around the reference profile. The analysis was conducted 
with different levels of error, i.e., the amplitude δ of the gray region was 
varied from a minimum of 10 μm up to a maximum of 100 μm. The table 
of Fig. 7 reports the NRMSEs for different levels of noise in the measured 
profile. 

It can be seen that uncertainties of about 100 μm on the experimental 
necking profile may lead to non-negligible errors on the identified law. 
However, it should be considered that an error of 100 μm corresponds to 
a very noisy profile (see Fig. 7). Moreover, the threshold for error 

acceptability depends on the specific engineering application. Thus, 
overall, the procedure appears sufficiently robust: indeed, searching 
within the database for the best shape automatically filters the profile 
against non-physical high-frequency oscillations. This further demon-
strates the procedure’s capability to find the correct solution. 

4. Experimental case studies 

The proposed methodology was applied to experimental quasi-static 
tests conducted on different materials: Al6082-T6, pure copper, and 17- 
4 PH. As the method is based on the hypothesis of isotropic behavior, the 
specimen axial-symmetry was firstly verified. For comparative purposes, 
the identification was also performed with Bridgman’s correction and 
FE-based inverse methods. 

4.1. Experimental setup and procedure 

Cylindrical dog-bone specimens with threaded ends and character-
ized by a 3 mm gauge diameter and a 5 mm gauge length were used (see 
Fig. 5). Tensile tests were performed on a standard electromechanical 
testing machine, Zwick-Z100, in quasi-static conditions (testing speed of 
0.05 mm/s) and at room temperature. The force was measured with a 
100 kN load cell, and the deformation of the sample was obtained by 
digitally analyzing the images captured through a high-resolution 
camera at 1 fps. More specifically, a PixeLINK PL-B777 camera with a 
resolution of 2592 × 1944 pixels and equipped with a Tokina Macro 100 
F2.8 D camera lens was employed. The setup allowed a resolution of 7 
μm/pixel and through digital image analysis (binarization and seg-
mentation of images performed in MATLAB) the time evolution of the 
external contour of the specimen profile was obtained. This measure-
ment did not suffer from loss of focus: at the beginning of the test, the 
camera was focused on the plane on which the profile was and, since the 
profile reasonably remained on the same plane during the whole test, it 
remained in focus too. 

Before the necking onset, each profile could be used for determining 
the current radius of the sample (by adequately averaging over the 
gauge length). Thus, the axial stress σa and the axial strain εa could be 
computed according to the following relations (under the hypothesis of 
volume conservation): 

σa =
F

πr2, εa = 2 ln
(r0

r

)
. (5) 

Up to the necking onset, these quantities coincide with σeq and εeq 

(see Eq.(1)). Hence, it was possible to obtain the equivalent plastic 
strain, so that the pre-necking plastic flow curves were found. 
Conversely, the post-necking part was identified by applying different 
approaches: Bridgman’s analytical correction (according to Eqs. 3-4), 
the proposed method, a FE-based inverse method having as target the 
post-necking engineering curve, and a FE-based inverse method having 
as target the necking profile (more details could be found in Beltramo 
et al., 2023). 

For the proposed strategy, the database and the procedure described 
in Section 2 were used. For the two FE-based inverse methods, an 
optimization was required, and it was implemented on the commercial 
program Ansys LS-OPT. More specifically, a metamodel-based optimi-
zation was chosen and a sequential strategy with domain reduction was 
adopted. For what the model parametrization is concerned, a single 
parameter was used because the post-necking law was modeled as the 
post-necking part of a power-law hardening model. This choice was 
made to get results comparable with the method proposed in this work. 

In all these post-necking identification strategies, the specimen 
external profiles obtained through digital image analysis were used, as 
better detailed in the following paragraphs. 

To apply Bridgman’s correction, the radius and the curvature at the 
necking center must be evaluated during the whole test. To this aim, for 
reducing the noise, the ideal symmetry of the deformed sample was 

Fig. 5. Sketch of the cylindrical dog-bone specimen used for the numerical 
analysis by varying the length L0. Figure adapted from (Scapin et al., 2014). 
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exploited, and a single average semi-profile was determined for each 
time instant considered. Then each average necking semi-profile was 
fitted with a polynomial function (as done in La Rosa et al., 2003 and 
Dunnett et al., 2012 for example) and the curvature was approximated 
with the curvature of such function in the center of necking. 

Conversely, to apply the proposed characterization strategy and the 
FE-based inverse method having as target the necking profile, it was 
necessary to choose a single deformed configuration and to consider the 
specimen profile just at that time instant. As before, to reduce the noise, 
a single average semi-profile was determined. This semi-profile repre-
sented the target of the FE-based inverse method, and the one to be 
compared with the profiles stored in the database (that are actually 
semi-profiles). 

Finally, the FE-based inverse method having as target the post- 
necking engineering curve required the time history of the minimum 
cross-section radius. Indeed, as anticipated in Section 2, the authors 
chose to evaluate the radial engineering strain through the dimension-
less quantity c = |ΔR|/R0 (ΔR computed at the minimum cross-section 
in post-necking regime), and this was possible thanks to the images 
analyzed. To reduce the level of noise in measuring ΔR, non-physical 
high-frequency oscillations were neglected by applying a moving 
average filter on the measured profile. 

To conclude, since ductile damage (void nucleation, growth, and 
coalescence) was not considered in any of the previous characterization 
strategies, it is important that data used for the identification are not 
significantly affected by this phenomenon. This is why preliminary tests 
were conducted to ensure that, in the configurations considered, void 
nucleation and coalescence did not have a relevant effect on the me-
chanical strength (Tvergaard and Needleman, 1984). 

4.2. Experimental results and discussion 

The plastic flow curves σeq − εeq,pl resulting from the different iden-
tification procedures are reported in Fig. 8(a), 9(a), 10(a) for the three 
different materials. The true curve σa − εa (according to Eq. 5) are re-
ported too to highlight that, soon after necking, neglecting triaxiality 
would lead to a considerable error. The laws identified with the database 
methodology, and shown in this section, could be properly joined with 
the pre-necking part to ensure the continuity and to guarantee a 
monotonically decreasing hardening rate. 

The laws that should be considered more reliable are those identified 
with FE-based inverse method because they do not have the simplifying 
assumptions of Bridgman’s theory and of the proposed method. More-
over, FE-based inverse methods allow to easily obtain the maximum 
strain εmax

eq,pl reached within the specimen at the last deformed configu-
ration analyzed; εmax

eq,pl represents the last point of the hardening law that 
it is reasonable to consider. 

For each material, a small discrepancy between the two FE-based 
inverse methods can be noticed, but it is not possible to state that one 
law is better than the other (Beltramo et al., 2023). Thus, both laws are 
considered for evaluating if the proposed database method, which is far 
less computationally expensive than FE-based inverse methods, is able 
to give comparable results. Moreover, for comparison purpose, the 
hardening law obtained with Bridgman’s analytical correction is re-
ported too. 

For what Bridgman’s correction is concerned, the results for Al6082- 
T6 in Fig. 8(a) confirm that such method fails to provide reliable results 
for materials with low hardening rate (Tu et al., 2020; Gromada et al., 
2011). Conversely, the results for pure copper and 17–4 in Fig. 9(a) and 
Fig. 10(a) highlight that the correction is good at low strain levels, but it 
introduces an increasing error at large strains. Moreover, Bridgman’s 

Fig. 6. Application of the proposed method to dog-bone specimens with different aspect-ratios, made of materials with different hardening behavior (from A to E). 
The plot shows the reference laws (black lines) and for each of them a gray region representing the maximum error obtained by varying the aspect-ratio. The stresses 
are normalized with respect to the stress at the necking onset of the corresponding reference law. The table shows the error of the identified law σ̂eq − εeq,pl with 
respect to the reference one σeq − εeq,pl, evaluated through the normalized root-mean-square error between the stress values NRMSE = RMSE

(
σ̂eq

)
/σeq. 

Fig. 7. Application of the proposed methodology to noisy profiles. On the left, a representation of the reference profile and a random profile within the uncertainty 
region in gray. On the right, error of the identified law σ̂eq − εeq,pl with respect to the reference one σeq − εeq,pl , evaluated through the normalized root-mean-square 
error between the stress values NRMSE = RMSE

(
σ̂eq

)
/σeq. 
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theory estimates the last point of the hardening law at a strain level 
lower than the actual εmax

eq,pl because it actually estimates the average 
value of εeq,pl on the minimum cross-section. 

These issues appear to be overcome with the proposed method, 
which is as fast as Bridgman’s approach, but does not have any simpli-
fying hypothesis on the stress and strain fields (since it is based on FE 
results). Furthermore, having in the database also the equivalent plastic 
strain information, it is possible to estimate εmax

eq,pl. This explains why the 
different plastic flow curves of Fig. 8(a), 9(a), 10(a) are plotted up to 
different strains. 

Overall, the discrepancy of the proposed method with respect to FE- 
based inverse methods, evaluated as NRMSE on the stress, is 1% for 
Al6082-T6, 2.5% for pure copper and 2% for 17-4 PH. To better un-
derstand the origin of these discrepancies, a comparison in terms of 
engineering curve and deformed profile is proposed too. 

In Fig. 8(b), 9(b), 10(b) the experimental engineering curve s − c is 
compared with the engineering curve taken from the database. This 
latter was properly modified to compensate for the different uniform 
deformation and to take into account the scale factor kσ of the stress 
(vertical dashed lines indicate the portion used to determine this coef-
ficient). The engineering curves obtained with FE inverse methodologies 
are also reported. Of course, the FE-based inverse method having as 
target the engineering curve is the one that led to the best results, but 
good results were obtained also with the other strategies. Pure copper is 
the material in which a higher discrepancy was found. This can be 
attributed to the fact that a power-law hardening model may not be 
adequate to represent the material post-necking behavior. This is further 
highlighted by the comparison of the necking profile, as explained 
hereinafter. 

In Fig. 8(c), 9(c), 10(c) the experimental semi-profiles are compared 
with the best semi-profile from the database (properly scaled) and the 

semi-profiles obtained with FE inverse methodologies. Since both FE- 
based inverse methods used the same FE model, the nodes positions 
shown in Fig. 8(c), 9(c), 10(c) are coincident if the laws are in good 
agreement with each other. This is true especially for Al6082-T6 and 17- 
4 PH, whereas in pure copper a slightly higher difference can be seen (of 
course the methodology having as target the profile is the one that best 
predicts it). Again, the discrepancy underlines the limitation of a pre-
defined hardening law. An improvement could be obtained by enriching 
the database with hardening models different from a power-law. 

In Fig. 8(c), 9(c), 10(c), for what the experimental specimen shape is 
concerned, all four semi-profiles are reported (black dotted lines). In 
addition, a vertical dashed line highlights the portion considered for the 
proposed method, for the FE-inverse method having as target the 
deformed shape, and for fitting the polynomial function when applying 
Bridgman. On one hand, this allows to verify that, within this portion, it 
is reasonable to consider an average semi-profile as target, because the 
discrepancy is small. However, the fact that, for the Al6082-T6 spec-
imen, the neck did not develop in the middle of the specimen may still 
introduce uncertainties in the identification. On the other hand, the 
vertical dashed line shows that the portion affected by the shoulders was 
excluded from the analysis; this is important when applying a cylinder 
database to dog-bone specimens. 

Finally, in Fig. 8(c), 9(c), 10(c) the circle osculating the neck profile 
(used for Bridgman’s correction at that configuration) is shown too, 
highlighting that Bridgman’s approach is based on a local evaluation of 
the shape. This is probably the cause of the outliers that can be found in 
the hardening law for pure copper of Fig. 9(a). As well-known, Bridg-
man’s method is sensitive to the technique used to determine the cur-
vature at the necking center. In this sense, the method proposed in this 
paper takes advantage of not being limited to a local analysis of the 
necking center (Scapin and Beltramo, 2024). 

Overall, the results reported here allow one to verify that the 

Fig. 8. Experimental results of Al6082-T6, in terms of (a) plastic flow curve, (b) engineering curve (in terms of engineering stress s = F/A0 and radial engineering 
strain c = |ΔR|/R0), (c) specimen profile, in comparison with the numerical prediction obtained from different identification strategies. 
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proposed method is in good agreement with computationally expensive 
techniques that do not have simplifying hypotheses on the geometry. 
Meanwhile, the comparison with Bridgman’s correction, which is as fast 
as the proposed method, highlights the advantages of not having 
assumed specific stress and strain fields and of analyzing a wider portion 
of the profile (and not only the necking center). Such assertions are valid 
even for quite different materials as those investigated. Satisfying results 
have been obtained for a high-strength material showing a conventional 
static behavior (17-4 PH), but also for the other two materials, which 
exhibited more peculiar static responses. Al6082-T6 showed an abrupt 
change of the hardening behavior, with a dramatic reduction of the 
hardening rate at the necking onset. Pure copper reached the instability 
condition soon after yielding. These two latter cases are clear examples 
in which simply extrapolating a hardening law that fits the pre-necking 
part would lead to considerable errors in the identified equivalent curve. 

Moreover, it is worth noting that, even with a database built from a 
power-law hardening model, it is possible to catch a saturating behavior, 
as that shown by the aluminum alloy. This is possible because just the 
post-necking part of a power-law model is used to describe the post- 
necking part of the analyzed material. Therefore, a hardening expo-
nent close to 0 gives a behavior very close to that of a saturating law. 

Finally, the computational effort of the proposed method is much 
lower than FE-based inverse techniques: it takes just a few seconds to 
obtain the plastic flow curve. This could be expected, since the major 
computational effort is in building a database, whereas the character-
ization consists simply of searching within the database. 

5. Conclusions 

The purpose of the present work was to evaluate the applicability of a 
database of necking deformed shapes for identifying strain hardening 
behavior during the post-necking phase. This aim was pursued through 

an identification method that consists of searching for the hardening 
law, already available in a database, which led to the numerical result 
closest to the experiment (in terms of external deformed profile). A 
procedure based on the specimen external contour has the great 
advantage of not requiring DIC analysis, because it is sufficient to 
determine the boundary between the specimen and the background. 

Applying the proposed method to some experimental case studies 
showed that the algorithm took a few seconds to find a solution in 
accordance with more computationally expensive techniques. Of course, 
the proposed strategy would not replace other identification methods 
when accurately characterizing the material, but it may be used as 
starting point in order to reduce the computational effort of 
experimental-numerical iterative methods. 

Although the method proposed in this paper can work as an efficient 
identification strategy on its own, the outcomes of this study will be 
useful in future works for efficient and informed implementation of ML 
algorithms having the necking external profile as main input. Indeed, 
the applicability and the potential of such algorithms was highlighted by 
the successful application of the proposed method to experimental cases. 
Satisfying results have been obtained on materials characterized by 
different behaviors in terms of maximum uniform deformation, resis-
tance, ductility, and hardening rate. Moreover, numerical investigation 
proved the method’s robustness against uncertainties in experimentally 
measuring the specimen profile. 

In addition, the generality of the proposed method, from the 
geometrical point of view, was highlighted: it was shown that applying a 
cylinder-database to dog-bone specimens introduces acceptable errors. 
This observation, together with the physical aspects presented in Section 
2, suggest how, in subsequent studies, a proper dataset could be effi-
ciently established for training the metamodel of a ML algorithm. 
Furthermore, an important outcome of experimental case studies was 
that a database built with a power-law hardening model was able to 

Fig. 9. Experimental results of pure copper, in terms of (a) plastic flow curve, (b) engineering curve (in terms of engineering stress s = F/A0 and radial engineering 
strain c = |ΔR|/R0), (c) specimen profile, in comparison with the numerical prediction obtained from different identification strategies. 

M. Beltramo et al.                                                                                                                                                                                                                              



Mechanics of Materials 196 (2024) 105066

11

catch a saturating behavior too. Nevertheless, the method would still be 
applicable to a wider database, enriched with other hardening models. 
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Appendix A. Comparing the specimen profile of materials with different uniform deformation 

Consider two cylinders, denoted as 1 and 2, with different initial diameter D0 and made of materials with different hardening laws, each char-
acterized by its own εn at the necking onset. During the post-necking phase, the deformation localizes, so the diameter far from the neck will remain 
almost equal to Dn. Therefore, to compare the necking shape of cylinder 2 with the necking shape of cylinder 1, it would be necessary to scale the 
profile of cylinder 2 with a coefficient kg as if at the necking onset it had a diameter D̃n2 equal to Dn1: D̃n2 = Dn2/kg ; D̃n2 = Dn1. 

Thus, the expression of such coefficient can be written as kg = Dn2/D̃n2 = Dn2/Dn1. 

Considering that until necking onset it holds: ε = 2 ln
(

D0
D

)

, it results that: 

kg =
D02

D01
exp

(εn1 − εn2

2

)
. (A.1) 

From a practical point of view, within the identification procedure, the coefficient kg is optimized for each profile of the database (instead of using 
Eq. A.1). The reason was to avoid uncertainties on the necking onset to affect the coefficient kg. In case the initial gauge diameter of the specimen is the 
same as the cylinder of the database and εn,db = εn, it would not be necessary to scale the profile, and the algorithm would automatically find kg ≈ 1. 

Fig. 10. Experimental results of 17-4 PH, in terms of (a) plastic flow curve, (b) engineering curve (in terms of engineering stress s = F/A0 and radial engineering 
strain c = |ΔR|/R0), (c) specimen profile, in comparison with the numerical prediction obtained from different identification strategies. 
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Appendix B. Comparing the engineering curve of materials with different uniform deformation 

Consider two cylinders, denoted as 1 and 2, with different initial diameter D0 and made of materials with different hardening laws, each char-
acterized by its own εn at the necking onset. The aim of this appendix is to explain how it is possible to modify the engineering curve s − c to remove the 
effect of uniform deformation, being the radial engineering strain c = R0 − R

R0
= 1 − R

R0
= 1 − D

D0
. 

It may be useful to explicitly consider the radial engineering strain at the necking onset: 

cn =1 −
Dn

D0
,

c= 1 −
D
Dn

Dn

D0
=1 −

D
Dn

(1 − cn) .

By defining a “modified” radial engineering strain as c* = 1 − D/Dn, it results that: 

c= 1 − (1 − c*)(1 − cn). (B.1) 

Moreover, it can be easily observed that the “modified” radial engineering strains c*
1 and c*

2 are directly comparable. Indeed, they coincide when 
D1/D1n = D2/D2n, which is consistent with the idea of removing the effect of a different uniform deformation. 

Such “modified” radial engineering strains could be determined from c as: 

c* =1 −
1 − c
1 − cn

=
c-cn

1-cn
. (B.2)  

It is then possible to see how c2 must be modified into ̃c2 to become comparable with c1 by plugging Eq. B.2 into Eq. B.1: 

c1 =1 − (1 − c*)(1 − cn1)=1 −
1 − c2

1 − cn2
(1 − cn1)=1 − (1 − c2)

1 − cn1

1 − cn2
.

Therefore: 

c̃2 =1 − (1 − c2)
1 − cn1

1 − cn2
. (B.3)  

This means that taking from the engineering curve the values of cn is then possible to “correct” c2. 
In addition, it can be proved that such correction theoretically depends on the different uniform deformation and initial diameter. To this aim, 

consider that the term 1− cn1
1− cn2 

can be further expressed as: 

1 − cn1

1 − cn2
=

Dn1/D01

Dn2/D02
= exp

(εn2 − εn1

2

)
=

1
kg

D02

D01
. (B.4) 

For what the engineering stress is concerned, it should be considered that, during uniform deformation, the same axial stress at a different axial 
strain gives a different force. Indeed, the same axial stress would be distributed on a different cross-section. 

Considering the same two cylinders as before, it holds that before the necking onset: 

s=
F
A0

=
σA
A0

= σ
(

D
D0

)2  

and, to obtain ̃s2 comparable with s1, the scale coefficient kg should be taken into account: 

s̃2 = σ2

(
D̃2

D02

)2

= σ2

(
D2

/
kg

D02

)2

= σ2

(
D2

D02

)2 1
k2

g
=

s2

k2
g
.

Considering Eq. B.4, ̃s2 can be also written as: 

s̃2 =
s2

k2
g
= s2

(
D01

D02

1 − cn1

1 − cn2

)2

. (B.5) 

From a practical point of view, within the identification procedure, Eq. B.3 and Eq. B.5 are used. 
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