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Abstract: The mechanical description of the failure of quasi-brittle materials is a challenging task.
Rocks, concrete, ceramics, and natural or artificial composites could be considered for this material
classification. Several characteristic phenomena appear as emergent global behaviors based on the
interaction of many simple elements, such as the effect of size and the interactions between micro-
cracks. These are essential features of a complex system. These topics were investigated using acoustic
emission techniques and a numerical approach that used a continuum media hypothesis called
peridynamics. In this context, a pre-notched concrete specimen was manufactured. A mechanical
test was performed to acquire acoustic emission signals. The problem was also simulated using
the peridynamic model. The evolution of the damage process, which is presented in terms that go
beyond only the global reaction vs. displacement and the evolution of the acoustical emission global
parameter, is presented. Finally, the synergy between the experiments and simulations is discussed.

Keywords: peridynamics; acoustic emission; kinetic and elastic energy

1. Introduction

The interactions among a cluster of micro-cracks, the localization effect, and the effect
of size characterize the damage process in a quasi-brittle material. Concrete, rocks, ceramics,
and artificial composite materials are examples of this kind of material. An important
characteristic of these materials is that the damage governs the way in which system
failure occurs. Many researchers have studied the damage process, finding interesting
results within the theory of continuum mechanics aided by the branch of plasticity. Studies
that have used this approach can be found in the classic book by [1] and in the reviews
presented by [2,3], which also utilized the same methodology as in [4], where a failure law
for a metal alloy based on continuum damage mechanics is presented. In [5], a different
point of view is presented, whereby the random nature of material properties and the use
of discrete methods are considered as alternative strategies. Several discrete element-based
approaches are available in the technical literature. Among others, two literature review
papers can be cited: [6] in 2015 and [7] in 2019. In the present work, the discrete method
used is a computational implementation of a peridynamic theory proposed by [8]. In [9], a
damage law in the context of the peridynamics is presented. This method is now used in
several applications, as has been presented in [10], among other references. In the present
work, this technique is applied to simulate pre-notched concrete specimens and study their
mechanical behavior until collapse. The novelty of the peridynamic model is in simulating
the acquisition of acoustic emission data during the test. In the discussion of the results,
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several observations are made to illustrate the possibilities of using simulation with this
approach to complement the understanding of the damage process in real structures.

In agreement with this approach to solving the problem, considering mechanical
collapse governed by fracture as a phase transition problem could be interesting. Phase
transition is typically used in the statistical physics branch of modern physics, as presented
in many classical books, such as [11]. Several prestigious researchers in solid mechanics
share this point of view, such as [12–16].

The normalization group method proposed by [17] explains this universal behavior.
The practical implication of this characteristic behavior in the context of the failure of
materials implies that when a system is close to local or global collapse during its damage
process, the global parameters that govern the system follow potential laws with charac-
teristic exponents. Then, when these global parameters adopt a potential shape with a
characteristic value, global or local collapse is imminent.

In [13], the statistical distribution of seismic magnitude from 1985 to 1998 in Japan
was plotted as a log–log axis, and a potential law between the number of events and their
magnitude naturally appeared. If all of the interval is included in the plot, a potential
expression with an exponent of 0.88 appears clearly, as depicted in Figure 1. The exponent
of 0.6 emerges when the time interval is reduced close to a significant seismic event. In the
present case, the interval used to compute the interval close to the collapse was 0–100 days;
then, in this time window, the statistical distribution of seismic magnitudes is defined by a
potential law with this characteristic exponent (0.6). Figure 1 illustrates this phenomenon
(originally presented in [13]), which has been adapted in the present work.
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Figure 1. The relation between the statistical distribution (N (>A)) of events during seismic evolution
in Japan and the amplitude (A) for the period 1985–1998 is examined. This demonstrates how closely
the main shock occurs on day 0, as well as the change in the exponent from 0.88 for the entire period
to 0.6 for a period close to the main shock.

This situation has also been clarified by [15] when using the bundle method, where
the geometric and boundary conditions of the problem studied are significantly simplified,
using a set of elastic parallel bounds with random strength fixed in two rigid supports.

The bundle model provides insight into how to lead fractures in solids using the phase
transition point of view, showing that, in this case, the order parameter could be linked
to the statistical distribution of the avalanches (parts of the structure that present a local
collapse inside the structure). Gutenberg and Ritcher proposed this kind of law in the
1950s [18] in the context of seismology.

In [19], the analysis of this kind of problem as a “crackling noise problem” was
considered, viewing it as a typical set of problems that could be analyzed in the framework
of renormalization group theory.

This law was also successfully used to relate the magnitude of signals to their frequency
in an acoustic emission (AE) test. AE is a technique used today to measure the characteristics



Appl. Sci. 2024, 14, 4721 3 of 20

of the structure used. Essentially, the mechanical waves produced by an internal change
in the structure (called AE events, produced by damage, corrosion, or another source)
are captured as signals by surface devices. The analysis of the signal captured with the
AE devices lets researchers know the spatiotemporal distribution of the events in the
process studied.

A basic reference for the AE technique used in structures built with quasi-brittle mate-
rials is [20]. The distribution of signals during damage evolution is classical information
that can be used directly to characterize the damage process. A measure of the energy
distribution produced by the events, which is computed as the area below each signal, is
also considered rich information with which to describe the damage process. The so-called
b-value is a classical parameter that emerges to generalize the Gutenberg–Ritcher law.

The link between the amplitude of the signals and their statistical accumulated distri-
bution can be written as follows:

N(≥ A) = τA−b, (1)

where A indicates the amplitude of the AE signals, N is the accumulated number of signals,
and b represents the coefficients. The meaning of the b-value is explained in Figure 2a.
Several scientific publications determined that the b-value, which is the exponent of a
potential law, has a sensible fall in its value when the eminence of local or global collapse is
near. See the classical book [12] as a reference.

A proposal to link the b-value to the fissure fractal dimension, D, was presented by [21]
and previously in [22]. A simple expression, 2b = D, is proposed. Then, when b is around
1.5, the signal is emitted from the entire dominion, D = 3; when the b-value falls, this
indicates that D tends to concentrate the AE emission to the localized surface region, D = 2,
which is linked to the abrupt release of a high quantity of energy, a phenomenon associated
with local or global collapse. An application of the b-value and fractal dimensions can be
seen in [23], whereby the failure of concrete under compression was investigated using two
semi-empirical Gutenberg–Richter (GR) laws.

Other precursors have been computed from AE signals; among many of the important
options is the natural time approach proposed by [24]. In these books, the authors presented
several indices computed from data signals that could be applied in the AE context.

Dȩbsky, Pradhan, and Hansen [25] presented an interesting computed precursor
regarding the evolution of the elastic energy temporal derivative during system evolution,
which they called the DPH index. The authors proposed that a local or global maximum
value in the DPH index is a precursor, and increasing its value is associated with the
eminence of local or global damage in the system studied. This can be seen in schematic
form in Figure 2b, where the link between this index and system collapse is presented. In the
original work of [25], this index was computed with numerical results, making the study of
elastic energy evolution available. In [26], this idea was generalized by considering the fact
that the product of the support-prescribed displacement and the corresponding reaction is
proportional to the elastic energy stored in the system during the test. The performance of
the cited index applied to a real problem is shown. The DPH index provides complementary
information when an AE test is applied.

The goal of the present study is to analyze the damage process in a body using (i) AE
information, (ii) DPH index evolution, and (iii) peridynamic simulation as complementary
information to interpret the AE data. We believe that the primary contribution of this work
will be to demonstrate the effectiveness of the DPH index and numerical simulation of
acoustic emission using a peridynamic model. This could be a crucial alternative to help
interpret the AE information collected in these kind of tests.

After the present introduction, the fundamental characteristics of the peridynamic
method are shown in Section 2. Then, in Section 3, the application of the model is described,
and the details of the experimental test are depicted. Section 4 explains the details of the
numerical simulation using the peridynamic model. In Section 5, the experimental and
numerical results are presented, and we present a discussion that attempts to illustrate
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how using peridynamic simulation and the DPH index could complement the information
obtained from AE data. Finally, the conclusions about the analysis performed are presented.
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Figure 2. (a) An example of device record vs. time. AE signal statistical density and the accumulated
number of signals plotted on an axis in a log–log scale, where the b-value coefficient presented in
Equation (1) can be seen. (b) The DPH index is represented in schematic form by the red curve.

2. Bond-Based Peridynamic

Peridynamic theory is a non-local formulation of the continuum media that uses
spatial integration to describe the internal discretization of the material points. This
characteristic became adequate for simulating the emergence of discontinuities produced
by spontaneous initiation and fissure propagation. The bond-based formulation proposed
by [8] is presented as the first kinematic field variable; the displacement or the strain
field used in continuum mechanics released the necessary restriction to accomplish the
continuum media hypothesis.

In the bond-based formulation, each material point, X, can interact with other material
points, X ′, inside a determined distance, δ, called the horizon, as presented in Figure 3.
Considering the interaction between the two points X and X ′ in the non-deformed configu-
ration, the relative position is given for ξ = X − X ′. Where strain occurs in the region, the
points X and X ′ will suffer displacement, u, and u′ having its new position determined for
x = X + u and X ′ = X ′ + u′, where the relative displacement is η = u′ − u and the relative
position is ξ + η.

Reference configuration

Deformed configuration

Horizon

X ′

X

u′

u

x′ = X ′ + u′

x = X + u

Material
Points

Body Ω

Body Ω

δ

ξ

ξ+ η

y

xz

Figure 3. The interaction between two material points in the bond-based model. The arrow with blue
color represents the horizon (δ) and arrows with red color represents the distance between material
points X and X ′.
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The motion equation within peridynamic theory up to Newton’s second law is written
as follows:

ρü(X, t) =
∫

Hx
f (η, ξ, t)dVX ′ + b(X, t), ||X ′ − X|| ≤ δ, (2)

where f is a force function exerted for the link between a pair of points, X and X ′, and b
represents the body force in point X. The force function exerted for the bound must contain
the material’s constitutive information; then, we use the proposal presented in [8] for a
micro-elastic material. f must be derived for a scalar function, w(ξ, η); then,

f (ξ, η) =
∂w(ξ, η)

∂η
, (3)

where w(ξ, η) must represent the elastic strain energy for the volume stored in the material,
and this can be defined as

w(ξ, η) =
c(ξ)s2(ξ, η)|ξ|

2
. (4)

In Equation (4), the function c(ξ) represents the bound micro-module; it is a parameter
related to the material, which can be considered as constant. s(ξ, η) represents the bound
displacement and can be expressed in the following manner:

s =
|ξ + η| − |ξ|

|ξ| , (5)

where |ξ| represents the distance between the material points linked by a bound in the
non-deformed configuration, and |ξ + η| represents the distance between the same material
points in the deformed configuration. This substitutes Equation (5) in Equation (4), where
we obtain the function that defines the force exerted for the link between the pair of material
points X and X ′ in the bond-based formulation for an isotropic linear elastic:

f (ξ, η) = cs
ξ + η

|ξ + η| . (6)

The micro-module of the link for a linear material with three dimensions was defined
by [9] as

c =
6E

πδ4(1 − 2ν)
, (7)

where E represents Young’s modulus and ν is Poisson’s ratio.
In the bond-based formulation, the damage is introduced by means of eliminating the

interaction between the material points. When the link stretch between a pair of material
points (X and X ′) reaches a critical value, sc, this link is deactivated. In Figure 4a, this
law is depicted. This procedure is reflected in Equation (2) through removing the bound
force function that links the points X and X ′, resulting in force redistribution among the
already active links. In order to associate the critical strain with known material properties,
ref. [9] propose that the total work of all the links that cross the crack surface must be equal
material fracture toughness, G f , when these bounds stay with their strain equal to the
critical strain, as shown in Figure 4b. This proposal can be expressed as

G f =
∫ δ

0

∫ 2π

0

∫ δ

z

∫ cos−1(z/ξ)

0

cξsc
2ξ2

2
sin φ dφdξdθdz =

c sc
2

2

(
δ5π

5

)
. (8)

Rearranging Equation (8), it is possible to obtain critical stretch as a function of material
toughness for a 3D problem:

sc =

√
5 G f (1 − 2ν)

3Eδ
, (9)



Appl. Sci. 2024, 14, 4721 6 of 20

In order to include damage in the material response, Equation (6) can be altered,
including the scalar function µ(ξ, t), taking into account the damage level in the bound.

f (ξ, η) = csµ(ξ, t)
ξ + η

|ξ + η| , (10)

The function µ(ξ, t) can be written as follows:

µ(ξ, t)
{

1 if s(t′, ξ) < sc for each 0 < t′ < t
0 for each other situations.

(11)

sc

Bond
force

Stretch

1

(a)

1

Crack
Surface

cos−1 z
ξ

θ

X

z φ ξ

δ

X ′

(b)

Figure 4. (a) Damage law. (b) Integration domain of the links that cross the crack surface.

The damage state associated with a material point, φ(X, t), can be computed using
the ratio between the number of links eliminated (µ = 0) and the total number of links that
arrive at point X:

φ(X, t) = 1 −
∫

Hx
µ(X ′ − X, t)dV′∫

Hx
dV′ . (12)

In order to improve the behavior of real materials, toughness is represented as a
random field with a Weibull distribution, given for

prob(G f ) = 1 − exp
(
−(G f /β)γ

)
, (13)

where β and γ are parameters that govern the scale and shape of the Weibull distribution.
Details about how to carry out the computational implementation of G f as a random field
are explained in [27].

3. Experimental Tests

The present work analyses a pressured prismatic concrete body. The supporting details
used to test the body are presented in Figure 5a. The boundary conditions used in the test
are depicted in Figure 5b. In addition, in Figure 5c, the dimensions, the geometric details of
the concrete specimen, and the positions of sensor 1 (S1) and sensor 2 (S2) are presented.
One of the specimens after carrying out the test is shown in Figure 5d.

Notice that, as indicated in Figure 5, points A (the place where the fissure initiates) and
A’ (the point where the fixing is in the lower support) are aligned in the vertical direction.
The superior rigid block depicted as (3) in Figure 5a applies a prescribed displacement
at a constant velocity of 0.6 mm/min acting in line A to A’, as presented in Figure 5b.
The universal test machine used was a Shimadzu AGX-PLUS, which has a proprietary
data recording system that is used to record load and displacement at a sample rate of
100 S/s [28]. Piezoelectric crystals with resonance frequencies of 1.5 MHz were placed on
the specimen at positions S1 and S2, as indicated in Figure 5c. The sensors were connected
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to the Omega® OM-USB data-acquisition set, with a sampling ratio of 300 kS/s and a
12-bit resolution. The data were collected continuously. The AE signals were identified
throughout the data post-processing process.

4. Base

3. Displacement Applicator

A

A’

2. Upper
support

1. Lowersupport

(a)

A

A’

(b)

S1 S2

55 mm 45 mm

10
0

m
m

50 mm

45°

Crack tip

30 mm

(c) (d)

Figure 5. Information about the test performed: (a) the fixer dispositive used in the test, (b) the
boundary conditions used in the test, and (c) the dimensions that characterize the test specimen.
(d) Failure specimen.

Notice that a standard procedure was not used to perform this experimental test;
however, as will be shown in Section 5, the flexibility of the left upper support induces
great variability among the result tests. This characteristic was useful in illustrating how
the interpretation of the AE results could be improved using numerical simulation and the
DPH index.

4. Numerical Analyses Using Peridynamic Model

The input data for the peridynamic model consist of the mechanical properties, geom-
etry, and boundary conditions, as depicted in Figure 5b. The mechanical properties that
characterize the model are (i) Young modulus (E) and (ii) critical stretch (sc), as defined in
Equation (9), (iii) fracture toughness (G f ), and (iv) material density (ρ).

The computational implementation of the peridynamic model used is based on the
Fortran code described in the book of Madenci and Oterkus [29]. In this model, critical
stretch, sc, is computed using Equation (9), and it is defined as a function of the parameters
E, G f , and the horizon, δ, which is a material characteristic length. The horizon represents
the number of nodes that will be connected through bounds, as depicted in Figure 4. The
meaning of this material characteristic length is discussed in [30,31] and in the context of
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the discrete element methods in [32,33]. Material strength is linked to critical stretch using
the simple relation σc = Esc.

Some additional observations are pointed out below:

(i) In the peridynamic context, the characteristic length of the material indicates the
interconnection length between neighboring nodes;

(ii) A good relation between the horizon and the discretization level (∆) for numerical
reasons is considered by [9] to be δ = 3.015∆. This relation is used in the present work;

(iii) Toughness, G f , is considered a random field regarding the mean, variation coefficient,
Weibull distribution, and the correlation length of a random space field. Details about
the implementation of this random field are explained in [27];

(iv) The research group developed proposals that allow for establishing a link between
the independent material characteristic length and discretization. In [33], replacing
the constitutive law for the bound with a bi-linear law is proposed, which allows for
defining the material characteristic length independent of the discretization level. This
possibility was not used in the simulation implemented in the present paper.

The adopted material parameters are presented in Table 1. In previous publications
carried out by the research group, the peridynamic approach was utilized to duplicate
experimental tests (see, for example, [33]). The focus of the present study is not to du-
plicate or calibrate any specific test performed. The flexibility of the support produced
high variability in the experimental results, making it difficult to objectively calibrate the
model. Therefore, for this work, values that could be considered typical of a quasi-brittle
material were adopted: E = 17 GPa, G f = 70 N/m, and σt = 10 MPa. With these material
parameters, it is possible to use Equation (9) to obtain a material characteristic length
of δ = 10.21 mm. By using the recommendations of [9], the discretization adopted was
∆ = 3.4 mm. The coefficient of variation for the G f random field is (CV(G f ) = 50%). This
variation coefficient that is defined over the bound, in fact, represents a lesser value of
variation for the volumetric control, as discussed by [33].

Table 1. Main parameters used in the definition of the model.

Properties

Young modulus (E) 17 GPa
Fracture toughness (G f ) 70 N/m

Horizon (δ) 10.21 mm
Discretization (∆) 3.4 mm
Poisson’s ratio (ν) 0.25

Coefficient of variation for G f (CV(G f )) 50%
Failure stress 1 10 MPa

1 Unlike the other parameters, failure stress is not considered an input parameter in the model.

Figure 6 illustrates the geometry and boundary conditions considered. It was built
using a prism of 30 × 30 × 15 node lines corresponding to the x, y, and z directions, respec-
tively. The inclined pre-notch is represented with the removal of the bound (disconnection
between nodes) that crosses the crack, as is illustrated in Figure 6c.

The boundary condition was applied to three lines of nodes above and below the edge
of the specimen; that is, they were applied to six lines of nodes in the y direction. In order to
research the influence of the lower constraint on the experimental test, two configurations
called Config. 1 and Config. 2 were analyzed. The configurations are represented in
Figure 6. In Config. 1 (Figure 6a), the lower support is aligned with the beginning of the
crack, as represented in Figure 5a, and, in Config. 2, the lower support is aligned with the
crack tip. Note that Config. 1 is the configuration used in the experimental test.



Appl. Sci. 2024, 14, 4721 9 of 20

ux = uy = uz = 0 uy = vt

ux = uy = uz = 0

(a)

ux = uy = uz = 0 uy = vt

ux = uy = uz = 0

(b)

Notch Generation Discretization

10.2 mm

3.4 mm

y

xz

(c)

Figure 6. Peridynamic model details: (a) Config. 1; and (b) Config. 2. (c) Details of the level of
discretization and the horizon, δ.

5. Results
5.1. Experimental Results

In the present work, four experimental tests were carried out; the specimens were
named 1, 2, 3, and 4. The test using specimen 1 was discarded. In all tests, the load
and displacement were captured. Additionally, in the test using specimen 4, the acoustic
emission data were recorded and the results are plotted in Figure 7. All plots use normalized
time, tn = t/tmax, where tmax is the time when the load reaches 100% of its peak value.

In Figure 7, for specimen 4, the load vs. normalized time, signal amplitudes, accu-
mulated signals, and AE energy are plotted. The b-value and DPH index evolution are
presented for the information captured with sensor 1 and sensor 2, which were positioned
as indicated in Figure 5c.

The following are observations about Figure 7:

(i) In Figure 7a, the load vs. normalized time (tn) results are presented. Only after
tn ≈ 0.55 does the load start to increase. This occurs because the support was unable to
correctly fix the specimen, as the upper supports (labels 2 and 3 in Figure 5a) introduce
flexibility to the system.

(ii) The AE signals from sensors 1 and 2 are presented in Figure 7b. Note the high activity
recorded at sensor 2 around the normalized time 0.15, which is due to the movement
of the support, which is indicated by label 3 in Figure 5a. Furthermore, more AE
emissions can be observed from sensor 2 (S2, right side) than from sensor 1 (S1, left
side). This information is consistent with the final configuration presented in Figure 8c,
where it is evident that the damage is concentrated on the right side of the specimen.

(iii) Figure 7c presents the accumulated number of signals and AE energy. Observe that
in Figure 7b,c, in tn ≈ 0.7, a sequence of signals was captured with both sensors, but
these were in greater quantity for sensor 2. This AE activity is probably due to the
opening of the crack tip.
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(iv) The evolution of the b-value is presented in Figure 7d. Note that both sensors indicate
a drop in the b-value only at the end of the test when a collapse is expected. At
tn ≈ 0.15, the b-value does not change due to the movement of the supports previously
mentioned.

(v) The evolution of the DPH index is presented in dark gray in Figure 7e. The moving
average carried out in a window of 175 values is indicated in red in the same figure,
and a red diamond indicates the maximum value of the DPH index. This value, as
discussed in [26], can be considered a complementary precursor to collapse when an
acoustic emission test is carried out. Note that, in the experimental case, the reaction
load of the support (indicated by label 3 in Figure 5a) times the prescribed displace-
ment is considered a measure of elastic energy, and from this value the derivative is
calculated.

(vi) Considering the methodology adopted by [26] and that which was previously de-
scribed for determining a measure of elastic energy in an experimental test, it is
possible to see an abrupt increase in the DPH index at tn ≈ 0.55. This is further
evidence that the support cannot fix the specimen correctly before tn ≈ 0.55.
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Figure 7. Results for specimen 4 in terms of (a) load, (b) signal distribution, (c) the accumulated
number of signals and signal energy, (d) the b-value, and (e) DPH index evolution. The horizontal
axis is normalized time (tn).
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The load and DPH index vs. normalized time are presented in Figure 8, and the final
configuration obtained from each test is also indicated. This information is presented for
all tests performed for specimens 2, 3, and 4.

The following observations can be made about Figure 8:

(i) The initial interval before the upper support actually solicited the specimen (tn < 0.55)
was removed from the results presented for specimen 4 in Figure 8.

(ii) The DPH index in all cases is presented in a dark gray color, and the moving average
using 175 points is presented as a red line.

(iii) Specimen 3 shows a final configuration different from specimens 2 and 4; this is also
evidenced by the load and DPH index evolution. The local failure that appears in
tn ≈ 0.7, when viewed in terms of DPH index evolution, shows that, before the
local minimum appears, a smooth local maximum occurs, as evidenced by the detail
presented in Figure 8b. This behavior is also investigated in Figure 9, where the
sensibility of the number of data used to make the moving average is investigated.

(iv) In all the tests, the maximum value of the DPH index appears close to the failure, and
the local maximum also indicates some local failure during the test.

Figure 8. The results for (a) specimen 2, (b) specimen 3, and (c) specimen 4 in terms of the load and
DPH index evolution vs. normalized time. The final configurations are also presented.
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Figure 9 shows the sensibility of the window average on the evolution of the DPH
index for the test with specimen 3. Windows of 50, 175, and 500 values were analyzed to
obtain the moving average. The maximum values are indicated by markers. It is evident
that a window of 175 values is enough to present a clear evolution of this index during
the tests.
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Figure 9. Study of the sensibility of the data window used in the moving average carried out for
test 3. A window of 175 values is considered sufficient to obtain a clear evolution of the DPH index.

Finally, in Figure 10, the experimental results obtained in the tests for specimens 2, 3,
and 4 are presented in terms of load vs. displacement. The excessive flexibility and lack
of control in the supports with labels 2 and 3 in Figure 5a create different responses in the
tests performed. In addition, the simulation for both configurations, analyzed in detail in
the next section, is presented in the same domain.

Notice that simulations were not performed only to adjust specific experimental tests
but also to create similar configurations for the specimens tested.
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Figure 10. The load vs. displacement for the experimental test and both simulations performed with
the peridynamic model.

5.2. Simulations Results

The results obtained from the two configurations described in Figure 6 are presented
below. As in the experimental results, all plots use normalized time, tn = t/tmax, where
tmax is the time when the load reaches 100% of its peak value. In Figure 11, the partial
configurations during the simulation are presented for Config. 1. At the top of Figure 11,
the position of each configuration for load vs. normalized time is presented, and in
Figure 11a–d the different configurations obtained during the simulation are shown.
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Notice that, during the simulation, three sources of damage appear, indicated (in
Figure 11c) by yellow (i), red (ii), and cyan (iii) circles. Notice that failure mechanisms
(ii) and (iii) dominate the failure configuration only at the end of the process, as can be seen
in Figure 11c,d.

Figure 11. Partial configuration for the Config. 1 simulation. The graph above is load vs. normalized
time, along with the instant where the pictures were taken. The graphs below are the partial
configurations at given instants and the final configuration of the damage.

Figure 12 presents the same organization as Figure 11 but is referred to as Config. 2;
here, see that there are two clear sources of failure that are in competition, indicated by the
yellow (i) and cyan (ii) circles in Figure 12a. Finally, the mechanism (i) leads to the final
fracture configuration, but this definition happens only at the end of the process, as can be
seen in Figure 12c,d.

In addition, notice that diffuse damage occurs in the contact surface between the
specimen and the upper support, indicated by a green box in Figure 12c.

In Figure 13, the energy balance for Config. 1 and Config. 2 simulated using the
peridynamic approach is presented. With the aim of facilitating a comparison, the three
kinds of energy are plotted at different scales. The following can be seen in this figure:

(i) Damage energy does not begin at zero because when a pre-notch is created (as shown
in Figure 6c) the peridynamic model computes the damage energy of each bond
deactivated to create this pre-notch.

(ii) The abrupt drop in damage energy that is wasted when the final failure happens is
called ∆E2

d, and the value of energy dissipated smoothly up to reach the eminence
of the final fracture is called ∆E1

d. The inspection of these two values confirms that
Config. 1 presents more brittle behavior than Config. 2, dissipating practically the
same quantity of energy up to arriving at the final configuration (∆E1

d value) but
presenting a sharper decrease in terms of ∆E2

d for Config. 1 (0.5 J) than that of Config. 2
(0.3 J).

(iii) Reinforcing the observation (ii) that the increase in elastic energy is more accentuated
in Config. 1 than in Config. 2, there is an indication that more elastic energy (Ee) is
available to produce a brittle failure in Config. 1 (1.8 J) than in Config. 2 (1.1 J).
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(iv) The kinetic energy evaluation during the simulation shows a sensible increase after
the specimens begin to show a smooth increase in the dissipated energy close to
tn = 0.5 for both configurations. In addition, Ek fluctuations increase at the end of
the simulations when the final failure happens, and notice that in Config. 1 these
fluctuations are higher than in Config. 2, which is in agreement with the fact that
Config. 1 presents increased brittle behavior.
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Figure 12. Partial configuration for the Config. 2 simulation. The graph above is the load vs.
normalized time, along with the instant where the pictures were taken. The graphs below are the
partial configurations at given instants and the final configuration of the damage.
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Figure 13. Energy balance obtained using the peridynamic simulations: (a) Config. 1; and (b) Config. 2.
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Acoustic emission tests were also simulated in Config. 1 and Config. 2. Accelerations
perpendicular to the surface placed in the same positions as sensor 1 and sensor 2 were
captured, and these were considered AE signals.

The temporal derivative of the kinetic energy computed with the model d(Ek(t))/dt,
here called ∆Ek(t), will have the same acoustic emission signal distribution pattern with
time, as was pointed out in [34]. The difference between ∆Ek(t) and the signal distribution
obtained with each sensor is that ∆Ek(t) is computed using the kinetic energy measure in
the model. This avoids the loss or distortion of information due to the wave traveling in
the solid from the event source to the AE device.

In Figure 14a, energy balance details of when an event happens are presented, where
the elastic, dissipated, and kinetic energies change during the event. In the same Figure, the
derivative of the dissipated energy, ∆Ed(t), and the kinetic energy, ∆Ek(t), are presented.
It is easy to perceive that the pattern of ∆Ek(t) is like the typical AE signal. In [35,36], the
indirect link between the energy dissipated by the event and the AE signal is discussed. In
this discussion, it remains clear that the AE signal relates to the energy that makes noise;
that is, the kinetic energy creates an indirect relation between the fall in the elastic energy
and the dissipated energy.

The signals captured with the device, A(t), ∆Ek(t), and ∆Ed(t), are presented in
Figure 14b. The similarity between the A(t) signature and ∆Ek(t) is evident. In the details
of the same Figure 14b, the delay between A(t) and ∆Ek(t), ∆Ed(t), is indicated. ∆Ek(t) is
computed directly from the model energy balance and is then manifested when the event
happens; the acoustic emission signal (A(t)) has a delay in comparison with ∆Ek(t) because
the signal is captured in the AE device after the elastic wave arrives in the sensor.

The possibility to compute ∆Ek(t) as an alternative measure of A(t) is only possible in
the simulation, but comparing the numerical ∆Ek(t) and A(t) could obtain complementary
information to interpret the AE experimental test.

Figure 14. The link between the information computed during the energy balance and its relationship
with the acoustic emission signal. (a) The energy balance for a typical event during a process where
the variation in Ee Ed Ek is presented. In the same plot, the derivatives of the dissipated energy,
∆Ed, and kinetic energy, ∆Ek, are shown. (b) The superposition of ∆Ek ∆Ed and the EA signal are
illustrated. The beginning of the curves is presented to demonstrate the delay between A, ∆Ed,
and ∆Ek.
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In Figures 15 and 16, the results related to the simulation of the AE tests are presented
for Config. 1 and Config. 2. All parameters are plotted vs. normalized time. In (a),
the global load is presented. In (b), the AE signal obtained for sensor 1 and sensor 2
(placed as indicated in Figure 5c) is shown. In (c), the accumulated number of signals
(Acum S1 and Acum S2) and the number of events measured from ∆Ek are plotted. In the
same plot, information on accumulated AE energy is presented. In (d), b-value evolution
is computed using the acoustic emission signal for sensors 1 and 2, and the b-value is
computed using the ∆Ek(t) information, which is also presented. In (e), DPH index
evolution, which was computed using the product of the displacement prescribed times the
correspondent reaction force (d( f u)/dt), is illustrated. Finally, in (f), DPH index evolution,
which was computed using the elastic energy obtained from the overall energy balance of
the simulation (dEe/dt), is depicted.
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Figure 15. Numerical results for Config. 1. (a) Load vs. normalized time; (b) temporal distribution of
the amplitude signals for sensor 1 (left device) and sensor 2 (right device) and the signal computed
from the kinetic energy measured during the simulation (∆Ek). (c) The accumulated number of signals
for both sensors, and the accumulated energy magnitudes, measured using the RILEM methodology;
the same information was computed from ∆Ek, an alternative measure of AE information. (d) b-value
evolution obtained using sensor 1, sensor 2, and ∆Ek. (e) DPH index evolution, obtained using the
methodology of [26]. (f) DPH index evolution, computed using the elastic energy in the simulation.
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Figure 16. Numerical results for Config. 2. (a) Load vs. normalized time; (b) temporal distribution of
the amplitude signals for sensor 1 (left device) and sensor 2 (right device) and the signal computed
from the kinetic energy measured during the simulation (∆Ek). (c) The accumulated number of signals
for both sensors and the accumulated energy magnitudes, measured using the RILEM methodology;
the same information was computed from ∆Ek, an alternative measure of AE information. (d) b-value
evolution obtained using sensor 1, sensor 2, and ∆Ek. (e) DPH index evolution, obtained using the
methodology of [26]. (f) DPH index evolution, computed using elastic energy in the simulation.

In the analysis of these figures, we make the following observations:

(i) For Config. 1, it is evidenced that, in Figure 15b, sensor 1 recorded more signal activity
than sensor 2 until tn ≈ 0.95. After this time, the same activity in both sensors is
observed. This fact is coherent with the evolution of the configurations presented in
Figure 11a,b; until tn ≈ 0.95, high AE activity comes from the pressure head. This
source is close to sensor 1. This tendency changes after tn ≈ 0.95, when the failure
mechanism changes, as is depicted in Figure 11c,d. In the second mechanism, the
source of AE activity is close to sensor 2.
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(ii) On the other hand, sensor 1 registers more AE activity during all of the simulations
in Config. 2, as shown in Figure 16b, and, in this case, this fact is coherent with the
configuration presented in Figure 12a–d, which show the crack tip as the main failure
source of AE activity during all simulations.

(iii) In Figures 15b and 16b, it is interesting to compare the signal obtained from the two
sensors and the equivalent information obtained from ∆Ek. In this comparison, it is
possible to measure how the travel between the event source and the device modified
the acoustic emission signal captured. The simulation of this situation might suggest
placing the AE sensor in a better position in the experimental test. Particularly, in
the present case, sensor 1 is better positioned than sensor 2. In general, it will be
possible to determine if the combination of specimen geometry, boundary condition,
and damage distribution can help identify the best position for the AE sensors.

(iv) In Figures 15c and 16c, the number of accumulated signals and the change in signal
energy during the simulation are presented. In both configurations, the results in
terms of the number of signals and energy indicate higher activity registered in sensor
1 until the final part of the simulation in Config. 1 and during all the simulations in
Config. 2. The measure of the accumulated number of events and the accumulated
energy computed from ∆Ek are coherent with the results obtained from the signal
information obtained with the AE sensors.

(v) In Figures 15d and 16d, b-value evolution for the signals from sensors 1 and 2 and the
∆Ek information are shown. After the oscillation, the decreasing trend of b is clearly
close to the final collapse around tn = 0.9, which is a clear indication that collapse is
imminent.

(vi) The DPH index presented in Figure 15e,f shows a maximum value before arriving at
the failure in both cases. Notice that obtaining the DPH index directly from the elastic
energy or from a measure of the elastic energy (reaction support times the support
displacement) indicates the same tendency.

6. Conclusions

In the present work, a concrete prism with pre-notching was analyzed. Three tests were
performed, but the flexibility of the support produced uncontrolled boundary conditions.
AE information was captured in one of the tests, and two similar simulations using a
peridynamic model that considered different boundary conditions were carried out. In
the numerical models, an AE test was simulated. In the experimental test and numerical
model, the evolution of the DPH index was also computed, which is a parameter that can
be used to gather complementary information regarding the AE test.

We draw the following conclusions:

• The three tests carried out showed high dependency on the flexibility of the support,
with the three tests presenting quite different displacements and final configurations.

• A strong dependence on boundary conditions was also seen in the simulation results
using the peridynamic model.

• The acoustic emission information obtained in the tests presented coherency, and the
results allowed for explanations regarding the damage process analyzed.

• The evaluation of the DPH index for all the specimens tested and the simulations
demonstrated the potential of this index to indicate a maximum value close to a local
or global collapse. In all the cases analyzed, the value of the DPH index presented a
maximum before the collapse occurs. This parameter could provide complementary
information in AE analysis.

• The simulation of the two configurations indicated the potential of the peridynamic
model to represent an AE test and the possibility to obtain information that aids AE
experimental testing.

• Specifically in the simulations, the possibility of comparing the signal measured with
the device and an alternative measure called ∆Ek is interesting; this information could
be used to perceive distortions in the waves that travel between the signal event source
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and the signal captured by the device. This analysis could be used to define the best
position for the AE device in the experimental test.

Finally, we consider that the main goal of the present study was accomplished; the
performance of the DPH index and the numerical simulation of acoustic emission using
a peridynamic model could be a good alternative to help with the interpretation of AE
information obtained in such tests.
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