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A B S T R A C T   

3D reconstruction is a long-standing research topic in the photogrammetric and computer vision communities; 
although a plethora of open-source and commercial solutions for 3D reconstruction have been released in the last 
few years, several open challenges and limitations still exist. Undoubtedly, deep learning algorithms have 
demonstrated great potential in several remote sensing tasks, including image-based 3D reconstruction. State-of- 
the-art monocular and stereo algorithms leverage deep learning techniques and achieve increased performance 
in depth estimation and 3D reconstruction. However, one of the limitations of such methods is that they highly 
rely on large training sets that are often tedious to obtain; even when available, they typically refer to indoor, 
close-range scenarios and low-resolution images. Especially while considering UAV (Unmanned Aerial Vehicle) 
scenarios, such data are not available and domain adaptation is not a trivial challenge. To fill this gap, the UAV- 
based multi-sensor dataset for geospatial research (UseGeo - https://usegeo.fbk.eu/home) is introduced in this 
paper. It contains both image and LiDAR data and aims to support relevant research in photogrammetry and 
computer vision with a useful training set for both stereo and monocular 3D reconstruction algorithms. In this 
regard, the dataset provides ground truth data for both point clouds and depth maps. In addition, UseGeo can be 
also a valuable dataset for other tasks such as feature extraction and matching, aerial triangulation, or image and 
LiDAR co-registration. The paper introduces the UseGeo dataset and validates some state-of-the-art algorithms to 
assess their usability for both monocular and multi-view 3D reconstruction.   

1. Introduction 

The generation of complete and accurate 3D representations of 
scenes using images has been one of the main research topics for the last 
decades in the photogrammetric and computer vision communities. 
Various methods with different outputs have been developed toward 
this scope for diverse applications such as mapping, autonomous navi-
gation, localization, and virtual or augmented reality, among others. 
Depth estimation and 3D reconstruction algorithms have been largely 

improved in recent years, as also witnessed by the release of many so-
lutions that are nowadays commonly used by researchers and practi-
tioners in different domains. These solutions were mainly developed 
following standard Structure from Motion (SfM) and Multi-View Stereo 
(MVS) pipelines for real-world and large-scale applications and are 
normally based on conventional approaches using hand-crafted features 
and user-defined parameters. Despite the impressive results of such so-
lutions, delivering precise, complete, and aesthetically pleasing 3D 
reconstruction results in multi-view scenarios is still an open challenge 
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for the scientific community. Inevitably, acquisition conditions such as 
image network geometry, illumination conditions, and sensor quality 
can severely affect the reconstruction results; yet the efficiency of the 
implemented algorithm is of utmost importance to ensure high-fidelity 
outcomes (Seitz et al., 2006; Wenzel et al., 2013; Remondino et al., 
2014; Aanæs et al., 2016; Knapitsch et al., 2017). 

Deep neural networks are used in several visual recognition tasks 
such as image classification (Krizhevsky et al., 2012; He et al., 2016), 
object detection (Girshick et al., 2014; He et al., 2017), and semantic 
segmentation (Long et al., 2015; Chen et al., 2017; Badrinarayanan 
et al., 2017) with great success, mainly due to their capability to 
consider the global semantic context. For depth and disparity estima-
tion, convolutional networks have been exploited in the two-view 
(Zbontar and LeCun, 2015; Kendall et al., 2017; Guo et al., 2019) and 
multi-view scenarios (Yao et al., 2018; Im et al., 2019; Xu et al., 2021b). 
Deep learning has also revitalized the interest in monocular depth esti-
mation algorithms (a.k.a. Single Image Depth Estimation (SIDE) or 
Multi-view Depth Estimation (MDE)) that have become popular in many 
indoor and outdoor applications due to their cost effectiveness and 
flexibility (Eigen et al., 2014; Laina et al., 2016; Godard et al., 2017; Xu 
and Tao, 2020; Yin et al., 2021). However, despite their undeniable 
potential, the applicability of these methods in real-world scenarios is 
still debatable. Among the biggest concerns are the need for a vast 
amount of training data, the high memory requirements, and the limited 
generalization and domain adaptation performance. Several bench-
marks have already been released by different communities in the last 
years to promote the development of efficient and reliable algorithms 
across different applications (Geiger et al., 2012; Mayer et al., 2016; 
Schöps et al., 2017; Choy et al., 2019; Hermann et al., 2020; Madhua-
nand et al., 2021; Welponer et al., 2022; Wu et al., XLIII-B2021). The 
ground truth (GT) in these benchmarks is usually provided by point 
clouds or surface models obtained using active sensors or a-prior-
i-generated synthetic models of the scene. In photogrammetry and 3D 
vision, most of the benchmarks focus on satellite and terrestrial datasets 
(Wu et al., XLIII-B2021). Airborne benchmark data are historically less 
popular, and although their number is progressively increasing, only a 
few of these benchmarks have been dedicated to UAV datasets (Nex 
et al., 2015; Lyu et al., 2020). These UAV datasets are either dedicated to 
semantic segmentation or aim to assess the image orientation process 
with ground control points, while the quality of the 3D reconstruction is 
mainly qualitative. UAV datasets allow ultra-dense 3D reconstructions 
but their comparison with conventional airborne LiDAR data is normally 
insufficient to allow a thorough comparison (Nex et al., 2022), given the 
different point densities of these data. 

The aim of the paper is to introduce the UseGeo dataset (https:// 
usegeo.fbk.eu/home) that intends to bridge the aforementioned gaps, 
providing images and GT point clouds acquired by UAV platforms for 
the rigorous assessment of 3D reconstruction algorithms, with a specific 
focus on deep learning approaches. The dataset has been supported by 
ISPRS (Scientific Initiatives, 2021) and aims to foster research on very 
high-resolution images, providing a useful training set for both MVS and 
monocular 3D reconstruction algorithms. Simultaneous acquisition of 
images and LiDAR was performed in different urban and peri-urban 
areas. While LiDAR was acquired (primarily but not necessarily) as a 
reference (GT), the image data sources were used for the training and 
testing of MVS and monocular 3D reconstruction algorithms. Different 
typologies of landscapes have been considered in the acquisition to 
deliver relatively heterogeneous scenes. The data have already been 
validated using certain meaningful state-of-the-art algorithms to assess 
the dataset usability for both, monocular and MVS 3D reconstruction 
tasks. With the availability of image blocks and LiDAR data, UseGeo can 
be also a useful dataset for additional research tasks such as image 
triangulation, exploiting novel feature extraction and matching algo-
rithms, and image/LiDAR co-registration and fusion. 

The paper is organized as follows. In Section 2 a literature review on 
MVS and monocular 3D reconstruction algorithms as well as other tasks 

potentially benefiting from UseGeo is provided. Section 3 reports the 
used UAV system and the data collection. The pre-processing steps 
employed to prepare the data are summarized in Section 4, while some 
preliminary tests on state-of-the-art algorithms are reported in Section 5. 
The data organization for their efficient download is finally reported in 
Section 6. 

2. State–of–the-art 

In the following sections, we report the tasks where UseGeo data 
could be mainly used to develop and evaluate algorithms and method-
ologies, in particular: multi-view depth estimation and 3D reconstruc-
tion and monocular depth estimation. The described dataset could be 
additionally used to assess other tasks such as image orientation, feature 
extraction and matching or even automated registration of images and 
LiDAR data. 

2.1. Multi-view depth estimation and 3D reconstruction 

The SfM process typically relies on matching local features and yields 
an abstract representation of the scene consisting of few but high-fidelity 
3D points along with the camera orientations. MVS algorithms, on the 
other hand, aim to generate a complete and dense 3D representation of 
the scene, either as a point cloud or a triangulated mesh (Zhou et al., 
2020; Wang et al., 2021; Stathopoulou and Remondino, 2023). Thus, the 
depth calculation of every pixel is attempted to establish robust pixel 
correspondences. In the standard two-view scenario, epipolar geometry 
constraints simplify the correspondence search by restricting the search 
space along the epipolar line. Several methods have been developed for 
solving this correspondence search problem, either local (Scharstein, 
1994; Hosni et al., 2011; Bleyer et al., 2011), global (Faugeras and 
Keriven, 1998; Strecha et al., 2004), or hybrid semi-global (Hirsch-
müller, 2008) methods. Nonetheless, MVS scenarios, considering mul-
tiple images of the same scene, mostly refer to non-rectified images. MVS 
relies on the same principles for correspondence search but has a higher 
complexity than its two-view equivalent due to the ray redundancy 
resulting from the multiple observations and the arbitrary viewpoint 
variations. Many specially designed algorithms have been developed for 
efficient MVS reconstruction in recent years, having achieved impres-
sive results (Strecha et al., 2006; Galliani et al., 2015; Schönberger et al., 
2016; Schönberger and Frahm, 2016b; Xu and Tao, 2019). A popular 
categorization for MVS approaches is based on their reconstruction al-
gorithms (Seitz et al., 2006), which are voxel-based methods, surface 
evolution-based methods, feature point growing-based methods, and 
depth map-based methods. Depth map fusion algorithms perform 
per-view depth estimation and subsequent depth fusion (Strecha et al., 
2006; Merrell et al., 2007; Gallup et al., 2007; Furukawa et al., 2010; 
Galliani et al., 2015). They have been widely used in large-scale, 
high-resolution applications with demanding accuracy requirements 
due to their overall efficiency and scalability. Regarding learning-based 
methods for depth estimation under MVS scenarios, early approaches in 
the field were based on volumetric scene representations and learned 
voxel occupancy (Ji et al., 2017; Kar et al., 2017; Paschalidou et al., 
2018), but their applicability was limited to low-resolution scenarios 
due to high computational complexity. More recent methods adopted 
plane-sweep volumes to enable better scalability and achieve impressive 
time results (Huang et al., 2018; Yao et al., 2018). To confront, up to 
some extent, the high memory needs of 3D cost volumes, RNN (Recur-
rent Neural Networks) architectures have also been implemented (Yao 
et al., 2019; Xu et al., 2021) along with coarse-to-fine schemes (Yang 
et al., 2020). Nevertheless, learning-based MVS methods have limited 
applicability in high-resolution datasets due to the use of 3D convolu-
tions for cost volume representation and they are typically evaluated 
over low- or medium-resolution datasets followed by refinement and 
postprocessing steps. Moreover, such methods, in order to generalize 
appropriately, need a large amount of GT depth maps for training, 
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therefore commonly provided by synthetic datasets, e.g., Yao et al. 
(2020). However, methods trained only on synthetic data inevitably 
suffer from domain differences with real-world scenarios. To relax the 
requirement of GT depth maps for training, unsupervised methods have 
also been exploited, considering the nearby views (Khot et al., 2019; Dai 
et al., 2019) and additional semantic cues (Xu et al., 2021). However, 
they still show insufficient performance and scalability for large-scale 
scenarios. 

2.2. Monocular depth estimation 

Monocular Depth Estimation (MDE) refers to the process of recov-
ering distances between objects in the 3D space along with the camera 
parameters given only one image. Since limited information about the 
scene structure can be directly extracted from a single image (ill-posed 
problem), prior cues regarding the captured scene should be provided 
for efficient 3D reconstruction. Early methods for monocular depth 
estimation relied on handcrafted features and used such complementary 
cues to recover the depth by formulating an MRF (Markov Random 
Field) (Saxena et al., 2008). Using deep learning methods, monocular 
depth prediction refers to the single image inference during test time and 
is typically formulated either as a regression or a classification problem. 
Eigen et al. (2014), in a seminal work, proposed a coarse-to-fine scheme 
and a scale-invariant loss function. As follow-up work, Eigen and Fergus 
(2015) also predicted surface normals and semantic maps in a similar 
framework. Various methods have been proposed in the recent literature 
that consider monocular depth estimation as a supervised (Laina et al., 
2016; Xu et al., 2018; Fu et al., 2018; Hu et al., 2019) or a self-supervised 
problem (Garg et al., 2016; Godard et al., 2017; Tosi et al., 2019; Zhang 
et al., 2023). In supervised methods, GT is often obtained by sparse 
depth maps generated using LiDAR point clouds, since rich GT depth 
annotations are costly to obtain for every pixel. For self-supervised 
methods, on the other hand, binocular cues such as left-right consis-
tency are used to circumvent the need for GT data, while a research 
direction focuses on training from monocular video, considering motion 
(Zhou et al., 2017; Teed and Deng, 2019). Loss functions are formed 
either based on pixel-wise photometric loss, either L1 or L2, (Garg et al., 
2016), or by combining more sophisticated cues such as Structural 
Similarity Index (SSIM) (Godard et al., 2017; Watson et al., 2019) to 
measure the similarity of two image patches. Depending on the available 
training data, the scene depth can be estimated as ordinal, i.e., relative 
(Fu et al., 2018) or Euclidean (Eigen et al., 2014; Yin et al., 2019). 
Despite achieving impressive results in depth map inference in common 
benchmarks (Silberman et al., 2012; Geiger et al., 2012), the respective 
3D reconstructions suffer from apparent distortions and artefacts. Some 
recent works attempt to incorporate 3D geometry cues in monocular 
depth estimation; for instance, plane priors can be considered based on 
the assumption that urban scenes are commonly composed of planar 
structures (Lee et al., 2019). Yin et al. (2019) formulated a joint loss 
function using virtual normals to explicitly consider the 3D structure and 
enforce high-order geometric consistency between surface patches in a 
large range. Further extensions of this work refer to affine-invariant 
depth formulation (Yin et al., 2020) and add an extra training module 
for scene 3D reconstruction (Yin et al., 2021). These state-of-the-art 
methods, although promising, still suffer from limited domain adapta-
tion capability. In a recent method, the potential of monocular depth 
estimation for 3D reconstruction in photogrammetric scenarios showed 
limited generalization ability (Welponer et al., 2022; Zhang et al., 
2023). 

2.3. Other tasks: feature extraction and image-LiDAR registration 

The extraction of accurate and reliable tie points among images is the 
first and fundamental step for the accurate recovery of camera param-
eters and the 3D reconstruction of the scene. In the last three decades, an 
incredible number of algorithms have been developed 

(Gonzalez-Aguilera et al., 2020) to detect homologous points in an 
automated way. Traditional algorithms were hand-crafted descriptors 
and detectors, while an increasing number of deep learning approaches 
are implementing solutions where convolutional networks are adopted 
to learn directly from the data which features are more effective in the 
extraction of homologous regions across images (Remondino et al., 
2021). Depending on the implementation, different approaches can be 
categorized: learning-based detectors (Savinov et al., 2017) to only 
extract features, learning-based detectors (Ebel et al., 2019) to describe 
the regions around these features, and descript-detect solutions (Dus-
manu et al., 2019) or end-to-end learning (Luo et al., 2020) where both 
detection and description are performed simultaneously. Despite their 
great potential, these solutions still have significant limits in handling 
geometric, radiometric and scale changes and, last but not least, deliver 
different exterior orientation performances depending on the way they 
were designed (Revaud et al., 2019). In addition, the great majority of 
these methods have been trained and tested on terrestrial and 
close-range images, while airborne data are largely overlooked 
(Remondino et al., 2022). 

The integration of photogrammetric blocks or single images with 
LiDAR point clouds can be useful in different applications ranging from 
3D building modeling to object detection and segmentation. The 
acquisition of images and point clouds can be performed on the same 
platform (contemporarily) or in separate acquisitions. In both cases, the 
georeferencing and the synchronization provided by onboard in-
struments are insufficient to guarantee the accurate alignment of these 
data without any post-processing step, especially in the case of ultra- 
high-resolution data acquired by UAVs (Nex et al., 2022). In this re-
gard, several registration methods have been implemented in the last 
decade to register photogrammetric blocks and LiDAR data. (Abayowa 
et al., 2015) used the Iterative Closest Point (ICP) algorithm to align 
different point clouds generated using LiDAR and photogrammetry, 
while more recently other methods proposed a similar solution using 
deep learning approaches (Zhang et al., 2020). Similarly, (Yang and 
Chen, 2015) minimized the discrepancies between point clouds using 
building outlines and applying a rigid transformation (Xu et al., 2023) 
while (Toschi et al., 2021) the alignment was performed using points 
extracted from both datasets: this approach showed good results with 
already georeferenced point clouds but had limitations using different 
point cloud densities or acquisitions performed using different plat-
forms. With multi-sensor systems, other approaches combine the LiDAR 
strip adjustment and the photogrammetric Bundle Block Adjustment to 
exploit the common GNSS/INS (Global Navigation Satellite System/-
Inertial Navigation System) trajectory recorded during the data acqui-
sition. In that regard, solutions proposed by various authors (Glira et al., 
2019; Haala et al., 2020, 2022; Zhou et al., 2021) perform tighter in-
tegrations of GNSS/IMU, images and LiDAR data by extracting common 
features from LiDAR and photogrammetric point clouds and using their 
matches to improve the bundle adjustment, correcting the trajectories of 
the sensors and improving the alignment. 

The registration between a single image and a point cloud has been 
another relevant topic in the scientific community (Kaminski et al., 
2009) but it has been recently boosted by the introduction of deep 
learning methods. (Li and Lee, 2021) estimated the rigid transformation 
between coordinate frames converting this into a CNN classification 
problem to learn common feature descriptors to establish correspon-
dences while (Yan et al., 2022) incrementally aligns the image to the 
point clouds using a reinforcement learning approach that learns how to 
improve the pose movements towards the final solution. (Rotstein et al., 
2022) aligns coloured point clouds and RGB images minimizing the 
photometric difference between the colors of the point cloud and those 
of the corresponding pixels in the image. All these approaches mainly 
focus on terrestrial applications and data, while their use on airborne 
(and UAV) images do not exist yet. 
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3. Data collection 

The data were acquired with a RIEGL miniVUX-3UAV scanner and a 
SONY ILCE-7RM3 camera (Fig. 1) that installs an APX-20 IMU system 
onboard and guarantees high accuracy in the georeferencing. Using this 
setup, a total area of 1100 m × 650 m was acquired during a campaign 
over the Italian territory in April 2021. The average height above ground 
was 80m with a GSD of approximately 2 cm and the laser point cloud 
counting 51.39 points/m2. In some areas, higher point density was 
achieved. Each acquisition was performed on average with 80% and 
60% forward and side image overlap respectively. This overlap gua-
rantees a minimum of 8 images on each object point, with less than 2 cm 
GSD and an average 140 m × 95 m footprint. Trajectories were initially 
corrected using riPRECISION and its pre-processing steps, allowing to 
adjust the trajectories and merge the overlapping strip acquisitions. In 
total, three flights were performed (Fig. 2), acquiring a total of 829 
images (see Table 1). 

4. Pre-processing of the data 

The acquired UseGeo data were processed using different steps in 
order to guarantee the quality of the outputs and enable their usability 
by the community. In the following sections, a more detailed description 
of each step is provided. 

4.1. Data alignment 

The initial dataset is composed of data acquired by four sensors: 
LiDAR, optical camera, GNSS, and IMU. The LiDAR strips (.rdbx) are 
given in the Scanner Coordinate System (SCOS), the initial level arm of 
the camera images is given with respect to the GNSS/IMU sensors, and 
the initial GNSS/IMU trajectories and attitudes of the drone are pro-
vided in a cartographic reference system. The hybrid adjustment (Pfeifer 
et al., 2014) approach was then used as an efficient approach to align 
camera and LiDAR datasets without using any additional ground truth 
inputs in the form of Ground Control Points (GCPs) or Control Point 
Clouds (CPCs). The concept of the hybrid adjustment approach is to 
simultaneously optimize the orientation of LiDAR and the camera by 

minimizing the discrepancies between the produced point clouds. The 
camera images are pre-processed to obtain the exterior orientations 
(EO), image point observations, and tie points needed for the hybrid 
adjustment. In the hybrid adjustment, correspondences were established 
and selected between image pairs (IMG-IMG), overlapping LiDAR strips 
(STR-STR), image tie points and LiDAR strips (IMG-STR) with a modified 
Iterative Closest Point (ICP) algorithm. The subsets of the points are 
selected from the correspondences with a uniform sampling technique to 
make the adjustment process computationally efficient. Uniform sam-
pling aims to select the points from both datasets in the object space as 
consistently as possible (Glira et al., 2015a) and to ensure that the 
uniform distribution of points in the correspondences and equal-area 
regions are weighted equally within the hybrid adjustment for the 
implementation of uniform sampling of the points. The regions of 
overlap were divided into a voxel structure and the nearest point to each 
voxel centre was selected. The edge length of each voxel can be treated 
as the mean sampling distance along each coordinate direction (Glira 
et al., 2015a). Fig. 3 illustrates the following steps for aligning the 
datasets using hybrid adjustment. The readers may refer to (Glira et al., 
2019) for more technical details. 

The main iteration loop in the hybrid adjustment starts with the 
direct georeferencing of the LiDAR strips with the initial parameters in 
the first loop and then continues the refinement of the estimated pa-
rameters from the hybrid adjustment in the subsequent loops. During the 
adjustment procedure, the potential correspondences are matched, i.e., 
the nearest neighbour of a query point in the overlapping point cloud. 
The false correspondences are rejected and removed in the subsequent 
step based on threshold criteria (Glira et al., 2015b) of the roughness, 
the angle between the normal vectors of corresponding points, and the 
distance between the corresponding points (Glira et al., 2015a, 2015b). 
After the outlier rejection step, the correspondences are weighted based 
on their surface roughness and angle between respective surface nor-
mals. It is worth mentioning that the correspondences are recalculated 
in each iteration of hybrid adjustment. After a given number of itera-
tions are completed, the LiDAR strips are georeferenced with the 
adjusted parameters in the final iteration loop of the hybrid adjustment. 
As a final product of the hybrid adjustment, adjusted LiDAR strips, 
adjusted image orientations, camera calibration and undistorted images 

Fig. 1. The used drone (a) and onboard sensors technical specifications (b).  
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as well as the adjusted trajectory of the UAS are obtained. The data that 
can be downloaded in UseGeo refers to this output. 

For results evaluation and analysis of the achieved results, the 
camera images with their adjusted orientations were processed in Pi 
x4DMapper software to generate a dense point cloud (Yadav et al., 
2023). The primary quality analysis was carried out in CloudCompare 
software with the computation of the mean cloud-to-cloud (C2C) dis-
tances between LiDAR and camera point clouds, as shown in Fig. 4 for 
Area 1. 

The regions near the block borders usually had higher residuals, 
which can be attributed to the regulatory behavior of the hybrid 
adjustment process implemented on the dataset. However, it is quite 
evident that the initial alignment error (above 1 m in all the three test 
areas) has been significantly reduced thanks to the hybrid adjustment 
(Fig. 4). The C2C distances were very similar in all three test areas, 

guaranteeing residuals equivalent within 2–3 image GSDs (and within 
the distance between points in the LiDAR data) in all the performed 
adjustments, as reported in Table 2. 

4.2. Depth map generation 

The corresponding projection matrix P for each image is obtained 
from the adjustment described above, encapsulating the extrinsic and 
intrinsic parameters. Given this information along with the GT point 
cloud acquired with the LiDAR, we generate a GT depth map for each 
image by back-projecting the 3D points into the image plane. The un-
distorted images given in output by the adjustment were used in this 
step. In particular, the Z-buffer algorithm (Habib et al., 2007) was 
adopted for the back-projection of the depth values to account for oc-
clusions in the scene and prevent double-mapping problems. As well 
known, Z-buffer has problems handling occlusions, especially when 
range and image acquisitions are performed from different positions. 
This problem is even more frequent in correspondence of depth dis-
continuities (e.g. buildings) and when LiDAR data are relatively sparse 
compared to the image resolution. In the UseGeo dataset, this issue was 
mitigated by acquiring data with the same platform, by the high density 
of the LiDAR point cloud and by down-sampling the depth images (to 
reduce the size of the depth image too). In addition, the residual errors 
were removed by applying a 3x3 matrix filtering to the depth values 
lower than the median (<2.5 m) values. These points as well as other 
residual empty pixels in the scene were filled using a linear interpola-
tion. Because of the limited extension of the areas to fill, more complex 
interpolators showed comparable results. An example of this process is 
shown in Fig. 5. 

Please note that the delivered depth files report the depth as 
Euclidean distances between the projection centre of the camera and the 
object space (depth in Fig. 6, a). In many algorithms (such as self- 
supervised approaches) the depth learnt by the network is the distance 
between the camera and the object space in Z direction (like an ortho-
graphic projection), considering the Z axis parallel to the optical axis of 
the camera (Z-depth in Fig. 6, a). To consider these two different depth 
definitions, a correction file (8-bit.tif files) has been computed for each 
dataset. The values (Digital Number, DN) reported in this file range 
between 0 and 255 (Fig. 6, b) and vary according to each pixel distance 
from the camera’s principal point. The conversion from the Euclidean to 
the Z-depth distances can be achieved by multiplying their normalized 
value (i.e. DN/255) by the Euclidean depth values. In the considered 
dataset, this ratio varied from 1 (central part of the image to about 0.75 
on the corner of the image. 

Fig. 2. Photogrammetric point clouds generated on the test areas.  

Table 1 
Collected datasets and the corresponding number of images.   

Strips # images Forward overlap Side overlap GSD [cm] 

Dataset 1 8 224 80 60 1.7 
Dataset 2 8 328 80 60 1.8 
Dataset 3 8 277 80 60 1.9 

The high overlap between images has guaranteed the generation of high-quality 
and complete point clouds that have been used to verify the alignment between 
photogrammetric and LiDAR data (see Section 4.1). 

Fig. 3. LiDAR and camera data alignment process.  

Fig. 4. Example of mean cloud-to-cloud distances between LiDAR and camera 
point clouds for area 1, after the hybrid adjustment. 

Table 2 
Mean values of cloud-to-cloud distances between LiDAR and 
photogrammetric point clouds after hybrid adjustment.   

Mean C2C distances (cm) 

Dataset 1 8.8 
Dataset 2 8.5 
Dataset 3 6.7  
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5. Tests and results 

The delivered data have been tested using state-of-the-art algorithms 
to provide examples of the achievable results using the presented 
benchmark. In particular, the results achieved by SIDE algorithms and 
stereo-matching algorithms are shown in the following. As already 
mentioned, a comprehensive evaluation of the state-of-the-art methods 
for single-depth estimation or stereo reconstruction is out of the scope of 
this paper. The tests reported below do not follow the same procedure 
and, therefore, the achieved results cannot be directly compared. A more 
detailed evaluation of state-of-the-art methods is reported in (Nex et al., 
2023) and in (Hermann et al., 2024). 

This paper aims to demonstrate the usability of the released data for 
such purposes, with specific regard to deep learning methods that 
require larger datasets for training. The results reported in the following 
indicate some of the possible tasks where this benchmark will be useful 
for the scientific community. 

5.1. Performance assessment 

The metrics reported in Eqs. (1)–(4) were adopted to assess the tested 

algorithms. These metrics compare the estimated depth (d’) generated 
by the algorithms and their corresponding ground truth depth (d), 
averaging these values on the number of pixels N of each depth map. In 
particular, the Absolute Relative difference (Abs Rel) (often called L1- 
rel) given in equation (1), Squared Relative difference (Sq Rel), equa-
tion (2), Root Mean Square Error (RMSE), equation (3), were used in this 
assessment as also described in Godard et al. (2019) and Hermann et al. 
(2020). 

Abs Rel=
1
N

∑N

i=1

|d(xi) − dʹ(xi)|

d(xi)
(1)  

Sq Rel=
1
N

∑N

i=1

|d(xi) − dʹ(xi)|
2

d(xi)
(2)  

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N

∑N

i=1
(d(xi) − dʹ(xi))

2

√
√
√
√ (3)  

Accuracy (δθ) =
1
N

∑N

i=1
max

(
di

dʹ
i
,
dʹ

i
di

)

< θ (4) 

Fig. 5. For each image of known orientation parameters, a GT depth map is generated by projecting the LiDAR 3D points to the image plane.  

Fig. 6. (a) Scheme showing the difference between (Euclidean) depths and Z-depths: depth difference increases with the distance from the principal point of the 
image (see black and red line); (b) example of conversion file from Euclidean to Z-depth maps: brightest colors refer to values close to 1 (no difference between 
Euclidean and Z-depths) while grayer colors defines lower values (bigger differences between Euclidean and Z-depths) on the edges of the image (value 0.67). (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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The accuracy δ (equation (4)) reports the percentage of pixels that do 
not exceed a certain difference from the corresponding pixel value in the 
reference depth map (Godard et al., 2019). This difference is measured 
considering the maximum among the ratios of the computed depth and 
its corresponding ground truth and their inverse value. The thresholds θ 
are 1.25, 1.15 and 1.05 as also proposed in the KITTI standard bench-
mark (Garg et al., 2016). 

5.2. Monocular depth estimation (MDE) 

Two different algorithms have been used in this assessment. The first 
algorithm refers to (Madhuanand et al., 2021), a self-supervised 
approach not requiring ground truth depth maps for training, instead, 
using sequences of frames to learn both depths and pose information 
through two different networks. The predicted depth and pose are 
jointly exploited to reconstruct one image from the viewpoint of another 
image of the same dataset, adopting a contrastive loss term to improve 
image quality generation. More in detail, the network combines 2D 
encoders and 3D decoders for extracting information from adjacent 
images. In (Madhuanand et al., 2021), the model was trained using 
oblique images acquired by UAV. The first tests performed using this 
previously trained model on nadir images did not provide acceptable 
results. It was then decided to retrain the model using a combination of 
images from UseGeo, the Hessigheim3D (Kölle et al., 2021) and Zeche 
Zollern (Nex et al., 2015) datasets. 

The images from Hessigheim3D and Zeche Zollern datasets are of 
size 6132 × 8176 and 1989 × 1320, respectively, with an overlap of 
80% with consecutive images. While both datasets comprise features 
like rooftops, vegetation, roads, and barren land, the Zeche Zollern 
dataset appears to be more of a densely populated urban setting than the 
Hessigheim3D dataset. A total number of 1036 images was used for 
training, 136 images for validation, and 88 images for testing; the testing 
was performed using only images from the UseGeo dataset. 

The architecture was implemented using the PyTorch framework 
(Paschalidou et al., 2018) and trained using resized input images of 
resolution 640 × 352 pixels. The learning rate was set to 10− 5 and the 
Adam optimizer (Kigma et al., 2014) was used for optimization. The 
training lasted 40 epochs with a batch size of 12. The weights between 
different loss terms are used as in Madhuanand et al. (2021). We used a 
single Nvidia Titan Xp GPU with 16 GB memory, with a total compu-
tation time of ca. 11 h. To assess the performance of the method, 
different pixel-wise metrics are calculated between the predicted and 
reference depth according to the same rationale adopted by Madhua-
nand et al. (2021). The achieved results are summarized in Table 3, 
while visual examples of the results can be seen in Fig. 7. 

From the inferred depth maps it can be observed that the edges of 
buildings, roads, and other structures are obtained with a higher quality 
in comparison to the trees and objects that are closer to ground level. 
Overall, the reconstruction is still very blurry, ignoring finer details. 
Another possible limitation of the achieved results is given by the 
different GSD of the subsampled image (both resized at the same scale 
but starting from different image sizes and GSDs) that could have 
reduced the quality of the 3D depth estimation. 

The second algorithm that was used to test the benchmark refers to 
(Hermann et al., 2020) and also represents a self-supervised learning 
approach for single image depth estimation. This approach is trained by 

executing four consecutive steps in each training iteration: 1) An 
encoder-decoder network is used for monocular depth estimation to 
predict a depth map for the reference image. 2) A pose estimation 
network is used to estimate the relative orientation between the refer-
ence image and two adjacent images in the image sequence. 3) A Spatial 
Transformer Network together with bilinear sampling is used for syn-
thetic view generation from the two adjacent images using the estimated 
depth map and relative camera poses. 4) An image reconstruction error 
is calculated by comparing the synthetic images and the original image. 
This error serves as the training loss and comprises a photometric loss to 
enforce a high-quality image reconstruction as well as an edge-aware 
smoothness loss to enforce smooth depth maps. Once the approach 
has been trained, inference can be performed on only one image by using 
only the network for monocular depth estimation to predict the corre-
sponding depth map. 

The first tests of this approach on the UseGeo dataset were performed 
using 510 images for training and 192 images for testing, whereby image 
selection was focused on reducing redundancy and ensuring non- 
overlapping training and test areas. All images were rescaled to a size 
of 768 × 448 pixels. For details on performance evaluation and imple-
mentation, we refer to (Hermann et al., 2023). For the sake of repro-
ducibility and comparison, applied evaluation procedures are released 
in (Hermann et al., 2023). All experiments are conducted on 2 T V100 
GPUs. The total processing time is about 30 h for training (also due to 
the use of data augmentation in order to increase the given amount of 
training data) and 14 ms per image for testing using a single GPU. The 
achieved results are summarized in Table 4, and visualizations of pre-
dicted depth maps as well as the corresponding reference image and the 
ground truth depth maps are provided in Fig. 8. 

The predicted depth maps reveal that the self-supervised MDE 
approach of Hermann et al. (2020, 2023) is capable of learning 
monocular depth estimation from aerial imagery. The scene geometry 
and objects are predicted correctly, yet the prediction of fine structures 
(e.g., given for vegetation and sharp edges) remains challenging. 

In both experiments, the only use of nadir images for the training of 
self-supervised approaches could have represented an additional chal-
lenge for the successful inference of the network. This is a specific 
problem that will deserve more attention from our research community 
in the upcoming years. 

5.3. Stereo/multi-view stereo matching 

A hybrid multi-view stereo and deep learning method fully exploring 
the potential of this dataset is assessed. It uses a combination of tradi-
tional multi-view stereo (MVS) paradigm based on semi-global matching 
(SGM) (Hirschmüller, 2008) followed by a refinement network using a 
few images from UseGeo as the training set. For this MVS algorithm, a 
connectivity matrix was first established computing the neighbourhood 
views for each image and using heuristics such as the distance of the 
perspective centre, intersection angle, overlap, as well as the number of 
feature points (sparse points). Then a pair-wise SGM algorithm, which is 
implemented in the software Multi-view Stereo Processor (Qin,), was 
performed thanks to a hierarchical matching strategy to facilitate large 
frame images. The MVS process generates, for each view, a number of 
pairwise depth maps, and these depth maps are then fused with a me-
dian filter to generate an initial depth for each view. 

Given that UseGeo provides the reference depth data for each view, it 
can provide a valid means to improve traditional MVS algorithms 
through depth refinement. As a second step, a U-Net model (Ronne-
berger et al., 2015) was directly used to regress a 4-channel input, 
consisting of the three RGB image channels and the initial depth from 
the MVS algorithm as the 4th channel, to the refined depth. Given that 
U-Net is a relatively lightweight network, only 10 images from the 
UseGeo dataset were used for training. 

During the training, standard data augmentation such as random 
rotation and flip was used, and additionally, the images were cropped 

Table 3 
Quantitative results achieved by the MDE reconstruction approach presented by 
(Madhuanand et al., 2021). For more information on the metrics used, please 
refer to (Madhuanand et al., 2021; Garg et al., 2016).  

Method Abs 
Rel 

Sq Rel 
[m[ 

RMSE 
[m] 

δ1.25 

↑ 
δ1.15 

↑ 
δ1.05 

↑ 

Madhuanand et al. 
(2021) 

0.049 0.377 5.967 0.999 0.968 0.579  
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into 256 × 256 patches. In order to train the model with image patches, 
the depth values were converted to depth with respect to the camera 
focal plane (i.e. Z-depths). The input was normalized using a global 
standard deviation and mean values for each channel. A minor adap-
tation was used to enhance the edges of the depth by giving a higher 
weight to the depth boundaries when training, where the boundaries 
were detected using the Canny operator (Canny, 1986). Both L1-loss and 

gradient loss were used, optimized by Adam optimizer with the initial 
learning rate 0.01, and 10− 5 wt decay. Given the lightweight of the 
refinement network, it can be trained by a relatively less powerful GPU 
(GTX 1070) for about 10 h, and with an inference time of less than half a 
second for each image. 

Indicative results for 10 randomly selected, overlapping images are 
shown in Table 5 below. It can be seen that the predicted depth images 
have revealed better image depth boundaries owing to the additional 
step of depth refinement benefited from UseGeo. The reconstruction 
looks complete in all the scene elements and the residuals are definitely 
lower than the single-image cases, as expected (Fig. 9). 

6. CONCLUSIONS AND RELEASED DATASETS 

The UseGeo data are publicly available to the research community to 

Fig. 7. Examples of delivered results: (left) input image, (center) ground truth provided by the UseGeo dataset and (right) inferred depth from the single image. Note 
that violet refers to closer objects, while yellow to more distant ones. (For interpretation of the references to colour in this figure legend, the reader is referred to the 
Web version of this article.) 

Table 4 
Quantitative results achieved by the MDE approach presented by Hermann et al. 
(2020, 2023). L1-rel refers to the relative L1-norm.  

Method Abs Rel δ1.10 ↑ δ1.05 ↑ δ1.01 ↑ 

Hermann et al. (2020, 2023) 0.0614 0.9399 0.7436 0.1994  
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promote the development of learning-based approaches for depth esti-
mation on images collected by UAV platforms. It was decided to release 
all the acquired and processed data to enable different uses and research 
by the scientific community. For this purpose, the aligned photogram-
metric and LiDAR point clouds as well as the full-resolution images block 
coupled with the image orientation parameters are provided: different 
formats for the interior and exterior orientation parameters are deliv-
ered to ease their use. For each image, a downsampled image (¼ of the 
original size) and the respective depth map are delivered too. Standard 
formats are used to distribute the data: specifically, .las files for point 
clouds, 8-bit.tiff for images and 16-bit.tiff images for depth maps. In 
addition, the GNSS/IMU trajectories as well as the raw LiDAR files (. 
rdbx) are released to open new research uses for this dataset. Due to the 
size of the files, they have been organized into several subfolders to 
reduce the amount of data to download for each use case. The in-
structions on how to download the data are available on the UseGeo 
website: https://usegeo.fbk.eu/home. 

6.1. Benchmark’s evaluation 

UseGeo data can be useful for different research topics, ranging from 
image orientation to single-image and multi-view stereo 3D recon-
struction (Hermann et al., 2024) also considering new solutions such as 
NeRF (Neural Radiance Field) approaches (Remondino et al., 2023). 

Furthermore, the additional raw data could make the use of our datasets 
for additional tasks easier as discussed above. For these reasons, it was 
decided to not produce strict protocols for results delivery but to leave it 
open to each research group that wants to publish them. In the UseGeo’s 
website a page and a GitHub folder are dedicated to this. Each research 
group can freely describe (max 500 words) the used procedure, report 
the used metrics and (when available) add a few images showing the 
achieved results. 

6.2. Recommendations and future developments of the benchmark 

The state-of-the-art algorithms used to assess the suitability of Use-
Geo have shown that this dataset is a valuable asset to support the 
improvement of these methods, giving new indications of their perfor-
mances. The residuals of the performed tests show that there is still room 
for improvement and this benchmark can support the research to 
improve these solutions in the upcoming years. 

UseGeo also delivers registered images and point clouds that can be 
freely adopted for a number of possible new applications that go beyond 
the initial scopes of this scientific initiative. The training and testing of 
feature extraction and matching algorithms can be developed consid-
ering the known orientation of the images and the corresponding co-
ordinates of these features in the object space; analogously, the 
availability of accurately registered data allows testing automated 
registration algorithms of images and point clouds. In the following 
months, the semantic information will be added to the available dataset 
to increase the number of tasks where UseGeo could be potentially used. 
In the literature, there are not many benchmarks designed to support 
different tasks using the same data, especially if we consider ultra-high- 
resolution images such as UAV data. For this reason, besides the only 
segmentation task, this addition to UseGeo could also ease the devel-
opment of multi-task approaches. 

Fig. 8. Visual results achieved by the MDE approach presented by Hermann et al. (2020, 2023): (left) input image, (center) ground truth provided by the UseGeo 
dataset and (right) inferred monocular depths. Note that yellow refers to closer objects, while violet to more distant ones. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the Web version of this article.) 

Table 5 
Quantitative results achieved by the multi-view stereo approach presented by 
(Qin,)  

Stereo 
Matching 

Abs 
Rel 

Sq Rel 
[m] 

RMSE 
[m] 

δ1.25 ↑ δ1.15 ↑ δ1.05 ↑ 

Hybrid SGM +
DL 

0.007 0.025 1.566 0.999 0.998 0.979  
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