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Abstract

Mobile traffic modelling is crucial for optimizing the network configuration and
improving mobile user experience; by reliably modelling mobile traffic, it is feasible
to obtain domain-specific knowledge and accurate mobile traffic predictions, which
can help mobile operators better configure the network and adapt to the trend of
mobile demand. In recent years, we have observed a dramatic growth in mobile traffic
worldwide, and that raises more challenges for mobile operators to manage mobile
networks efficiently. In this thesis, we explore how to model the characteristics
of mobile network key performance indicators using solutions built on machine
learning and deep learning.

For mobile traffic modelling, the problems can be generally subdivided into two
subjects: how to obtain useful knowledge by analyzing mobile key performance
indicators and how to predict them accurately. In this thesis, we first study how
to recognize meaningful patterns which could be used to achieve better network
management. Chapter 3 presents a novel time series clustering algorithm, this
algorithm is responsible for creating clusters based on the variability of mobile traffic
time series. For a cell in the mobile network, the potential activeness of its served
mobile users can be reflected by the changing strength of the monitoring mobile
traffic; hence the developed algorithm can be used to evaluate the importance level
of each cell. Experiments have shown that the proposed clustering algorithm can
identify different importance levels efficiently while having a fast running speed.

Chapter 4 and Chapter 5 focus on the problem of mobile traffic forecasting,
where Chapter 4 explores the methods of predicting mobile traffic peaks and Chapter
5 focuses on general mobile traffic forecasting considering deployment constraints.
In Chapter 4, we propose two deep learning-based mobile traffic peak predictors
which can handle the trade-off between peak forecasting performance and general
forecasting performance. Compared to widely used baseline approaches, these pre-
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dictors have improved the peak forecasting performance significantly. Moreover, the
proposed predictors are employed to implement a predictive detection approach, and
this approach can efficiently predict if mobile traffic will be distributed among neigh-
bouring cells in an imbalanced way, supporting the decision-making regarding the
network management. Finally, Chapter 5 proposes two forecasting models respecting
the deployment constraints which could be met under industrial scenarios, where
memory and training time constraints are the main concerns of mobile operators.
Extensive experiments are conducted on the real-world dataset, and the designed
models can make accurate mobile traffic predictions having either few parameters or
rather short training time.

To sum up this thesis, we study how to perform mobile traffic forecasting and
knowledge extraction using machine learning and deep learning approaches. By
evaluating the proposed methods on real-world industrial datasets, we prove that our
approaches can be used to address different issues encountered under real scenarios,
allowing mobile operators to manage and configure mobile networks more reliably
and smartly.
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Chapter 1

Introduction

In recent years, we have seen a dramatic growth of mobile traffic which is more rapid
than ever; benefiting from the development of telecommunication technologies, the
Internet is ubiquitous and connects people worldwide, permanently changing how
we live [1]. Due to the increment of mobile devices and the rise of video streaming
services over them, mobile data traffic volume is estimated to increase by more than
twice in the period 2023–2027, and the mobile video traffic is predicted to grow
by almost 30% annually through 2027 [2]; this massive growth of mobile demand
makes the management of mobile networks more critical and challenging, especially
for mobile network operators. To maintain the efficiency of mobile networks, the
network configuration has to be updated over time to match the needs of mobile
users; as many new technologies and architectures have been integrated with the
telecommunication system such as the 5th generation of mobile systems (5G) [3, 4]
and others, the mobile network architectures are becoming much more complex and
difficult to handle.

To meet the strict quality of service (QoS) requirements of different mobile
services, it is essential to build an intelligent management system which can manage
the networks automatically in an efficient way. Nowadays, data-driven methods have
drawn research interests in this field, where machine learning (ML) and deep learning
(DL) approaches are seen as promising techniques to enhance the ability of the mobile
network to configure, optimize and heal itself [5–7]. ML and DL algorithms have
shown great superiority at extracting hidden knowledge and recognizing various
patterns from data input, making them fit mobile network applications very well;
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every day mobile users generate a rather large amount of mobile data, and the mobile
traffic activity is analyzed and recorded by mobile operators through generating
different mobile network key performance indicators (KPIs) and logs. Considering
that human activities and social events would significantly affect the mobile demand
of base stations, meaning that different traffic usage patterns and network events
are related to different user behaviours, which are affected by user habits and the
city functionalities of the located area of base stations [8–11]; for example, the base
stations located around the subway stations and bus stations usually carry much
higher mobile traffic in commuting time, and the base stations located in the city
centre are generally busy all day, which implies that mobile traffic is distributed
across spatial and temporal domains in an inhomogeneous way. For mobile operators,
unlocking the intricacies of traffic patterns concealed within mobile network KPIs
is essential for the efficient operation and configuration of networks; this valuable
information serves as a reflection of past usage patterns, guiding strategic decisions
and optimizations. Nevertheless, the modelling of mobile traffic time series poses a
great challenge due to the intricate nature of mobile demand, as the mobile traffic
exhibits clear periodicity while retaining a certain level of randomness. In this case,
the conventional statistic-based methods are outperformed by ML and DL approaches
as the previous methods cannot model the complex non-linear relationships very
well [12–15]; based on this reason, a growing number of research brings artificial
intelligence (AI) to mobile network applications which is not limited to user mobility
analysis [16, 17], network security [18–20], mobile data analysis [21–23], and
network control [24, 25].

This thesis has been developed with the cooperation of Telecom Italia S.p.A,
which is the largest telecommunication service provider in Italy expressed the interest
and need for algorithms that could be implemented to explore mobile data efficiently.
In this thesis, we explore mobile data analysis and modelling using data-driven
solutions, facilitating enhanced knowledge extraction and predictions for cellular
networks. Our work introduces novel machine learning and DL-based approaches to
effectively address real-world challenges encountered in industrial scenarios.
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Fig. 1.1 An illustration of the process involving data collection, analysis, and optimization
within mobile networks.

1.1 Management of mobile networks

To improve the QoS and user experience, the base station configuration must be
configured frequently to adapt to the mobile demand of the covered areas. To
optimize the network configuration more efficiently, a critical problem is how to
perform data mining to maximize the value of the recorded mobile data. In mobile
networks, the telecommunication infrastructures generate the network-level data
stream continuously which describes the cellular network performance from a global
point of view (e.g., downlink usage, average number of connected users, handover
rate, throughput, etc.); the data reflects the comprehensive mobile user activities
within the covered areas and exhibits strong temporal patterns due to the diurnal
nature of human behaviour. Thanks to the existing spatiotemporal patterns of mobile
traffic, it is possible to extract knowledge and discover the mobile data characteristics
from the records through well-designed algorithms, and this topic has gained a lot of
attention from mobile operators in recent years as the huge amount of stored data
allows them to manage the networks in a more advanced way [5, 26, 27].

Network optimization is a rather challenging task which needs good cooperation
between data collection, data storage, data analysis, optimization and configuration
update of network infrastructures, and the cost of building the whole process is very
high where many aspects within it require specific domain knowledge. To conduct
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the network diagnosis and management automatically, mobile operators develop a
complex system which is shown in Figure. 1.1. The illustration shows the general
architecture of a management system of LTE mobile networks, and the system is
composed of several major subcomponents. The radio access network is an important
part of the system as it provides the mobile network KPIs for further analysis and
gets the configuration update directly from the optimization module; within the radio
access network, the cells are seen as the most fundamental component of it. The
radio access network is composed of elements called evolved Node B (eNodeB) or
E-UTRAN Node B; eNodeB is responsible for connecting mobile devices within its
coverage to the mobile network [28, 29]. Each eNodeB consists of multiple cells,
which act as connected targets for user devices; mobile operators can update the
configuration of cells constantly to characterize a mobile network. Along with the
running of cells, the observed mobile data is aggregated with a predefined interval
(e.g., 10-minute, 15-minute, etc.) to create different mobile network KPIs, and each
network KPI monitors a specific indicator related to the network performance. For a
detailed understanding of mobile demand, the attention is focused on the KPIs to
obtain insights into cell behaviour, leading to the need to analyze the time series
of various KPIs. Once the mobile network KPIs are generated, the data storage
system collects the KPIs from the radio access network, and this information is
stored and fed into the mobile data analysis system. In mobile data analysis systems,
ML and DL solutions are widely applied because of their efficiency and non-labor-
intensive characteristics; based on the needs of different tasks, algorithms fall into
categories such as supervised learning, unsupervised learning, or reinforcement
learning. Once the analysis has been finished, the results are fed into the decision-
making and network optimization system to determine the strategies for operating
and configuration updates.

The mobile data analysis system plays a key role in the decision-making and op-
timization process, where the collected mobile KPIs are analyzed by AI approaches;
the conducted analysis can be roughly subdivided into four categories: knowledge
extraction, mobile traffic forecasting, network event prediction and pattern recog-
nition. Knowledge extraction and pattern recognition are centred on extracting
meaningful information and identifying regularities in data. While the results might
not be directly implemented in the decision-making stage, they contribute to refining
existing knowledge and cultivating a more profound comprehension of underlying
relationships [30–32]. In contrast to the extensive exploration in mobile traffic fore-
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casting and network event prediction, the research in mobile knowledge extraction
and pattern recognition fields has not been thoroughly investigated; in this thesis,
knowledge extraction and pattern recognition are discussed in Chapter 3 where we
propose a novel clustering algorithm to distinguish different traffic usage patterns
in city-wide mobile networks. Unlike these subjects, mobile traffic forecasting and
network event prediction have garnered significant research attention over the years
because the predictions can be easily integrated with the methods applied in network
management and resource allocation [23, 33–35]. Mobile traffic forecasting aims to
predict the mobile demand for the next few steps, and the predictions can be used to
support configuration optimization or network event prediction. The prediction of
network events can be made through either a direct or non-direct approach. In the
former, predictions are made directly using observed network data, while the latter
relies on other network analyses, such as short-term mobile traffic forecasting, to
inform event predictions. In this thesis, we have conducted an intensive study of mo-
bile traffic modelling and forecasting, taking into account the diverse requirements of
various applications and deployment scenarios. In Chapter 4, we propose DL-based
forecasting models which can significantly improve the prediction of mobile traffic
peaks which have been rarely studied; the predictions are further used as the input
of threshold-based algorithms to predict unobserved network events. In Chapter
5, two forecasting models are proposed to address diverse deployment constraints,
including computational costs and storage restrictions, and this dives into the insights
of mobile traffic modelling.

1.2 Thesis outline

In this section, we outline the thesis structure, chapter contents and the main contri-
butions of each chapter.

Chapter 2 outlines the previous works related to time series analysis and mobile
traffic modelling, providing minimal background knowledge of these topics to
understand the contribution of the thesis.

Chapter 3 presents a novel time series clustering to analyze the cell behaviour
in city-wide mobile networks. A novel clustering approach is proposed to create
clusters based on the variability of the network KPI time series, which can be used
to describe the importance level of each cell of mobile networks.
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Chapter 4 presents solutions for predicting mobile traffic and the imbalanced
distribution of mobile demand. In this chapter, we propose two DL models to
improve the traffic peak forecasting performance. Besides predicting the mobile
traffic peaks, we also propose a non-direct prediction approach to predict if the
mobile traffic distributes in an imbalanced way among cells, whose occurrence is
closely related to the observations of mobile traffic peaks.

Finally, Chapter 5 presents two novel DL-based mobile traffic forecasting mod-
els, and each one is proposed to address a certain issue which would be met during
real-world deployment. These models are carefully designed to overcome the com-
putational and storage restrictions while making accurate mobile traffic forecasting,
allowing mobile operators to deploy forecasting models more flexibly based on the
needs of applications.

1.3 List of publications

In this section, we outline the papers published and submitted during the PhD which
are described in the thesis:

1. Temporal dynamics clustering for analyzing cell behavior in mobile net-
works, Li, Shuyang; Francini, Gianluca; Magli, Enrico, (2023) In: Computer
Networks, Volume 223, March 2023, pages: 109578.

2. To be Conservative or to be Aggressive? A Risk-Adaptive Mixture of Ex-
perts for Mobile Traffic Forecasting, Li, Shuyang; Magli, Enrico; Francini,
Gianluca, (2023) In: ICC 2023 - IEEE International Conference on Communi-
cations.

3. Deep Learning Based Prediction of Traffic Peaks in Mobile Networks, Li,
Shuyang; Magli, Enrico; Francini, Gianluca; Ghinamo, Giorgio, (2023) In:
Computer Networks, Volume 240, February 2024, pages: 110167.

4. TDANet: An Efficient Solution For Short-Term Mobile Traffic Forecast-
ing, Li, Shuyang; Magli, Enrico; Francini, Gianluca, (2023) In: IEEE 97th
Vehicular Technology Conference (VTC2023-Spring).
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5. Exploring Time Series Variability: A Training-Efficient Mobile Traffic
Predictor, Li, Shuyang; Magli, Enrico; Francini, Gianluca, (2024) Accepted
by: WCNC 2024 - IEEE Wireless Communications and Networking Confer-
ence.

I am the first and corresponding author for all the publications described in this
thesis. In particular, I independently devised all steps - from problem formulation to
model design and results analysis; I also had the leading role in writing all of the
papers.



Chapter 2

Related work

As discussed in Chapter 1, the radio access network consists of a large number
of eNodeB and each eNodeB monitors the network states over time; to make the
network management and operation more efficient, it is crucial to understand how to
handle the collected KPI time series correctly. In this chapter, we present a literature
review regarding the topics of time series analysis and mobile traffic modelling.
Considering that many approaches employed in mobile traffic modelling are the
same as or originate from the methods applied in time series analysis, we first present
the previous works developed in the time series modelling field to provide a big
picture, and then discuss the mobile network-specific modelling works. Furthermore,
we highlight the difference between the current works and our works presented in
different chapters of the thesis.

2.1 Time series analysis

Time series analysis is a very important topic and has historically been a key area of
research in many different domains; time series data is everywhere in our lives, a
complex industrial system, a vehicle or even a tiny medical device is generating time
series data all the time. This data stream constantly monitors the states of the device
or the system, which makes great value in strategic decision-making and predictive
maintenance [36, 37]; for the applications in various domains, how to model time
series efficiently to benefit from it has been a long-term research topic such as stock
prediction [38, 39], climate modelling [40], power system management [41] and
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arrhythmia diagnosis [42]. The subject of time series modelling is extensive and the
objective of the works mainly belongs to the five categories:

• Generate time series and improve the data quality.

• Recognize specific temporal patterns from time series.

• Assign the time series to different groups based on their characteristics.

• Predict the future values of the time series.

• Compress time series to obtain better representations or overcome storage
constraints.

Each category can be further subdivided into more specific topics concerning
different needs of applications; for example, the creation of time series groups can be
done either in the supervised way (time series classification) or in the unsupervised
way (time series clustering), where the former task aims to assign labels to the
sequences while the latter one focuses on finding similarities among the series
without prior knowledge. In this section, we mainly review the literature in time
series forecasting and clustering fields as the works presented in this thesis focus on
mobile traffic prediction and knowledge extraction.

2.1.1 Time series forecasting

Time series forecasting has been extensively researched and has garnered signifi-
cant attention since the previous century, and it is rather crucial to have accurate
predictions for the applications requiring knowing future states in advance. The
methods developed in this field can be divided into two categories: the traditional
methods and the data-driven methods which are the approaches built on ML and
DL algorithms. Traditional time series forecasting methods relying on the use of
probability and statistics have achieved great success in the fields of finance, retail,
industry and others. In the evolving era of big data, the continuous generation
of massive, non-linear time series data adhering to multiple distribution patterns
presents heightened challenges for time series forecasting methods. Consequently,
practitioners leverage ML and DL approaches to address the intricacies of predicting
highly complex time series data, yielding notable achievements in the process.



10 Related work

The traditional approaches mainly focus on parametric models informed by
domain expertise, and they are built based on mathematical and statistical mod-
elling [43]. Several classic prediction approaches are widely used including the
autoregressive integrated moving average (ARIMA) [44, 45], simple exponential
smoothing (SES) [46] and Holt-Winters methods [47]. ARIMA is proposed by Box
and Jenkins which can be seen as one of the oldest time series forecasting approaches,
this method was first used in the econometric field to predict indicators. The idea
behind ARIMA is to model the relationship between the current observation and the
previous ones, where the term "autoregressive" indicates that the ARIMA uses the
relationship between an observation and the lagged observations from the previous
time steps. ARIMA has been a standard method for time series forecasting for a long
time and has been widely used in different domains [38, 48, 49]. Even though the
ARIMA model is very popular in the forecasting field, it has some major drawbacks
due to its characteristics. First, it is difficult for ARIMA to model the complex
nonlinear relationships of time series limiting its performance for many industrial
applications, and also ARIMA assumes that there is a constant standard deviation in
errors and this may not be always satisfied from a practical point of view; lastly, the
performance of ARIMA is very sensitive to parameter setting and the selection of
the optimal values can be challenging which is dependent on the skill and experience
of the forecasters [50, 51, 14]. Based on this reason, ARIMA has been proven as
less effective in time series forecasting compared to neural networks and other data-
driven methods [14, 52, 53]. SES and Holt-Winters methods are frequently discussed
in tandem as there are similarities between their underlying mechanisms; SES is
a simple method predicting future values using a weighted average of historical
observations, and a smoothing parameter controls the weight assigned to the current
sample; in the end, the final prediction is a weighted sum of the previous forecast
and the most recent observation [54]. However, there is a significant drawback of
SES: it cannot model complex temporal patterns, especially periodic patterns, and
this critical issue often makes SES fail because many real-world time series consist
of daily or weekly patterns. To overcome this problem, Holt-Winters methods have
been proposed which are extensions of the traditional SES, and the biggest change is
the new methods use additional terms to model the trend and seasonality within the
time series. The introduction of the new terms allows Holt-Winters methods to make
better predictions when the time series exhibits clear periodicity. Even though the
statistical methods have been well-studied, they often fail when the time series is
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non-stationary and not well-preprocessed following the requirements; the researchers
also find that the statistical approaches cannot still model non-linear relationships
making them fail in many real-world applications [55, 56]. The rise of data-driven
methods has drawn attention and has established themselves as serious contenders to
traditional statistical forecasting approaches, many works find that neural networks
outperform the traditional methods and show superiority at learning the non-linearity,
marking the onset of the era of DL approaches [57–60].

Neural networks are data-driven predictive models, their strong nonlinear approx-
imation capabilities allow them to make accurate time series predictions after being
trained to minimize a predefined loss function; another advantage of neural networks
lies in their ability to automatically extract temporal patterns without relying on any
specific theoretical assumptions about the data distribution, thereby minimizing the
need for labour-intensive preprocessing. Through years of development, the neural
network has become one of the most powerful tools for handling non-stationary
time series and is widely employed in different domains [61–63]. For DL-based
forecasting models, many advanced models have been built based on some funda-
mental architectures including multilayer perceptron (MLP), convolutional neural
network (CNN) and recurrent neural network (RNN); the architecture design of the
fundamental models differs a lot making them suitable for handling time series with
different characteristics. In this case, how to select the proper architecture regarding
the data’s nature and the needs of applications is an essential topic; there is no actual
"bad” model but to use the right model at the right time.

MLP is the most basic model of feed-forward neural networks, and its architecture
only consists of three building blocks: an input layer, one or more hidden layers and
an output layer [64], where the number of hidden layers measures the depth of this
model. The layers of MLP are composed of trainable neurons, and the values of the
parameters are found by solving an optimization problem. Unlike CNN applies the
convolutional window and RNN introduces the recurrent connection, MLP has the
simplest connection type and it can access all input data points at once. MLP is one
of the first DL models which has been applied in the time series forecasting field
because of its simple design but effective performance; many works find that MLP
can make good predictions compared to the traditional methods [65–67]. Although
MLP has been proven as an effective model, its design makes it unable to take
into account the temporal order of time series samples, as MLP treats all samples
equally and independently; the intra-series temporal dependencies are often ignored.
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Therefore, the attention of researchers has been attracted by CNN and RNN because
these models try to model temporal behaviour in different ways. For this reason,
Nowadays MLP is widely used as a popular baseline approach or as a basic building
block of more complex models.

CNN is a class of DL models designed for better processing the constructed
grid data, such as images and video frames; its design makes it rather effective in
computer vision applications. The core of its design is to employ a moving filter to
perform convolution operation, eventually generating feature maps and modelling
local patterns at different regions of the data; by stacking multiple convolutional
layers, CNN can extract the high dimensional representation of raw data along with
excellent visualization ability. Because time series can be seen as well-structured one-
dimensional data points, CNN can be easily applied to time series data by modifying
the size of applied filters. Compared to MLP, the convolutional layers used by CNN
have shared weights, and this results in a much smaller model size. Benefitting from
the characteristics called distortion invariant, CNN can extract local features reliably
no matter where the features are in the raw data input, and that makes CNN a good
candidate for predicting time series with specific temporal patterns [68–71]. Besides
the conventional CNN, temporal convolutional network (TCN) is a more specialized
version designed for addressing sequence modelling problems [72]. Compared to
CNN, TCN is a more advanced model applying a convolution operation called dilated
causal convolution. In dilated causal convolution, the output of convolution at a given
time step depends only on the current and preceding data points and not on future
samples, which respects the nature of time series; the dilated causal convolution
also introduces gaps (dilations) between the elements of the filter, and this makes
TCN having a larger receptive field and better capturing the long-term dependencies
within the time series. These advantages make TCN a popular approach in the time
series forecasting field [73, 74], but its performance depends on the characteristics
of input data which could differ a lot on different datasets [56].

RNN is the last fundamental architecture presented in this section, which is
designed specifically for the tasks related to sequence modelling [75]. As mentioned
in the previous sections, MLP and CNN have their characteristics where MLP treats
all input samples equally without considering the temporal dependencies within
the time series and CNN focuses on extracting the local temporal patterns; unlike
these architectures, RNN introduces a recurrent connection connecting the current
time step to the preceding ones to model the evolving temporal patterns of time
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series, which fits the time series nature very well and achieves good results [76].
However, a critical problem of RNN is that the model has difficulty modelling the
long-term temporal dependencies, and it may meet the vanishing gradient problem
when the sequence is long [77]. To address this issue, long short-term memory
(LSTM) [78] and gated recurrent unit (GRU) [79] are proposed; by applying the
gate mechanism, they can better capture the correlation among samples and address
the vanishing gradient problem. The implementation of the gate mechanism greatly
improves the sequence modelling ability, making LSTM and GRU the two most
important members of the RNN family. In time series forecasting, LSTM and GRU
are rather popular and obtain excellent results in many domains [80, 81]; they have
also inspired many models which are designed especially for time series forecasting
problems.

Recently, significant efforts have been dedicated to enhancing the time series
forecasting performance using DL models, which leads to the burst of more advanced
models built based on the mentioned fundamental architectures; these models are
much more powerful than the conventional neural networks and have become the
state-of-the-art methods on different datasets. In general, there are three classes of DL
models concerning the model design: feed-forward, RNN-based, and Transformer-
based models. Feed-forward models are the models built without using any RNN
and Transformer component, and the architecture is usually composed of MLP, CNN
and residual connections; so far the most widely used models under this category are
DLinear [82], NLinear [82], N-BEATS [83] and TCN [72]. NLinear and DLinear
are modified versions of MLP where NLinear performs normalization and denor-
malization before and after making predictions, and DLinear integrates the MLP
with a decomposition module. N-BEATS is a more complex model compared to
the previous ones; it runs a sequential analysis of the input signal recursively, every
time it forecasts part of the predictions and removes the well-modelled part from
the previous signal, which performs an ensemble style forecasting. For RNN-based
models, LSTNet [84] and TPA-LSTM [85] are seen as state-of-the-art models for
time series forecasting and they share similar design insights: both of them try to
model the long-term and periodic patterns in a better way, where LSTNet employs
multiple RNNs with skip-connections and TPA-LSTM relies on the attention mecha-
nism. Besides the two models, DeepAR [86] and MQ-RNN [87] are also popular
considering that they can make probabilistic predictions and quantile predictions,
this satisfies the needs of the applications requiring to model the future distribution
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of a random variable. The last category is the Transformer-based models which are
popular nowadays; the design of these models employs the encoder-decoder architec-
ture along with multi-head self-attention mechanisms. Transformer was originally
proposed to address natural language processing tasks [88], and it is found as an
effective solution to handle sequences. In this case, many Transformer-based models
have been developed to address the long-term time series forecasting problem, and
the most famous ones are Informer [89] and Autoformer [90]. Even though these
models have been intensively studied in recent years, some works point out that
the Transformer-based models may not be that effective in prediction compared to
other simpler architectures [82, 91]. As we present in the section, the selection of
a forecasting model mainly depends on the characteristics of time series, and it is
extremely hard to find an architecture which can obtain good results on all datasets.

2.1.2 Time series clustering

Clustering analysis is a frequently used data mining technique which can split
the input data into different groups (clusters) based on their relevant similarities;
during this process, the similarities between an object and different clusters are
calculated individually, and the object will be assigned to the most similar cluster
in a pure data-driven fashion without having any specific knowledge of the group
characteristics [92]. Time series clustering is a specialized domain within the broader
field of clustering, and this topic focuses on clustering time series based on the
intra-series or inter-series similarities [93]. Because time series clustering is done
in an unsupervised way, that makes it a useful tool for exploratory data analysis,
and serves as a preliminary step for various other data mining tasks or as an integral
component within a complex system.

How to apply time series clustering efficiently requires a clear understanding of
its procedure; we can understand the whole process from four different dimensions:

• Clustering level.

• Type of clustering method.

• Clustering algorithm.

• Similarity measure.
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The difference between the second term and the third term is that the type
of clustering method represents the general fashion of clustering workflow, and
the clustering algorithm means the clustering algorithm actually employed in the
clustering stage of the clustering analysis; more specifically, the clustering algorithm
is only a stage of the clustering method, and the clustering method may also include
other stages such as preprocessing or feature extraction. In this section, we will
discuss the corresponding contents following the order of clustering level, cluster
method, clustering algorithm and similarity measure.

Time series clustering can be done on three levels: point-level, subsequence-level
and sequence-level [94]. The approach at the lowest level is point-level clustering
whose aim is to split the samples of a time series into different groups, each group
only consists of partial data points of the time series; this type of clustering is often
used to isolate the outliers within the time series to detect anomalies or to be used
as a denoising approach before applying time series forecasting and classification
algorithms [95, 96, 28]. The subsequence-level clustering aims to perform clustering
analysis based on the segments of time series; a set of subsequences is first created
by using a sliding window on a single time series, and then a clustering algorithm
is employed to find the similarity among them. This approach is usually used to
classify different temporal patterns within a specific sequence and is widely used in
many algorithms including rule discovery [97–99]. The last category is sequence-
level clustering which clusters individual time series according to the inter-series
similarity; this clustering fashion is the most popular one which has been applied in
many works [100–102].

Besides the clustering level, there are three types of clustering methods from
a general point of view which are the shape-based method, feature-based method
and model-based method; the difference between these methods is how they use the
raw time series to perform clustering analysis [93]. The shape-based method applies
clustering algorithms directly (e.g., K-means, etc.) on raw time series, considering
the stretching and contracting of the time axes to match the shapes of time series as
closely as possible. The situation in the feature-based approach is different from the
previous one, where a feature (new representation) is calculated from the raw time
series, and then a conventional clustering algorithm is used to cluster the calculated
feature vectors. Unlike the shape-based method which has many candidate distance
functions, the feature-based method usually uses the the Euclidean distance to
measure the similarity between time series objects [103]. The model-based method
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is rarely used in the literature compared to the others, and this method converts
the raw time series into model parameters; for example, this approach would build
a parametric model for each time series individually. The employed clustering
algorithm is used to measure the similarity between the generated parameters [104].
In the time series clustering field, the shape-based and feature-based methods are
used in most cases.

Once we determine the clustering level and the type of clustering method, the
remaining things are to choose proper clustering algorithms and distance measures
which are the core of clustering analysis. For exploring time series patterns, the
widely used groups of clustering algorithms are partitioning clustering, hierarchical
clustering and density-based clustering. The partitioning clustering algorithms are
popular both in academia and industry; when we decide the number of generated
clusters, the algorithms split the sequences into different groups and each group
is composed of at least one time series. The most famous partitioning algorithm
is K-means [105] which calculates a centroid for each cluster to characterise the
general behaviour of the cluster; the centroid is usually the mean value of all objects
within the cluster, and a new object is assigned to a specific cluster only if the object
is closest to that centroid. Another well-known partitioning algorithm is K-medoids
(PAM) [106] which is very similar to K-means; the main difference between them
is about the selection of the cluster center: in K-means the centroid is defined as
the mean value of all objects within the cluster while K-medoids uses medoid as
the cluster center and the medoid is the object minimizing the sum of distances to
all other objects in the cluster. In this case, the centroid of K-means is obtained
through calculating and may not be a real object, which is not the case in K-medoids.
Compared to K-means, K-medoids is more robust to outliers because the selection
of cluster center does not rely on calculations; at the same time, K-medoids is much
more time-consuming as it requires more calculations to select the right medoids
[107, 94]. The effectiveness and simpleness of K-means and K-medoids make them
employed in many works [103, 108, 109]. Moreover, a more advanced version of
K-medoids is proposed to support the data mining on spatial datasets, which is called
CLARANS [107]. Both K-means and K-medoids create clusters in a “hard” way,
meaning that each time series object can only belong to a specific cluster. However,
the clustering analysis can also be performed in a fuzzy way by using the fuzzy
c-means algorithm [110]; this algorithm can assign objects to clusters in a fuzzy
way, and each object holds a membership vector storing the probabilities that this
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object belongs to each cluster; in this case, the clustering can be done in a “soft”
way. Hierarchical clustering focuses on creating clusters in an agglomerative or
divisive manner; a hierarchy of clusters is built by it and this architecture is usually
represented as a tree-like structure known as a dendrogram [106]. Agglomerative
hierarchical clustering is a bottom-up approach which considers each object an
individual cluster and merges all of them gradually until there is only one cluster;
divisive hierarchical clustering does it in the opposite way which gradually splits
a large cluster into smaller ones. Compared to K-means, hierarchical clustering is
required to calculate the pairwise distance matrix, and this makes it much slower than
K-means and not suitable for clustering analysis on large time series datasets [111].
Density-based clustering algorithms create clusters based on the density of objects in
the feature space, and that allows it to construct clusters of arbitrary shapes. The most
famous algorithm in this family is called DBSCAN [112], and this approach creates
a cluster by expanding it only if the neighbour objects are dense; this process would
end if there are not enough neighbours. One advantage of DBSCAN is there is no
need to specify the number of clusters while the algorithm is capable of discovering
clusters without prior information. Even though this approach is convenient, it is not
a primary choice in time series clustering due to the high complexity [93].

For the similarity measure, we want to discuss the two most popular ones:
Euclidean distance and dynamic time warping (DTW). Euclidean distance is usually
used to measure the similarity between time series in time or the similarity between
generated features; for the case of similarity in time, the similarity is calculated on
each time step and that often leads to the evaluation of how the two sequences match
in time. DTW [113] is well-known for its invariance against signal shifting [114]; to
measure the similarity between sequences, DTW first computes a pairwise distance
matrix between points of two time series, and then a dynamic program following a
recursive manner is used to find the minimum-cost alignment between them [115].
In this way, DTW is usually used to find similar time series in shape. However, the
complexity of DTW is rather high and that limits the usability of DTW on medium
and large datasets.
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2.2 Mobile traffic modelling

In the previous sections, we have reviewed the works related to time series modelling,
and this section will present the works which have been done specifically for mobile
networks. Mobile networks have become important infrastructures providing network
services to mobile users around the city, and the increasingly complex network
structure makes maintenance more challenging than ever. To satisfy the needs of
different mobile applications, the configuration of telecommunication devices has
to be updated remotely to adapt to the trend of mobile traffic usage. Powered by
ML and DL techniques, predictive maintenance and resource allocation can be done
effectively and mobile networks are becoming more smarter and reliable. For AI-
powered mobile network applications, how to model mobile traffic to maximize the
value of data is crucial, and this subject can be further divided into more specific
topics where mobile traffic forecasting and knowledge extraction are important
among them.

For mobile operators, it is always desired to obtain the updated cell configuration
in time to prevent the effect of delayed observations; thus, accurate mobile traffic
predictions are necessary for later optimization of configurations. More specifically,
it would bring benefits to mobile operators if the short-term mobile traffic predictions
could be made accurately based on historical observations [7]. To predict mobile
traffic, many approaches mentioned in the section on time series forecasting have
been used in this field, and we also observe the same technique evolution from
statistical methods to DL models [116]. The representative employed statistical
approaches consist of ARIMA [117, 118], SES [119] and Holt–Winters models [120];
Even though these models have much less computational cost which makes them
good candidates in embedded devices with limited computation abilities, most of
them can only model the linear relationship and this makes them being outperformed
by DL approaches [121]. Compared with statistical models, DL-based mobile traffic
forecasting is the general trend in this decade. Much research shows that even the
fundamental neural networks can outperform the traditional statistical methods in
mobile traffic prediction, such as MLP [122], GRU [123], LSTM [124–126] and
CNN [127–129]. However, the ability to model non-linear relationships is only
the basic requirement for predicting mobile traffic; although the fundamental DL
models already outperform statistical models, they are still insufficient for predicting
mobile traffic accurately. Due to the nature of mobile traffic, the time series is a
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mixture of different patterns including the daily pattern, weekly pattern and recent
trend, and makes the prediction exceptionally difficult as it is hard to quantize the
contribution of each term. In this case, more advanced models are employed to
predict mobile traffic which consists of and is not limited to Transformer-based
[130, 131] and attention-based models [132–134]. Among these works, two issues
are often ignored and have been rarely studied. First, none of these works investigates
how to predict mobile traffic peaks in a better way, and peak prediction is a critical
problem, especially for the configuration update of the cells with high mobile demand
and many active users; the mismatch between configuration and mobile demand
could result in low QoS or even the discontinuity of mobile service in the worst
case. In this thesis, this issue has been discussed thoroughly in Chapter 4 where we
propose specific models to improve the peak forecasting performance. Another issue
is related to the model design of mobile traffic predictors; many works in the mobile
traffic forecasting field develop complex neural networks to obtain better predictions,
but the deployment difficulties which may be encountered in real cases are ignored
in most cases. On the side of mobile operators, the storage and computational
constraints are non-negligible factors during the model deployment; for example,
mobile operators would periodically retrain the forecasting model to better capture
the recent trend of mobile traffic, and the training could have a very high cost and
could not be finished in limited time on large datasets if the forecasting model has
low computational efficiency. In Chapter 5, we discuss in detail how to design the
forecasting model in order to satisfy different deployment constraints.

Compared to mobile traffic forecasting, knowledge extraction is a less-discussed
subject in the mobile network applications field. Recently, the management of mobile
networks has become more challenging, especially when we lack the knowledge
of usage patterns in complicated urban environments. To gain a deeper insight into
mobile networks, extensive studies have been done to analyze the behaviour of
mobile networks. The performed analysis can be divided into two broad categories:
(1) study of mobile user behaviour and consumption of different mobile services
and (2) study of mobile network behaviour on the side of network operators. For
user behaviour analysis, [135] proposes a framework to detect anomalous telecom
customer behaviour and analyze users’ usage patterns, to provide supplemental
information for precision marketing of telecom operators and preventing criminal
behaviours. [11, 136] perform national scale analysis of user usage patterns. [136]
focuses on the data usage patterns of geographically diverse mobile users meanwhile
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[11] studies the difference in mobile service consumption by considering various
service categories, such as streaming, social networking, cloud service and gaming.
For the studies on the network operator side, [137, 138] use K-means to detect
mobile traffic anomalies by using call details record; these works focus on detecting
outliers of each time series which aims to study the behaviour of a single record
instead of the behaviour of sequence. Besides the clustering approach, [139] uses
DL models to detect anomalies within traffic sequences, but their dataset is very
small as it only consists of data collected from three base stations. [140] uses a
huge dataset collected from Beijing to study the behaviour of cellular towers in
different areas. Through clustering analysis, they find that the mobile traffic usage
pattern is very different when the functionality of analyzed areas differs a lot; five
functional areas are discussed, including residential area, transport area, office area,
entertainment area and comprehensive area. Among the aforementioned studies,
none of them explores how to evaluate the importance of cells within the network,
which is valuable for resource allocation. As presented in [140], the mobile traffic
usage pattern is different for the type of functional areas; however, the cells can also
have very different behaviours even though they are located in the same area, and the
importance level of each cell is strongly related to the potential activeness of users
assigned to it. Under this scenario, Chapter 3 introduces a new clustering algorithm
to evaluate the importance of cells in a finer granularity, allowing mobile operators
to determine the potential optimization priority of each cell.



Chapter 3

Analysis of cell behaviour in mobile
networks

As discussed in Chapter 2, the clustering analysis with a finer granularity would
benefit mobile operators to allocate mobile resources more efficiently, and the
explored patterns are used to enhance our knowledge affecting the decision-making
of optimization. In the previous literature, the difference between mobile traffic
usage patterns has been well-studied, and the results prove that area functionality
is a key factor that should be considered for understanding the behaviour of cells.
However, this knowledge is quite general with a coarse granularity; for mobile
network management, it is insufficient to know only the difference between the
located areas, understanding the pattern of individual cells is also very important. In
this chapter, the material appeared in my publication [141].

3.1 Exploring the cell importance

The usage pattern of mobile networks is strongly related to human activities, which
results in an inhomogeneous distribution of user demand. Previous research [140]
shows that the usage pattern is very different when the functionality of areas differs
a lot. For example, the cellular towers located in office areas usually suffer heavier
mobile demand than others during working time. Even when two cellular towers
are located in the same area, it does not mean they are equally important, and
it is quite naive to allocate to them a similar amount of network resources. For



22 Analysis of cell behaviour in mobile networks

mobile operators, to manage mobile networks in an efficient way it is important to
understand the behaviour of traffic patterns. To acquire a deeper understanding of
mobile demand, the attention is focused on cells of LTE mobile networks, which can
be seen as the most fundamental component of the access network layer. The access
network layer is composed of eNodeB and eNodeB is responsible for connecting
mobile devices within its coverage to the mobile network [137, 29]. Each eNodeB
consists of multiple cells, and these cells act as connected targets for mobile devices.
mobile operators can update the configuration of cells constantly to characterize a
mobile network; under this scenario, exploring the traffic pattern of cells provides
valuable information for maintaining the network. If we want to obtain insights
into cell behaviour, it is essential to analyze the time series of data generated by
cells. Based on what we mentioned previously, mobile demand is distributed in
an inhomogeneous way among cells, which means some cells serve more mobile
users than others. In this case, the more heavily loaded cells have higher priority
in the management of the LTE network, and they should also be allocated more
network resources. However, cell priority is not known in advance, hence the need
for cell behaviour analysis techniques, which typically employ unsupervised learning
methods.

Unsupervised learning is a preferred method for exploring unknown patterns
within data. Among various techniques, clustering emerges as a highly utilized
approach in exploratory data analysis. By employing cluster analysis, objects are
divided into different groups according to their relative similarities, with each cluster
containing objects that share similarities with one another. To identify the cell be-
haviour, cells have to be split into different groups based on their temporal behaviour,
and the problem can be cast as time series clustering. Specifically, the time series
associated with each cell may contain the temporal evolution of several parameters
of interest related to the cell, which can be used to determine the importance of the
cell itself. Parameters may include different network KPIs such as the number of
connected users, downlink usage, handover and others. For time series clustering,
many works have been done in various industrial domains, and most of them focus
on the recognition of different waveforms and the identification of anomalies within
a time series. For example, [137] applies K-means to detect anomalies within mobile
traffic time series. [101] uses different clustering methods to study the temporal
pattern of energy consumption. While waveforms and anomalies are crucial aspects
of time series, they alone do not furnish sufficient information in our context. If
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Fig. 3.1 Downlink usage sequences with different oscillation levels.

we want to know the importance of cells to determine their priority, it becomes
essential to create clusters that take into account the variability of time series data.
In mobile network scenarios, if a cell covers plenty of mobile devices, spikes and
strong oscillations can be observed in its time series, which exhibits strong temporal
dynamics. Consequently, it is anticipated that a time series clustering algorithm
should cluster series based on their level of temporal dynamics, since this is a very
useful indicator of the importance of the cell. This requires to 1) identify appropriate
features capable of capturing dynamic behaviour, and 2) couple them with a suitable
backbone clustering method.

In order to group time series based on their temporal dynamics, it is essential
to correctly measure this characteristic. Due to the inherent vagueness in defining
temporal dynamics, identifying a precise criterion for evaluation poses a challenge.
Typically, a time series characterized by strong temporal dynamics exhibits spikes
and irregularities devoid of a specific pattern. Conventional clustering approaches
cannot be used to group time series by temporal dynamics because of the limitation of
distance measures and computational cost. As presented in Chapter 2, Euclidean dis-
tance and DTW have been widely used to measure the similarity between sequences;
compared to Euclidean distance, DTW does a better job at handling sequence mis-
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alignment. However, the complexity of DTW is quadratic, which limits the usability
of DTW on medium and large datasets. As shown in Figure 3.1, it is obvious that
time series 1 is more similar to time series 2 than to time series 0 in a semantic sense
by observing the sequences. But if we calculate the Euclidean distance between these
series, the distance between series 1 and series 0 is 56.28 while the distance between
series 1 and series 2 is 69.30. If we perform clustering with this similarity measure,
series 0 and series 1 should be grouped into the same cluster which is undesired.
Considering this perspective, Euclidean distance is not always a good option for
comparing the temporal dynamics of time series. If the similarity is measured by
DTW, in this case, series 1 is more similar to series 2, and this may lead to correct
cluster creation. Nevertheless, DTW incurs a substantial computational cost, increas-
ing quadratically with the length of the series. In mobile network scenarios, a time
series is usually very long, and that makes DTW impractical in mobile time series
clustering. The problem of computational cost becomes more critical, particularly
when the algorithm requires the calculation of pairwise distances among all objects,
such as K-medoids and hierarchical clustering. In this case, although a clustering
algorithm theoretically can accurately assess the temporal dynamics of time series,
the associated complexity may render the method impractical or unusable. Based on
the above-mentioned issues, a clustering algorithm should address two challenging
problems: (1) How to define features that allow to compare temporal dynamics be-
tween time series? (2) How to reduce computational cost while measuring similarity
correctly?

To address these issues, we propose a new feature-based clustering approach
called Temporal Dynamics Clustering (TDC). This algorithm measures the vari-
ability of time series by comparing the distribution of the first-order differences
sequences, and computational cost is greatly reduced by an operation called distri-
bution summarization. To evaluate the performance of our algorithm, the proposed
method is compared to the baselines which are shape-based approaches. Unlike
the feature-based approach which uses the extracted features of the original time
series, the shape-based approach uses raw time series directly for clustering, and the
features are the sequences of the considered variables [93]. The main contributions
are summarized as follows:

• We propose a new time series clustering algorithm to group time series based
on their temporal dynamics with low cost, where clusters are created based
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on the degree of variability of time series. Our algorithm employs suitably
defined features coupled with a conventional backbone clustering method; it
is evaluated on real-world datasets collected from a mobile network, achiev-
ing remarkable performance compared to baselines. The generated clusters
are better separated, and our algorithm is 100x faster than other clustering
approaches, such as K-medoids and hierarchical clustering.

• We train neural networks on the clusters created by TDC, and the results show
that the forecasting difficulty of these clusters is different, which provides
supplemental information for evaluating and improving time series forecasting
models.

• Using TDC, we analyze the behaviour of cells and obtain interpretable results.
Our algorithm splits cells into three clusters, and several areas are identified as
important by observing the geographical distribution of clusters. The identified
areas play important roles in daily life, such as university, train station and
historical district; this fills the gap of cell level analysis of mobile traffic.

This chapter is structured as follows. Section 3.2 presents the proposed algorithm,
baselines and metrics for evaluating performance. In Section 3.3 we introduce three
real-world datasets which are used to perform experiments. The proposed algorithm
is compared with other baselines, and its behaviour is analyzed in detail. We also
provide a real usage case of our method which explores cell behaviour in Turin, Italy.
In Section 3.4, we draw some conclusions.

3.2 Clustering analysis

3.2.1 TDC

As shown in Figure 3.2, TDC consists of three parts: generation of first-order
differences sequence, distribution summarization and K-means clustering algorithm.
The first two steps act as the feature extractor which is used to generate features for
the subsequent clustering process; the feature extractor of conventional approaches
is usually very simple, as these approaches use the samples of variables directly as
the features for clustering. Unlike the conventional approaches, in TDC features are
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Fig. 3.2 Workflow of TDC.

designed to summarize the dynamic behaviour of the time series, and are then fed
into the backbone algorithm (clustering engine) to create clusters.

The aim of the first step is to measure the variation between adjacent elements;
instead of using the original time series, the first-order difference is calculated for
the series of each variable. The mathematical expression of the first-order difference
is the following:

∆yt = |yt − yt−1|, (3.1)

where ∆yt is the absolute value of the difference at time t, and yt and yt−1 are the
values of the time series at time t and t −1. In this way, for each variable we convert
the original time series into a sequence of differences, which provides a more natural
way to measure local temporal dynamics.

The second step is called distribution summarization, which aims at summarizing
the characteristics of the time series in a way that enables analysis of dynamics with
a small computational cost and retains the general behaviour of data distribution; to
make the algorithm practical on industrial datasets, this process should be less com-
putationally expensive. For clustering time series by temporal dynamics, distribution
summarization should highlight the highly varying parts of the differences sequence
while retaining the global behaviour. Figure 3.3 illustrates the CDF (Cumulative
Distribution Function) of the differences sequence of two important mobile network
KPIs: the downlink usage and the average number of connected users. Observing the
figures, we find the CDFs have similar behaviour when the quantile is not so high,
and the main difference between CDFs relates to the behaviour of the tail. Long tail
can be seen as an indicator of strong oscillation considering these CDFs are plotted
based on the differences sequences instead of the original series, which means the
tail behaviour encodes the “rare event” of each series. If we want to describe this
distribution correctly, it is essential to summarize the tail behaviour. However, this
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(a)

(b)

Fig. 3.3 Cumulative Distribution Function (CDF) of two mobile network KPIs. (a) Downlink
usage; (b) Average number of connected users.

requires to define exactly what values belong to the tail. For addressing this issue, the
proposed algorithm employs extreme value theory which is mainly used to estimate
the tail distribution for analyzing rare events.

Extreme value theory studies the distribution of extreme realizations of a given
distribution function, or of a stochastic process [142, 143]. It is widely used to study
the behaviour of the distribution’s tail, especially in financial and environmental
fields. To estimate the tail distribution, it is essential to define the tail of the observed
records. A popular technique in this field is Peaks-Over-Threshold, wherein a
predefined threshold is used to identify the tail part. In TDC, we follow a data-
dependent rule proposed by [144] which is also used in [145, 146]. Compared to
other tail estimation methods, this approach does not require any manual check
[147, 148] or to solve an optimization problem [149]. According to the rule, the
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largest u elements of the differences sequence are defined as the tail part, and u is
calculated based on the following formula:

u =
(T −1)2/3

log(log(T −1))
, (3.2)

where T is the length of original time series. Based on tail index u, a quantile index
Iq is calculated to split the distribution into the main part and the tail part:

Iq = 1− u
T −1

, (3.3)

∆Y main = {∆yt | ∀t ∈ [1,T −1] and ∆yt ≤ Quantile(∆Y, Iq)}, (3.4)

∆Y tail = {∆yt | ∀t ∈ [1,T −1] and ∆yt > Quantile(∆Y, Iq)}, (3.5)

where Quantile(∆Y, Iq) is the calculated quantile of differences sequence ∆Y given
quantile index Iq, and ∆Y main and ∆Y tail are the main part and the tail part of the
series. After doing this, the distribution of time series is summarized as a new
representation r:

r = [ µ
main, σ

main, µ
tail ], (3.6)

where µmain is the mean value of ∆Y main, σmain is the standard deviation of ∆Y main

and µ tail is the mean value of ∆Y tail . By summarizing the behaviour of different
sequences, the algorithm generates a new representation for the original time series
which has much fewer elements, leading to a great reduction in computational cost
of the subsequent clustering step. If the time series is multivariate, the representation
should be computed individually for each variable, and the dimension of generated
representation is r ∈ R3·V where V is the number of variables.

In the last step of TDC, the generated representation serves as input for the
clustering process. Obtaining meaningful results and performing efficient clustering
in TDC relies on the careful choice of a clustering engine, and this involves choosing
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Algorithm 1 TDC

Input: Time Series Y = {y1, ...,yN}, yN ∈ RT,V . The number of clusters k.
Result: Cluster Partition P = {C1, ...,Ck}.

u = (T−1)
2
3

log(log(T−1)) ▷ Tail Index
Iq = 1− u

T−1 ▷ Quantile Index
R = [ ] ▷ Empty Representation

for Object n = 1 to N do
r = [ ]

for Variable v = 1 to V do
S = Calculate First-Order Difference(yv

n)
Q = Calculate Quantile(S, Iq)
Smain = {sh : sh ≤ Q for h = 1, ...,T −1}
Stail = {sh : sh > Q for h = 1, ...,T −1}

µmain = Mean(Smain)
σmain = Std(Smain)
µ tail = Mean(Stail)
append µmain, σmain, µ tail to r

end for

append r to R
end for

P = K-means(R, k) ▷ Run K-means with generated representation
return P

a backbone clustering algorithm from options such as K-means, K-medoids, and
hierarchical clustering. However, it’s worth noting that hierarchical clustering has
a drawback that it cannot undo previous clustering decisions [107]; in other words,
once sub-clusters are merged, this merging cannot be modified, even if it later proves
to be suboptimal. Additionally, its computational inefficiency makes it impractical to
use on large datasets [93, 94]. K-means and K-medoids are similar approaches, but
the time complexity of K-medoids is much higher than that of K-means [150], and
this is undesirable for processing large time series. Based on these issues, K-means
is chosen for TDC; the details of backbone algorithm comparison are discussed in
Section 3.3.2. For applying K-means, the similarity between sequences is measured
by Euclidean distance on the generated representation. For the entire workflow of
TDC, the pseudo code is shown as Algorithm 1.
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3.2.2 Baselines and metrics

For assessing the performance and complexity of TDC, we have selected three well-
known methods: K-means, K-medoids and hierarchical clustering which have been
discussed in the previous chapter. For hierarchical clustering, there are different
linkage criteria to create the clusters; here, we applied hierarchical clustering with
average linkage which is widely used in applications. These three methods have
been used employing the original time series as input; the objective is to assess the
performance and complexity of these baseline approaches with respect to TDC.

To evaluate the performance of clustering algorithms, we use four different
criteria. The first one is the running time of each algorithm, which is a straightforward
way to compare the execution time and computational cost. Besides the running
time, clustering metrics are used to evaluate the quality of the generated clusters:

• Silhouette Value [151]: this is a measure of how similar an object is to its
own cluster (cohesion) compared to other clusters (separation), and it ranges
between −1 and 1. The higher the silhouette value, the better the separation.
A negative value means the clusters are separated in a wrong way.

• Davies–Bouldin Index [152]: this index is defined as the average similarity
measure of each cluster with its most similar cluster, and the index ranges from
0 to ∞. A lower Davies–Bouldin Index indicates a better clustering result.

• Calinski-Harabasz Index [153]: this index measures the ratio of the sum of
between-clusters dispersion and intra-cluster dispersion for all clusters, and its
value ranges from 0 to ∞; the higher the index, the better the clustering is.

3.3 Experiments and results

In this section, experiments are carried out and the related findings are discussed.
We perform clustering on two datasets: we first use the larger dataset to determine
the backbone algorithm of TDC and evaluate the performance of TDC and baselines
with the aforementioned metrics, and then compare the behaviour of TDC and
K-medoids in detail. After that, a small dataset is used to visualize the clustering
result of TDC and analyze usage pattern of cells in the city of Turin (Italy). To
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implement the baselines, we use the following libraries: K-means (Tslearn [154]),
K-medoids (PyClustering [155]) and hierarchical clustering (Scikit-learn [156]). All
experiments are conducted on a computer with Intel(R) Core(TM) i7-7700K CPU @
4.20GHz and 64 GB memory.

3.3.1 Dataset

In our experiments, we use two real-world mobile network datasets and one air quality
dataset. Both mobile network datasets are collected and processed by Telecom Italia
S.p.A which is the largest italian telecommunications services provider; the datasets
have been preprocessed to deal with missing values and standardize data. The first
dataset consists of 16300 multivariate time series, and the records are collected
from 100 cells in LTE network; three frequency layers are controlled by these cells,
including 28 2600MHz cells, 43 1800MHz cells and 29 800MHz cells. The length
of each sequence equals 1440 samples collected in 15 days. The second dataset
monitors the activity of cells over 2 weeks from 09 November 2020 to 22 November
2020. 956 multivariate time series are collected from different cells in Turin, and the
length of each time series is 1344 samples; within the second dataset, we have 349
2600MHz cells, 493 1800MHz cells and 114 800MHz cells. In this study, we are
interested in two important network parameters: the downlink usage and the average
number of connected users. Clustering algorithms are performed based on these two
variables. To investigate the generalization of the proposed algorithm, TDC is also
applied on a public dataset of air quality [157]; we subsample this dataset to obtain
4251 time series of the concentration of PM2.5, and each sequence has 336 samples
(two weeks observations of hourly data).

Notice that all time series of these datasets have been normalized with the
standard score normalization, and the normalized time series is calculated by first
subtracting the mean value of raw time series and then dividing by the standard
deviation.
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(a)

(b)

(c)

(d)

Fig. 3.4 Comparison of backbone algorithms (time series of downlink usage are plotted).
From top to bottom: cluster 0, cluster 1 and cluster 2. The blue line is the median value cal-
culated within the cluster, and the shaded region indicates the upper bound 0.97 quantile and
the lower bound 0.03 quantile of each cluster. (a) K-means; (b) K-medoids; (c) Hierarchical
clustering: Average Linkage; (d) Hierarchical clustering: Ward Linkage.
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Backbone Algorithm Running Time Silhouette DB Index CH Index

K-means 4.65 mins 0.435 0.785 18417.76
K-medoids 5.94 mins 0.423 0.789 18403.98
Hierarchical: Average Linkage 4.73 mins 0.591 0.543 4541.66
Hierarchical: Ward Linkage 4.74 mins 0.363 0.882 14519.89

Table 3.1 Comparison of backbone clustering algorithms.

3.3.2 Comparison of backbone algorithms

As mentioned in Section 3.2.1, we evaluate the performance of various approaches
to select the backbone clustering algorithm for TDC. The results are reported in
Table 3.1. We perform TDC with four backbone approaches: K-means, K-medoids,
hierarchical clustering with average linkage and hierarchical clustering with ward
linkage. From Table 3.1, hierarchical clustering with ward linkage is the worst
one among these approaches, while the average linkage version has the highest
silhouette score and DB index, but its CH index is much lower than the others.
Compared to K-means, K-medoids have similar performance of clustering metrics;
however, the running time of K-medoids is much longer than K-means which is
undesirable. According to these metrics, K-means and hierarchical clustering are
good candidates as the backbone method. To compare these algorithms in detail,
Figure 3.4 illustrates the behaviour of clusters generated by different algorithms.
From the figures, K-means, K-medoids and hierarchical clustering with ward linkage
generate similar clusters; these approaches split time series into different groups
based on their temporal dynamics. If we perform hierarchical clustering with average
linkage, we cannot identify the temporal dynamics level from Figure 3.4(c); it is
difficult to compare these clusters when their behaviour differs a lot, especially when
one of them has a sinusoidal shape. Based on metrics and cluster behaviour, K-means
is the best one and it is selected for TDC.

3.3.3 Evaluation of TDC

Comparison of clustering approaches

In this subsection, all experiments have been done on the first mobile network dataset.
We first apply TDC to generate three clusters. For studying the behaviour of this



34 Analysis of cell behaviour in mobile networks

Fig. 3.5 Snapshot of clusters generated by TDC (time series of downlink usage are plotted),
where x axis represents time and y axis represents the normalized score. The first row refers
to cluster 2, the second row refers to cluster 1 and the last row refers to cluster 0.

algorithm, Figure 3.5 provides a visual representation of clusters. It can be seen that
cluster 2 is the cluster whose temporal dynamics is the highest one. If we move from
cluster 2 to cluster 0, the oscillation of time series becomes much weaker, and a
decreasing trend of temporal dynamics is observed. According to the plots, cluster 2
is more important than the others for mobile networks, as the sequences belonging to
this cluster suffer a heavier mobile demand because of the occurrence of spikes. In
this case, it is very likely that spikes represent specific events which could be caused
by user movement or social events.

To have a comprehensive view of our algorithm, we compare the behaviour of
clusters generated by TDC, K-medoids clustering and K-means clustering, and the
result is shown in Figure 3.6 and Figure 3.7. From Figure 3.6, the median value and
variation range of each cluster are plotted to provide a global perspective of cluster
behaviour. Based on the figures, TDC generates clusters based on the variability of
time series. Among these clusters, cluster 2 has the highest, and cluster 0 exhibits
the weakest oscillation. Comparing with TDC, the behaviour of K-medoids is very
different. K-medoids generates very similar clusters, as the algorithm measures the
similarity between original time series with Euclidean distance, which results in the
waveform-oriented grouping. Even though we can observe the difference between
resulting clusters, their patterns are quite similar, and the grouping rule is mainly
derived by the horizontal shift of the waveform. Comparing the behaviour of clusters
created by TDC and K-medoids, TDC performs clustering with “high dimensional"
features which are only available after mining knowledge from the original input,
and the steps of feature extraction provide the clustering engine a different way to
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(a)

(b)

Fig. 3.6 Comparison of TDC and K-medoids clustering (time series of downlink usage
are plotted). From top to bottom: cluster 0, cluster 1 and cluster 2. The blue line is the
median value calculated within the cluster, and the shaded region indicates the upper bound
0.97 quantile and the lower bound 0.03 quantile of each cluster. (a) TDC; (b) K-medoids
Clustering.

understand the same input, enabling a more creative separation of clusters. As can be
seen in Figure 3.7, the clusters generated by K-means are very similar to the clusters
of K-medoids, as these two approaches cluster sequences following the similar rule.
To evaluate the performance of our algorithm, we compare the performance of TDC
and baselines based on the metrics mentioned above, and the result is reported in
Table 3.2.

From Table 3.2, TDC outperforms other algorithms on two metrics. The results
of K-means and K-medoids are similar, and their performance is quite poor. Hier-
archical clustering has the highest silhouette score among these algorithms, but its
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Fig. 3.7 The behaviour of the clusters created by K-means (time series of downlink usage are
plotted).

Algorithm Silhouette DB Index CH Index

K-means 0.137 1.949 2652.16
K-medoids 0.125 2.089 2223.17
Hierarchical 0.616 1.769 84.21
TDC 0.435 0.785 18417.76

Table 3.2 Comparison of clustering algorithms.

CH index is much lower than the others. Overall, TDC is the best one among them.
According to the results, the use of the proposed feature extractor significantly boosts
the clustering performance, and the clustering engine can generate clusters in a better
separated way in the latent space. Based on the previous results, a well-designed
feature extractor can be more important than a clustering algorithm in the sense of
improving clustering performance or customizing the behaviour of clusters. Besides
the metrics related to the separation of clusters, running time is another key issue of
applying clustering algorithms on large datasets, as some algorithms are essentially
not capable of dealing effectively with large time series. To study the behaviour
of these algorithms, the running time of baselines and TDC are shown in Table
3.3. There are three terms in the table: precomputation time is the time used to
perform precomputation, such as the time of calculating pairwise distance matrix
(K-medoids and hierarchical clustering) or generating representation of time series
(TDC). According to this table, the computational cost of creating the distance matrix
is very expensive when the dataset is large. The calculation takes approximately
7.8 hours even with Euclidean distance, which means DTW is impractical to use
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Running Time Precomputation Clustering Total

K-means — 0.30 minutes 0.30 minutes
K-medoids 7.79 hours 2.13 minutes 7.82 hours
Hierarchical 7.79 hours 0.12 minutes 7.79 hours
TDC 4.50 minutes 0.01 minutes 4.51 minutes

Table 3.3 Running time of clustering algorithms.

considering its complexity is quadratic. Among these algorithms, K-means clus-
tering has the shortest running time which is 0.3 minutes. For K-means, there is
no need to calculate the pairwise distance between all objects, and this reduces the
computational cost significantly. Comparing K-medoids and hierarchical clustering,
hierarchical clustering is computationally cheaper due to the lower time complexity
O(m2) [94]. K-medoids is much more expensive, as the complexity is O(m2z) for
BUILD phase and O(i(m− z)2z) for SWAP phase, where m is the number of objects,
z is the number of clusters and i is the number of needed iterations [150, 107]. The
result proves that the similarity measurement is more important than the clustering
itself if we want to reduce the overall computational cost, and that is one reason
why TDC generates a new representation before applying K-means. For TDC, the
creation of representation takes 4.50 minutes, and its K-means phase is 30x faster
(0.01 minutes) than the basic one (0.30 minutes) with the new representation. In
Algorithm 1, the time complexity of creating representation is O(mqg2), where q
is the number of variables and g is the length of each sequence. The calculation of
quantile is the most computationally consuming operation because it requires sorting
the sequence first, the time complexity of sorting is sequence-length dependent
which usually ranges from O(g log(g)) to O(g2) depending on sorting algorithms.
The total running time of TDC is slower than K-means but 100x faster than hier-
archical clustering and K-medoids. Even though K-means is a fast algorithm, it
cannot generate well-separated clusters and compare the variability properly (Figure
3.7), which makes it unsuitable for analyzing the cell importance. Notice that the
frequency at which network KPIs are acquired is approximately 15 minutes or more
in the system, which means the difference between 0.30 minutes (K-means) and
4.51 minutes running time (TDC) is quite small, and both of them are fast enough if
we want to perform real-time analysis, obtaining the results before the next KPI is
acquired. Compared to K-means, TDC has an additional pre-processing cost as it
requires to generate representation before running clustering; however, the clusters



38 Analysis of cell behaviour in mobile networks

created by TDC are much better than the ones of K-means, and K-means cannot
identify the variability at all; in this case, the minor additional cost of pre-processing
is acceptable. Considering both the quality of clusters and total running time, our
algorithm is the best approach among them.

(a)

(b)

Fig. 3.8 Two predefined forecasting positions to evaluate the forecasting difficulty of clusters.
(a) TDC; (b) K-medoids Clustering.

Analysis of forecasting difficulty

For TDC, besides the aforementioned advantages, the algorithm can also identify
the forecasting difficulty of time series which provides supplemental information for
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improving and evaluating prediction models. If we want to make accurate time series
predictions, how to make a forecasting model better learning the temporal dynamics
of time series is a critical problem. Usually the time series with strong temporal
dynamics are more difficult to predict compared to the others, and the prediction
performance can be improved a lot if the architecture of the model is optimized for
predicting these sequences. However, due to the fact that we do not know which time
series are more difficult to predict, it is hard to improve the forecasting model and
study the forecasting behaviour in detail. From this point of view, TDC is a useful
tool which provides us the knowledge of the forecasting difficulty of time series.
By considering clusters are created from the variability of time series, each cluster
can be seen as a collection of time series which has different amounts of dynamics.
For time series forecasting, it is very difficult to predict a time series when it is
highly stochastic and strongly oscillating. In this case, the evaluation of forecasting
difficulty is consistent with the underlying grouping rule of TDC. To verify this,
we perform experiments aimed at evaluating the prediction difficulty of different
clusters. In Figure 3.8, we define two forecasting positions at which a purposely
trained neural network is tested for prediction accuracy. At forecasting position 1,
the goal is to use the preceding 796 historical measurements to predict the values
of the next 4 steps. At forecasting position 2, the goal is to use the preceding 1436
historical measurements to predict the values of the last 4 steps. The reason why
we define different forecasting positions is to prevent forecasting errors from being
biased by local waveform. For example, If we observe Figure 3.8(b), we can find that
the oscillating strength of clusters changes over time; for the peak parts of the signal,
the median value is not close to the 0.97 quantile, and the distance between them
decreases a lot at the valley parts of the signal. In this case, the forecasting difficulty
of each cluster is not consistent over time considering the temporal dynamics change
periodically, and it is essential to define multiple forecasting positions to evaluate
the performance of the predictor.

Following this idea, we train a MLP individually on each cluster generated by
TDC and K-medoids. MLP is a feedforward neural network which is composed of
an input layer, hidden layers and an output layer, and it is widely used in research
because it can approximate solutions for complex problems. In our experiments,
MLP consists of three fully connected layers and ReLU is used as the activation
function; MLP is trained to predict the downlink usage and the average number of
connected users in next hour by using their historical measurements. For each cluster,
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we shuffle its time series and use 80% of them as train set, 10% of them as validation
set and the other 10% of them as test set. We first train MLP on the train set, and
the training is stopped if the Mean Absolute Error (MAE) cannot be decreased on
validation set. The hyperparameters of MLP are tuned based on its performance
evaluated on validation set, then with these hyperparameters, MLP is retrained on the
merged original train set and validation set. The performance of MLP is evaluated
on the corresponding test set and the results are reported in Table 3.4 and Table 3.5.

Cluster 0 Cluster 1 Cluster 2

Forecasting Position 1 0.199 ± 0.034 0.362 ± 0.051 0.376 ± 0.040
Forecasting Position 2 0.289 ± 0.044 0.169 ± 0.018 0.390 ± 0.037

Table 3.4 MAE of MLP evaluated on the clusters created by K-medoids.

Cluster 0 Cluster 1 Cluster 2

Forecasting Position 1 0.214 ± 0.022 0.329 ± 0.047 0.444 ± 0.055
Forecasting Position 2 0.220 ± 0.030 0.312 ± 0.056 0.438 ± 0.083

Table 3.5 MAE of MLP evaluated on the clusters created by TDC.

The two tables show MAE calculated on the test set of each cluster, and the
performance of predictors differs a lot on clusters generated by different algorithms.
For the clusters generated by K-medoids (Table 3.4), at forecasting position 1, the
predictor gets the best performance on cluster 0, and the easiest dataset changes from
cluster 0 to cluster 1 if we switch to the second forecasting position. When we go
back to Figure 3.8(b), it is easy to notice that cluster 0 has the lowest variation at
forecasting position 1, and for forecasting position 2, the lowest variation can be
found on cluster 1. This verifies our assumption which is mentioned in the previous
discussion: the difficulty of forecasting could change with the forecasting position
of the waveform. In this case, the clusters generated by K-medoids cannot be used
to describe the difficulty of time series because the performance of the predictor
evaluated on each cluster is not consistent over time. Compared to K-medoids, the
behaviour of clusters created by TDC is consistent; irrespective of which forecasting
position is used to evaluate, cluster 0 is always the easiest one which relates to
weak temporal dynamics, and we can observe an increasing trend of MAE with the
increment of temporal dynamics level.
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Cluster 0 Cluster 1 Cluster 2

50% of Training Data 0.232 ± 0.031 0.346 ± 0.052 0.446 ± 0.102
75% of Training Data 0.231 ± 0.032 0.327 ± 0.040 0.449 ± 0.109
100% of Training Data 0.220 ± 0.030 0.312 ± 0.056 0.438 ± 0.083

Table 3.6 MAE of MLP evaluated on the clusters created by TDC (forecasting position 2).

The forecasting difficulty can be seen as an inherent characteristic of time series,
and it is difficult to improve the prediction of time series by simply changing the
size of training data, especially when the forecasting difficulty is high. To verify
this point, we change the size of the datasets used to train MLP, and the results are
shown in Table 3.6. According to the results, we can get minor improvement of the
prediction if we use more data to train MLP; however, the improvement is too small
to compensate the additional computational cost. The improvement is slightly larger
for the relatively easier clusters (cluster 0 and cluster 1), while the improvement
for the difficult cluster (cluster 2) is essentially negligible. From this point of view,
the potential improvement of time series prediction is related to the corresponding
forecasting difficulty, and the approach of improving prediction performance by
using more training data is neither efficient nor computational economic.

Investigation of generalization

Fig. 3.9 Snapshot of clusters generated by TDC (PM2.5 dataset), where x axis represents
time and y axis represents the normalized score. The first row refers to cluster 2, the second
row refers to cluster 1 and the last row refers to cluster 0.
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Algorithm Running Time Silhouette DB Index CH Index

K-means 0.03 mins 0.253 2.695 386.87
K-medoids 1.93 mins 0.122 3.936 160.41
Hierarchical 1.82 mins 0.449 1.525 160.41
TDC 0.03 mins 0.631 0.481 12775.32

Table 3.7 Comparison of clustering algorithms (PM2.5 dataset).

To study the generalization of TDC, we also apply TDC on another dataset which
is composed of time series of PM2.5. Figure 3.9 illustrates the clustering results,
and we can observe that TDC creates different clusters based on the variability of
PM2.5 time series and the behaviour of the clusters is similar to the previous result
of the mobile network dataset. The result demonstrates that TDC exhibits consistent
behaviour and it can also be applied with the data which is not related to mobile
networks. Table 3.7 compares the clustering performance of TDC and baselines, and
the result shows that TDC outperforms all the other methods. On this dataset, TDC
is as fast as K-means by considering its precomputation time decreases a lot as the
time series is much shorter (the time series length is 1344 for mobile data and 336
for PM2.5 data).

3.3.4 Analysis of cell behaviour in urban environment

In the previous section we discussed the characteristics of TDC and evaluated its
performance using different metrics. In this section, we focus on the real usage case
of this algorithm of analyzing the cell behaviour in intricate urban environments.
Due to the complex usage patterns of mobile users, the distribution of mobile traffic
is not homogeneous in a telecommunication network, whereby some cells carry more
traffic and serve more users than others. For better allocating network resources, it is
crucial to understand the importance of each cell, so that suitable resources can be
allocated. In this section, we analyze the traffic pattern of cells located in Turin.

We first study the overall behaviour of cells with two two-week measurements,
and then we explore the time-specific behaviour of cells by using records collected
in different time slots. Figure 3.10 visualizes the overall importance of cells in
Turin; the cells belonging to cluster 2 are the most important ones, they exhibit
strong temporal dynamics which means they suffer heavily changing mobile demand.
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Fig. 3.10 Visualization of the geographical distribution of clusters in urban areas, each dot
represents one deploying location of cell. Among the clusters, cluster 2 has the strongest
temporal dynamics while cluster 0 has the weakest one.

On the map, most cells are grouped into cluster 0 (green dots) which is the least
important cluster from a global view, these cells are mostly distributed among
residential areas and suburbs. For moderately important cells (yellow dots) and the
most important cells (red dots), the size of these clusters is much smaller than that
of the green one. Observing the geolocation of cells, it can be seen that some areas
are more important because the neighbouring cells have higher temporal dynamics.
To understand the hidden patterns, we explore the land usage of 6 different areas in
detail. Employing Google Maps we find that the importance of cells mainly relates
to human activities and functionalities of the corresponding area, especially for the
regions whose functionalities are related to sport, work/study, commute and leisure.
For example, Area 1, Area 3 and Area 4 play key roles in sport: Area 1 is the stadium
of the Juventus football club, Area 3 contains the Olympic stadium and one large
park of Turin which is a popular place for jogging. In Area 4 there is another large
stadium which was used for figure skating and short track speed skating events at the
2006 Winter Olympics. Among these areas, Area 4 and Area 5 are comprehensive
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areas, and both of them have complicated functionalities. Area 5 is the city centre
of Turin, which has two train stations, plenty of restaurants, offices and historical
buildings. Another train station can be found in Area 4, which also has a large
mall. Area 2 and Area 6 only have the functionality of education, and include the
main campus of the Polytechnic of Turin and University of Turin. Based on this
verification, it is obvious that the importance of cells is highly related to human
activities.

Fig. 3.11 Visualization of the geographical distribution of clusters in different time slots. (a)
Morning (from 6:00 to 9:30); (b) Afternoon (from 13:30 to 17:30); (c) Night (from 22:00 to
24:00).
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Human activities are time-dependent, and this characteristic makes the usage pat-
tern evolve over time, which results in the change of cell importance. To investigate
this aspect, we perform clustering for three time slots: morning (commuting time),
afternoon (working time) and night (entertainment time). From Figure 3.11, it can be
seen that the cell importance differs a lot in different time slots. In the morning, most
of the important cells are near to train stations, subway stations and the main roads of
Turin (e.g., the roads along East-West and South-West directions). The afternoon is
usually seen as working time, and the pattern shown in Figure 3.11(b) is very similar
to Figure 3.10; city centre and stadiums are highlighted in this time slot. During the
night, most of the cells are grouped into cluster 1 and cluster 0. Compared with the
afternoon, cells distribute in a more homogeneous way. Basically the moderately
important cells (yellow dots) include transport facilities and residential areas.

3.4 Conclusions

In this chapter we presented TDC, a novel time series clustering algorithm for
analyzing the cell behaviour in city-wide mobile networks. This algorithm measures
the variation between adjacent elements by creating first-order differences sequences,
and a new representation is generated by summarizing the distribution of differences
sequences to represent the temporal dynamics level of time series. The created
representation is employed by K-means to split time series into different groups
based on their variability. We evaluated the performance of our algorithm on real-
world datasets of mobile networks, the results showed that our algorithm is the best
one among baselines. Through TDC, we can generate clusters based on temporal
dynamics level in a computationally efficient way, which is very beneficial for
performing clustering analysis on large datasets of mobile networks. Our algorithm
can also identify the forecasting difficulty of time series, providing supplemental
information for improving and evaluating prediction models.

To study the cell behaviour in urban environments, we applied TDC to discover
the usage pattern of mobile network cells in Turin, Italy. Through detailed analysis of
several relevant areas, we found that the importance of cells relates to the land usage
of that region. The areas whose functionality is closely tied to sport, work/study,
commute and leisure play a key role in urban environments, the cells which are
deployed in these regions are more important in mobile networks, and the behaviour
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of these cells evolves over time following the time-dependent nature of human
activities.

In this chapter, we proved that our algorithm is effective for addressing real-world
problems, and provided a deeper understanding of traffic usage patterns in intricate
urban environments, which is very valuable for mobile operators.



Chapter 4

Prediction of mobile traffic peaks and
imbalance

In the last chapter, we presented how to extract knowledge and study cell behaviour
using TDC, which provides mobile operators with a deeper understanding of mobile
usage patterns. Starting from this chapter, we will present the solutions developed for
improving mobile traffic forecasting - a critical topic in automated mobile network
maintenance. This chapter studies the subjects of predicting mobile traffic peaks and
peak-related events, which are worthwhile studying but have not been investigated
well due to their difficulties. To perform predictive maintenance of mobile networks,
accurate mobile traffic prediction is crucial for resource allocation. In adjacent
cells, mobile traffic may occasionally concentrate in a single cell, resulting in traffic
imbalance. Detecting this imbalance is often closely linked to predicting traffic
peaks, a task fraught with difficulty as many peaks occur suddenly and without
apparent cause. If we can predict the mobile traffic peaks with higher accuracy, it is
more able to address the network issues raised by unexpected events and improve
the QoS. In this chapter, the material appeared in my publications [158, 159].

4.1 An essential trade-off of forecasting

Over the past decade, there has been a significant surge in global mobile traffic,
driven by a substantial increase in mobile devices and their applications, coupled
with advancements in modern cellular networks; as video streaming applications
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continue to gain popularity, mobile video traffic now surpasses half of all mobile
data traffic, placing greater demands on base stations to sustain higher mobile usage
than ever before. Compared to other mobile services, streaming services have stricter
QoS requirements; improving QoS and maintaining the stability of mobile networks
are becoming critical concerns for mobile network operators.

Among the network performance indicators of LTE networks, the QoS experi-
enced by mobile users is closely linked to downlink throughput, a metric whose value
is influenced by numerous factors. In practice, the network operator is interested in
improving not only the average user throughput of the networks but also the worst 5%
user throughput [160, 161]. In mobile networks, each eNodeB consists of multiple
cells, which are connected targets of mobile devices. For a set of cells, it is not rare
that the mobile traffic is distributed among them in an imbalanced way. In such
scenarios, most of the traffic is concentrated on a single cell, resulting in congestion
and a decreased throughput for mobile users allocated to that specific cell; from this
perspective, achieving a balanced traffic distribution among cells is preferable, as it
would improve the QoS for the congested cell. In practice, a group of adjacent cells
within a specific geographical area can be seen as a small cluster, and it is feasible to
redistribute traffic from a congested cell to its adjacent ones if the traffic distribution
among them is imbalanced.

To configure cells and manage the mobile traffic, two methods which have
been widely used in literature are Coverage and Capacity Optimization (CCO) and
Mobility load balancing (MLB) [162, 163]. CCO [164, 165] finds the proper radio
parameters to satisfy the requirements of both the coverage and the capacity, whereas
MLB [166] modifies the cell-specific offset between neighbouring cells adaptively
depending on their load difference; if the load difference exceeds the presetting
threshold, then the algorithm will be triggered to control the traffic handover between
different cells. With these techniques, a mobile network operator can adjust the
handover offset or switch between predefined configurations to encourage traffic
redistribution. However, regardless of the method used to control traffic handover,
there always remains a challenge related to the decision-making. Typically, there
is a delay in obtaining the latest network measurements, making it risky to rely on
these delayed observations to reconfigure the network; updated configurations based
on outdated data may not effectively adapt to the actual traffic patterns, especially
during traffic peaks that significantly impact QoS. From this perspective, using
the predictions of mobile traffic could be more beneficial than using the latest
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observations. Moreover, predictions can also enhance the stability of the system
which is crucial for network operators. If we can obtain accurate mobile traffic
predictions, the resource allocation can be done more efficiently. For load balancing,
mobile traffic predictions enable intelligent load balancing across different cells.
By distributing the traffic more evenly, operators can prevent network hotspots and
ensure that resources are utilized efficiently. The predictions can also be used to
achieve dynamic resource provisioning, where mobile networks can dynamically
allocate resources based on real-time traffic predictions. For instance, during a
large-scale event or a sudden increase in mobile traffic, additional resources can be
provisioned on-the-fly by modifying the cell configuration to meet the increased
capacity requirements; alternatively, cells that are handling very little traffic can be
switched off to save energy.

Even though the accurate prediction of traffic peak is very important, most of the
related research focuses on improving the overall prediction performance instead
of the peak forecasting performance [116, 167, 168]. DL-based approaches are
seen as promising methods for forecasting as they have been proven to be very
effective at learning complex non-linear patterns; many DL models have been used
to predict time series in recent years [60]. On the other hand, while these models
are indeed powerful, they are unable to handle the trade-off between the average
accuracy and the accuracy of peak predictions. Mobile traffic time series typically
exhibit a generally stationary behaviour interrupted by sudden strong peaks; many
time series forecasting methods are very good at predicting the stationary parts but
provide inaccurate results in the prediction of peaks. The reason lies in the fact that
forecasting models are often trained to minimize an average loss on the prediction
error. Since peaks occur rarely, their prediction tends to be neglected because their
effect on the average loss is quite small, whereas the loss is dominated by errors in
the stationary parts of the mobile traffic time series; this leads to models typically
making conservative predictions most of the time. If the model predicts the future
steps aggressively, this would improve the prediction of future peaks but also make
the overall performance worse as aggressive predictions are always risky. Eventually,
there is always a trade-off between overall loss and peak prediction, which has to be
handled according to application requirements. For mobile operators, it is acceptable
that the model makes better peak predictions even though the errors on the non-peak
parts are slightly higher, as the peaks are the most valuable parts of mobile traffic.
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To tackle these challenges and improve the traffic management of mobile net-
works; in this chapter, we propose a new method to detect and adjust the potential
traffic imbalance within a cluster of cells. Our solution is composed of two different
phases: the mobile traffic forecasting phase and the traffic imbalance detection phase.
In the first phase, two DL models can be selected to predict future traffic, namely
Mixture of Quantiles (MoQ) and Flexible Multilayer Perceptron (FMLP). MoQ
is built based on the MoE framework supporting the flexible blending of different
forecasting styles, where aggressive and conservative forecasting are adaptively
aggregated based on the recent temporal dynamics of the time series. Through the
cooperation between experts with diverse characteristics, this model is capable of
making better peak predictions while maintaining excellent overall performance and
interpretability. Since MoQ is a computationally expensive model, we also propose
the lightweight model - FMLP. FMLP consists of a predictor and a data mapping
module, which selects important samples and performs conditional magnitude scal-
ing on the time series; this allows the model to perform forecasting in a flexible
way. The behaviour of this model can be easily controlled by changing a pre-defined
scaling factor, resulting in different levels of aggressiveness in the predictions. In
the traffic imbalance detection phase, the predictions of cells are used by a detection
algorithm to determine if there will be a potential traffic imbalance; in this chapter,
two predictive detection approaches are discussed: the single-model approach and
the multi-model approach. Compared to the naive approach which uses the recent
observations instead of the predictions, both of the predictive solutions achieve better
results using real-world mobile traffic data. Specifically, the main contributions of
this chapter are summarized as follows:

• A predictive approach to detect the potential mobile traffic imbalance among
cells combining a mobile traffic predictor with an imbalance detection algo-
rithm.

• A novel mobile traffic forecasting model called MoQ features a flexible blend-
ing of conservative and aggressive predictions based on recent observations.

• A novel lightweight mobile traffic forecasting model called FMLP focuses on
learning important patterns; The model behaviour can be tuned from conserva-
tive to aggressive prediction.
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• A large-scale analysis is performed to study the traffic behaviour within the
clusters, and extensive experiments are carried out on real-world mobile traffic
datasets, proving the advantages provided by the proposed methods.

4.2 Background and problem formulation

4.2.1 Mobile traffic management and network configuration

For topology planning and mobile traffic management, MLB and CCO are two
popular approaches. CCO solutions focus on adjusting the antenna tilt to optimize
the capacity and coverage, thereby impacting network performance and traffic as-
signment [169–171]; how to adjust the antenna tilt efficiently is the major concern in
this field [165, 172, 173]. Unlike CCO, MLB does not involve configuring antennas;
instead, it modifies the handover region between adjacent cells, resulting in a reduced
call drop rate and improved QoS [166, 174–176]; few papers have addressed the
issue of detecting potential traffic load imbalances. In this chapter, we introduce a
traffic prediction-based approach to determine whether there is a need to redistribute
load among neighboring cells in the near future.

4.2.2 Mixture of experts

MoE model was first proposed in [177], where the authors introduce an ensemble
style framework which consists of many sub-networks (experts) and a gating network
(manager). In a MoE model, each expert is expected to learn different knowledge
from the training data, and their outputs are blended by the manager to leverage
the benefits of diverse patterns. This concept has garnered significant attention in
both the DL and ML domains. [178, 179] build MoE-style models on top of ML
algorithms such as support vector machines. [180] proposes deep MoE models for
speech enhancement. In natural language processing, [181] introduces a very large
sparsely-gated MoE and obtains significantly better results for machine translation
tasks. MoE has also proved its effectiveness for computer vision tasks such as image
classification and person re-identification [182, 183]. Another solution is to build
a layer-level MoE as in [184]; this work creates a DL model composed of multiple
MoE layers where each MoE layer is an individual MoE network, and the layers
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are stacked together. In this chapter, a model-level MoE is built, introducing a
cooperation mechanism enabling MoQ to make good peak predictions.

4.2.3 Quantile loss & quantile regression

For a real-valued random variable Y , denote as F(y) its cumulative distribution
function. Given a quantile index τ ∈ (0,1), the τ-quantile q(τ) is defined as q(τ) =
F−1(τ). For example, the 0.5-quantile q(0.5) is the median. For many applications,
risk and uncertainty have to be quantified to make optimal decisions. The need for
modelling distribution leads to the use of Quantile Regression [185]. The purpose
of quantile regression is to predict the conditional τ-quantile ŷ(τ)t+k given the past
observations y:t and a predefined quantile index τ ∈ (0,1). Compared to probabilistic
forecasting, quantile regression is more robust because it makes no assumption on
the data distribution [186]. In order to predict the quantile, the model has to be
trained to minimize the total Quantile Loss (also called pinball loss):

QLτ(y, ŷ(τ)) = τ(y− ŷ(τ))++(1− τ)(ŷ(τ)− y)+, (4.1)

where (·)+ = max(0, ·), and ŷ(τ) is modelled by function gτ(·) which can be approx-
imated with a DL model. Many works have been done in the quantile regression
field. [187] proposes a model to make quantile forecasting of the load of smart
grids, and a new approach is proposed to determine the prediction intervals. [188]
combines quantile regression and multitask learning, and extends the application to
spatiotemporal problems. In our model design, instead of using quantile predictions
to define a prediction interval, quantile predictions are used in an ensemble way,
where each expert is trained by minimizing quantile loss with different quantile index
τ , resulting in different levels of aggressiveness of forecasting.

4.2.4 Problem formulation: forecasting

In this chapter, we perform short-term time series forecasting using a model trained
on historical observations, and the predictions are further used to determine if a
traffic imbalance event will occur in the near future. Assuming we want to predict
the future values of univariate time series with w forecast horizons, time series is
represented as a vector x1:t = [x1, x2, ..., xt ]∈ Rt which consists of past observations
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Fig. 4.1 Architecture of Mixture of Quantiles: expert Eq is trained to minimize a quantile
loss having a quantile index equal to q. The orange line represents forecasting and the blue
line represents the ground truth. MoQ combines the prediction of different experts to yield a
more accurate prediction, especially around peaks of the time series.

of the target mobile network KPI, where xi is the record collected at time step i and t
is the length of sequence; the problem can be formulated as:

x̂t+1:t+w = f (x1:t), (4.2)

where x̂t+1:t+w ∈ Rw is the vector of predictions from time t + 1 up to time t +w,
and f (·) is a selected predictor.

4.3 Mobile traffic predictor: MoQ

4.3.1 MoQ architecture

The architecture of MoQ is shown in Figure 4.1, and it consists of three components:
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• several Experts which are trained to forecast with different levels of aggres-
siveness; the outputs of experts are then fed into the manager, which generates
the final prediction;

• a Penalization applied to prevent the overuse of a specific expert and to promote
cooperation among experts;

• a Manager aggregating predictions from different experts to output the final
forecast.

The idea behind MoQ is to fuse various prediction styles, as illustrated in Figure
4.1. In MoQ, the input is first fed into the experts pool. Through training with
different objective functions, these experts have diverse forecasting styles: some of
them are going to make aggressive predictions, while others adopt a more conserva-
tive style. The manager analyzes the recent temporal behaviour of the input series
and fuses these predictions based on the softmax score; this enables the model to
automatically adjust between conservative and aggressive styles as needed. Further
details of MoQ are discussed in the following sections.

Experts with various forecasting styles

Experts are the key components in MoQ, as their behaviour strongly affects the
model performance. In this work, LSTNet [84] is used as the backbone network
for each expert. In the MoE framework, the experts are expected to learn different
patterns from the same input data. If the characteristics of experts differ a lot, each
expert specializes in extracting different knowledge patterns, which provides benefits
when the manager aggregates these pieces of information. However, the process
raises several issues. The first issue is related to the diversity of experts, as there is no
guarantee that each expert will learn different things from the same input. If experts
behave similarly, there is little benefit in employing an MoE model. Another issue is
about expert assignment; indeed, if we train the MoE model end-to-end from scratch,
it is highly likely that the manager will overuse one specific expert. The typical
reason is that an expert initially shows superiority because of its weight initialization
or the preceding weight update, leading the manager to assign a higher weight to that
expert; thus, the expert becomes more reputable due to a more frequent assignment,
which eventually results in imbalanced training.
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In MoQ, each expert is expected to exhibit different forecasting styles, and
this is extremely challenging to accomplish if all experts are trained with the same
objective function. To encourage diversity among the experts, a specific quantile loss
is employed to pretrain each expert individually, and the quantile index is different
for the training of each expert. As depicted in Figure 4.1, MoQ consists of four
experts, and these experts are pretrained with the default quantile index 0.5, 0.7, 0.8
and 0.9 respectively; it is also feasible to customize the forecasting behaviour by
either pruning specific experts or adjusting the default quantile index. Among the
four experts, expert E0.5 is the most conservative one, and the prediction becomes
more aggressive as the quantile index is increased. Based on that, we can reliably
obtain predictors with various forecasting styles. Once the predictions made by each
expert are available, the outputs are concatenated as:

x̂E
t+1:t+h = [x̂E0.5

t+1:t+h, x̂E0.7
t+1:t+h, x̂

E0.8
t+1:t+h, x̂E0.9

t+1:t+h], (4.3)

where x̂E
t+1:t+h ∈ Rk×N×h, k is the number of experts, N is the size of mini-batch and

h is the forecasting horizon. After pretraining using the quantile loss, the weights of
experts are frozen and will not be updated during the training of the manager.

4.3.2 Manager

The manager is a gating function responsible for aggregating the output of individual
experts. The aggregation is performed based on the recent observations of the time
series to capture the local temporal behaviour, where “local" refers to the most recent
p observations, with p being a hyperparameter. In this work, the manager consists of
a fully connected layer and a softmax activation function. The fully connected layer
extracts the local patterns of time series, and the manager calculates the softmax
score among experts for each future step, which can be formulated as follows:

H = FCw(x−p:t), (4.4)

S = Softmax(H), (4.5)

where FCw is a fully-connected (FC) layer parameterized by the weights/biases w,
x−p:t ∈ RN×p is the matrix of recent observation and S ∈ RN×h×k is the expert score.
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The dimension of the hidden vector H has to be converted from N ×hk to N ×h× k
before passing it to the activation function. Based on score S, the final prediction
x̂t+1:t+h is made by fusing the weighted output of experts:

x̂t+1:t+h = ∑
e∈E

Sex̂e
t+1:t+h, (4.6)

where E is the set of experts, x̂e
t+1:t+h and Se are the corresponding prediction and

score for expert e. To acquire the ability to use experts cooperatively, the manager is
trained to minimize the Mean Absolute Error (MAE) between the fused prediction
and the ground truth; the details are discussed in the next section.

4.4 Two-stage training and penalization

Training is the most important part of the MoE model; as mentioned previously, the
difficulties mainly arise from two problems: (1) how to guarantee the diversity of
experts; (2) how to obtain reasonable and interpretable expert assignments without
overusing a specific expert. Addressing these issues necessitates more than a simple
single-stage training approach; therefore, we propose a two-stage training method
for MoQ to ensure the success of the training process

The first stage of training focuses on pretraining the experts, where each expert
is individually trained with a specific quantile loss to promote diversity. Due to
the different settings of quantile loss, the experts will not end up being too similar.
Once pretraining is completed, the weights of the experts are frozen and remain
unchanged during the second stage, so as to avoid undesired behavioural changes
and to simplify the training of the manager. The second stage aims to train the
manager to develop its ability to select and blend experts. If we want to improve the
prediction of highly dynamic regions while minimizing the overall loss, selecting
proper experts upon detection of different situations is very important; however, this
is also tricky for the manager to learn. In the ideal case, the manager should rely
more on the conservative expert for the forecasting of non-dynamic regions, and on
the aggressive experts when the model needs to predict peaks. However, it is rare to
obtain a trained model that truly works in this manner. In most cases, models tend
to overuse the most conservative expert which is pretrained to predict the median
value. Since peaks are important but relatively rare events in the dataset, the simplest
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choice for minimizing the overall loss is to avoid making aggressive predictions. In
this way, the model loses the ability to capture peaks, which leads to large errors in
the dynamic parts while the overall loss is rather low. This process is useless in real
applications because it cannot estimate the most significant part of the time series,
as in the naive but apt metaphor: you will never make mistakes if you decide to do
nothing. In this case, a penalization mechanism is needed against the manager’s
nature of being conservative. Specifically, two different penalization methods are
introduced in this work.

Penalization mask

The first option is to use a mask during training. This mask acts as a penalization
term in the second training stage, to penalize conservative experts and encourage the
manager to assign higher weights to aggressive experts. The mask is designed as
follows:

M =
h1

k
,

2
k
, , ...,

k
k

i
, (4.7)

where k is the number of employed experts; the mask is M = [0.25,0.5,0.75,1.0]
when we use 4 experts. Each penalization coefficient within the mask corresponds
to the expert in the corresponding position of x̂E

t+1:t+h (see eq. (4.3)), where the
most conservative expert is penalized in the hardest way while the most aggressive
expert is not penalized at all. Each expert prediction has to be multiplied by the
corresponding mask coefficient before being fed into the manager; this deteriorates
the conservative predictions, often making them too low to be used, and only slightly
affects the aggressive predictions. In this way, predicting the median value is not the
best choice anymore in order to minimize the loss, and the manager is required to
learn a smarter way to fuse the results of the individual experts. This is an objective-
oriented penalization method, and the mask values can be changed in order to guide
the decision of the manager in the desired way, thereby controlling the behaviour of
MoQ.



58 Prediction of mobile traffic peaks and imbalance

Penalization via addition of Gaussian noise

The second approach is to add Gaussian noise to the predictions instead of masking
them. The Gaussian noise is designed to have zero mean and expert-dependent
variance. For expert Eτ , the variance of its Gaussian noise is chosen as σ2

τ =

α · (1
τ
− 1), where α controls the spread of the noise variance among the experts.

The more conservative the expert, the higher the variance of the Gaussian noise.
Compared to the penalization mask, the addition of Gaussian noise employs only
one parameter and does not require the design of a penalization mask; this leads,
however, to a somewhat weaker control of the model behaviour.

Use of penalization during the training process

It is important to notice that the two introduced penalization methods are only used
during the training phase, whereas experts are not penalized during the validation
and test phase. The reason why we penalize the predictions is to obtain a trade-off
between the quality of peak prediction and overall loss, as we need to balance the
behaviour of experts while avoiding having a high overall loss. With the penalization,
we therefore lower the priority of using conservative predictions. Since the issue of
overusing specific experts is addressed, the remaining problem is how to force the
manager to extract knowledge from recent observations to guide its fusion. Indeed,
we want MoQ to make aggressive predictions only when there could be an occurrence
of a peak in the upcoming steps. If we apply penalization to expert predictions for all
training examples in a mini-batch, this may lead to higher-than-expected predictions
of non-peak parts considering that the conservative experts would be penalized all
the time. To overcome this problem, we do not apply the penalization for all training
samples, but only for the samples whose ground truth is much higher than the others.
Specifically, for each training sample we sum the values of its ground truth, and only
the samples whose sum is in the largest 10% will be penalized. The rationale is that
the selected training samples have a higher possibility of having peaks in the next
few steps, and the manager is forced to learn how to extract local temporal dynamics
from recent observations to determine if a peak will occur or not. In this training
stage, the model is trained to minimize the MAE of the final prediction. With the
way of penalizing predictions for selected training samples, we introduce inductive
bias in the training process, which is intended to inspire the manager to act in our
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desired way. Compared to conventional models (e.g., LSTM), MoQ requires more
time to train, but the general training time is still acceptable.

4.5 Mobile traffic predictor: FMLP

Fig. 4.2 Architecture of FMLP.

The architecture of FMLP is composed of three components, as shown in Fig. 4.2.

• an Information Filter Module which consists of a convolutional layer, a FC
layer and two activation functions. The use of this module is to select important
samples from the input and filter the potential noise, eventually creating a
mask which weights each sample of the input time series.

• a Conditional Scaling Module which is composed of a global average pooling
layer and a scaling module. The objective of this component is to perform
magnitude scaling for the selected samples based on a pre-defined scaling
factor; a mask is created to scale the magnitude of each sample of the input.

• a MLP that makes predictions by using the time series masked by the previous
modules.

The information filter and conditional scaling modules can be seen together as
the “data mapping” module of FMLP. The idea behind FMLP is to design a model
whose peak prediction can be customized to have different aggressiveness levels.
To this end, the time series is first fed into the two modules to generate two masks
selecting the important samples and scaling the magnitude for part of them. By
adjusting the pre-defined scaling factor, the magnitude of peak predictions can be
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flexibly modified. Subsequently, the original time series is weighted by multiplying
these masks and then input into the MLP for prediction generation. The details of
FMLP are discussed in the following.

4.5.1 Information filter module

This module is used to assign a weight to each input sample. The convolutional
layer and FC layer are employed to learn temporal patterns of time series, thereby
assessing the importance of each sample. The resulting hidden vector has the same
length as the input, and it is first processed by a sigmoid function to map its value to
the range (0, 1); then a parametric ReLU is applied to filter the noise, as:

ReLUγ(x) =

0, x ≤ γ

x, x > γ

, (4.8)

where γ is a pre-defined threshold. Generally, the importance of samples is quite
“sparse" as, after the sigmoid, many samples are mapped to very low values such
as 0.01. These samples contribute relatively little to the prediction and may even
be detrimental. Hence, the parametric ReLUγ is used to filter the noise and the
parameter γ is set to 0.05 in the experiments.

4.5.2 Conditional scaling module

This module is used to scale the magnitude of time series samples during the training
phase, but it is not employed during the inference stage. Initially, the module
calculates the global average of the time series, and then this average, along with the
original time series, is fed into the scaling module to generate a scale mask. Since
our objective is to scale the magnitude of peak predictions without impacting the
off-peak parts, not all samples require scaling. Specifically, all samples with values
higher than the global average are multiplied by a pre-defined scaling factor. Thanks
to the nonlinear properties of neural networks, predictions are robust to changes in
input series scale; thus, even if only a few samples’ magnitudes are adjusted, the
model would still be optimized to make similar predictions. Therefore if we scale the
magnitude during the training stage and disable scaling during the inference stage,
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the magnitude of predictions will be inversely scaled without altering their shape; to
increase the magnitude of peak predictions, the scaling factor should be less than 1.
However, in the context of time series forecasting, one drawback of neural networks
is their insensitivity to the input time series scale due to the non-linearity introduced
by stacking layers [84]. If we decrease the magnitude of peak regions during the
training phase, the model will still yield similar predictions during training, but
the peak predictions will be increased during the inference phase if we deactivate
the scaling module since the weights of layers are optimized to compensate for the
magnitude reduction.

4.5.3 Basic predictor: MLP

The MLP used in FMLP is the conventional model proposed by [64], which is
composed of three FC layers and ReLU functions. The MLP uses the time series
weighted by the two masks to make the predictions.

4.6 Detection of traffic imbalance

4.6.1 Cluster creation and analysis

Due to the network configuration and user movement, mobile traffic often distributes
among a cluster of cells in an imbalanced way, resulting in load imbalance that needs
to be detected. Successfully detecting this potential load imbalance allows network
operators to switch from a configuration optimised for capacity to another suited for
redistributing the traffic, leading to improved performance for the congested cell.
In this chapter, a cluster is defined as a set of cells which includes a reference cell
(cluster center) plus a few adjacent cells (neighbours). The procedure for creating a
cluster is as follows:

1. Selection of Reference Cell: A reference cell is more likely to be congested.
We choose cells whose 0.9 quantile of its downlink usage time series is higher
than 2 Erlang.

2. Selection of Adjacent Cells: for the selection of adjacent cells, we take into
account both coverage overlap and served users overlap between the reference
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and adjacent cells. We employ the handover data and consider as adjacent cells
those whose served users overlap is higher than 20%, and this overlapping
setting allows the redistribution of mobile users among cells; among those, the
two cells having the largest coverage overlap are selected to form a cluster
with the reference cell.

Once we create the clusters, for each cluster we monitor the total ratio Rt
total ,

the maximum ratio Rt
max and the downlink usage of the cluster. Rt

total is the ratio
between the downlink usage of the reference cell and the total downlink usage within
the cluster, and Rt

max is the ratio between the downlink usage of the reference cell
and the maximum downlink usage among its adjacent cells. The ratios are calculated
as follows:

Rt
total =

λre f ,t

∑c∈C λc,t
, (4.9)

Rt
max =

λre f ,t

maxc∈A λc,t
, (4.10)

where λre f ,t is the downlink usage of the reference cell at time step t, λc,t is the
downlink usage of the cell c at time step t, C is the whole cluster and A is the set
of adjacent cells. For the time step t, the reference cell is thought of as congested
and requiring traffic redistribution if its downlink usage is higher than 2 Erlang and
Rt

max > 2.

Algorithm 2 Naive Approach

Input: λre f ,t , Rt
max.

Output: L.
if Rt

max ≥ 2 then
if λre f ,t ≥ 2 Erlang then

Lt+1 = Lt+2 = 1
else

Lt+1 = Lt+2 = 0
end if

else
Lt+1 = Lt+2 = 0

end if
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Algorithm 3 Predictive Approach

Input: λre f ,1:t , λad j1,1:t and λad j2,1:t .
Output: L
for Time step h = t +1 to t +2 do

λ̂re f ,h = Predictor(λre f ,1:t)

λ̂ad ja1,h = Predictor(λad j1,1:t)

λ̂ad ja2,h = Predictor(λad j2,1:t)

Rh
max =

λ̂re f ,h

maxc∈A λ̂c,h

if Rh
max ≥ 2 then
if λ̂re f ,h ≥ 2 Erlang then

Lh = 1
else

Lh = 0
end if

else
Lh = 0

end if
end for

4.6.2 Detection algorithm

To determine if there is a need to redistribute mobile traffic or not, we apply different
approaches to detect the traffic imbalance within the cluster based on the downlink
usage. The first approach is called the “naive” approach and it uses the latest KPI
observations of the cells within the cluster to make the decision; this approach is
used as the baseline by considering it is quite simple. Another option is the predictive
approach which uses the predictions of downlink usage to guide the decision. Either
approach provides labels of the next two steps, L = [Lt+1,Lt+2], where L can be
either 0 or 1, and 0 means there is no need to perform traffic redistribution.

The pseudo codes of these approaches are shown as Algorithm 2 and Algorithm
3. Furthermore, the predictive approach can be subdivided into two subcategories
based on the applied forecasting models: single-model approach and multi-model
approach. The single-model approach uses the same forecasting model to predict
the downlink usage for both the reference cell and the adjacent cells, while the
multi-model approach uses different models for handling the reference cell and
the adjacent cells. For example, Model A+Model B means using Model A for the
reference cell and Model B for the adjacent cells. Compared to the single-model
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approach, the multi-model approach provides higher flexibility for decision-making;
this is discussed in detail in Section 4.7.3.

4.7 Experiments and results

In this section, we conduct experiments on two real-world industrial datasets to
evaluate the performance of the proposed approaches; both datasets are provided by
Telecom Italia S.p.A. For the first dataset, the mobile data is collected from the LTE
network of Torino - a major city in northern Italy, covering 100 cells where each cell
monitors multiple network KPIs, such as the downlink and uplink mobile demand,
percentage of call drop, the number of connected users and others; all mobile
records are transmitted to mobile servers which aggregate and store them. In this
work, we focus on two network KPIs, namely the downlink usage and the average
number of connected users, whereas the former measures the downlink mobile
demand of a cell and the latter measures the average number of users connected
to a cell. Most experiments have been done using the downlink usage, and the
number of connected users is only used in one experiment presented in Section 4.6.
For each KPI, the dataset consists of 32300 time series (323 time series for each
cell), and each time series is recorded during 14 consecutive days; the traffic profile
of each cell is aggregated over 15-minute intervals. This dataset is used to train
and test the forecasting performance of the proposed mobile traffic predictor. The
second dataset is a much larger one; it consists of three months of observations of
2713 cells deployed in Piedmont province, Italy. In addition to KPIs, this dataset
encompasses specific cell-related information including the geographical location,
coverage overlapping rate with adjacent cells and user overlapping rate with adjacent
cells. In experiments, it is used to perform large-scale mobile network analysis and
evaluate the performance of the traffic imbalance detector.

4.7.1 Forecasting of mobile traffic peaks

For the mobile traffic predictor, our target is to predict network parameters for the
next 2 steps (30 minutes); all time series of this dataset have been normalized with
the standard score normalization, and the normalized time series is calculated by
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first subtracting the mean value of raw time series and then dividing by the standard
deviation.

Benchmarks and performance metrics

Two versions of MoQ are implemented: the MoQ penalized by mask (MoQ) and the
MoQ penalized by the Gaussian noise whose variance is controlled by α (MoQ†

α).
The FMLP model is denoted as FMLPβ where β is the predefined scaling factor.
We compare the performance of our proposed models against a set of baseline
approaches covering the most popular approaches in the time series forecasting field,
including MLP [64], LSTM [78], GRU [79], LSTNet [84], TCN [72], MQ-RNN
[87], Transformer [88], DLinear [82], Informer [89] and Autoformer [90]. The
hyperparameters of these models have been tuned through grid search based on the
performance evaluated on validation set. Once the best configurations have been
determined, the models have been retrained on the dataset, by merging the training
and validation sets and eventually evaluated on the test set. All experiments are
conducted on a computer with Intel(R) Core(TM) i7-7700K CPU @ 4.20GHz, 64
GB memory and a single Nvidia TITAN X Pascal 12GB GPU. The operating system
is Linux 4.15.0-143-generic, and the model is implemented in Python 3.8.8 with
Pytorch 1.7.0.

To evaluate the performance, five metrics are used. Initially, we quantify the
overall performance of these models in terms of MAE and MSE (Mean Squared
Error). Since MAE and MSE do not properly capture the ability of a model to predict
peaks in the time series, which is instead very important in our target application, we
also employ classification metrics to evaluate the ability of models to predict peaks.
Specifically, for the downlink usage the peak part is defined as the elements of a
tensor whose value is higher than a threshold Q defined as a given quantile of this
feature. In this setting, a mobile traffic predictor that forecasts downlink usage two
time steps ahead is employed for binary peak classification, in that if the predicted
downlink usage has a value greater than or equal to the predefined threshold, the
prediction is seen as positive (peak) and a peak is considered as being predicted
correctly if the ground truth has the same label (positive). In our experiments,
the quantile index is defined as 0.95. Based on this, each ground truth element
is either positive (peak) or negative (non-peak), and a model is assessed on the
basis of its ability to correctly classify peaks in terms of the sensitivity metric, also
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Models MAE MSE Accuracy Sensitivity #Parameters

MLP 0.301 0.297 67.5% 36.2% 188k
LSTM 0.295 0.303 67.7% 36.5% 265k
GRU 0.286 0.298 66.1% 33.1% 50k

LSTNet 0.282 0.287 67.5% 36.2% 102k
TCN 0.298 0.326 57.0% 14.2% 61k

MQ-RNN 0.290 0.299 66.2% 33.4% 141k
Transformer 0.332 0.342 69.1% 39.3% 1.12M

DLinear 0.295 0.293 66.3% 33.7% 5k
Informer 0.343 0.427 58.7% 18.3% 660k

Autoformer 0.411 0.481 56.3% 13.6% 1.14M

MoQ 0.310 0.329 77.7% 58.5% 409k
MoQ†

2 0.297 0.297 75.2% 52.6% 409k
MoQ†

4 0.306 0.310 77.7% 58.2% 409k
FMLP0.7 0.301 0.312 75.5% 53.5% 189k

Table 4.1 Performance comparison of different models for mobile traffic prediction and peak
classification; k and M are the shorthand notation for Thousand and Million.

known as recall, i.e. the number of correctly identified peaks among the retrieved
peaks. Although sensitivity is the most important metric for the target application,
we also need to verify that a model does not overestimate a target frequently by
generating a lot of false alarms, so the average classification accuracy among classes
is also used to quantify the general performance of predictive classification. Besides
these metrics, the number of parameters (#Parameters) is also used to evaluate how
many parameters are included in the models, which is a good proxy of the model
complexity.

Results

We perform forecasting on the test set of the mobile traffic dataset; the performance
of the models is reported in Table 4.1. For this dataset, we observe that RNN-based
models obtain better performance compared to the others. LSTNet has the lowest
MAE and MSE and it is the best model if we only consider the overall loss. The
performance of Autoformer is the worst among the baselines, its peak prediction
performance is much worse than the others and the forecasting performance is quite
poor. Compared with the selected baselines, the proposed MoQ models obtain much
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Fig. 4.3 Predictions of downlink usage. The penalization mask of MoQ is employed in the
plot and the scaling factor of FMLP is set to 0.7.
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Fig. 4.4 Peak predictions of downlink usage. The penalization mask of MoQ is employed in
the plot and the scaling factor of FMLP is set to 0.7.

higher sensitivity. If we compare the performance between the mask version MoQ
(MoQ) and the Gaussian noise versions (MoQ†

α), the difference between them is
quite small, and both of them provide a significant improvement of peak predictions.
Among these MoQ models, MoQ has the highest sensitivity whose value is 19.2%
higher than the highest sensitivity of baselines (39.3%), which means this model
is much more capable of predicting potential upcoming peaks; MoQ also has the
highest classification accuracy, showing that the proposed model is able to perform
forecasting based on the recent trend which better reflects the traffic pattern. The
price to be paid for very good sensitivity is that its MAE and MSE are slightly higher
than those of LSTNet, though still close to those achieved by the best methods.
Comparing MoQ†

4 and MoQ†
2, we observe that the MAE and MSE are reduced by

decreasing the value of α while obtaining slightly lower sensitivity and classification
accuracy; by modifying the value of α , it is possible to make a trade-off between peak
prediction and overall performance. Compared to MoQ, FMLP obtains slightly worse
forecasting performance, but its performance is still much better than the baselines
for the task of mobile traffic peak forecasting. If we compare the complexity of the
models, we can find that MoQ is not a very heavy model even though it is built based
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on the expert system, and it is still lighter than some baseline approaches such as
the transformer-based models; to have a faster and lighter version of MoQ, FMLP
would be a good candidate as its model size is smaller.

(a)

(b)

Fig. 4.5 Visualization of the cooperation between experts, the expert scores used to fuse the
predictions are visualized. (a) MoQ (mask version); (b) MoQ (Gaussian noise version).
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To better understand the behaviour of different architectures, we select several
models and visualize their forecasting. Figure 4.3 and Figure 4.4 illustrate the
general traffic predictions and the peak predictions respectively, where Figure 4.3
refers to the general pattern of downlink usage and Figure 4.4 refers to a bursty
increase of downlink usage in mobile networks. In Figure 4.3, we can observe that
the predictions made by MoQ and FMLP can better follow the trend and peaks of
mobile traffic; this behaviour is more obvious in Figure 4.4, where MoQ and FMLP
show their superiority in peak prediction of mobile traffic; in this case, the predicted
peak is very close to the ground truth and none of benchmarks is capable of capturing
the usage pattern related to the peak in an effective way.

4.7.2 Analysis of the characteristics of mobile traffic predictors

MoQ

Besides the advantage of achieving better peak prediction, MoQ also has good in-
terpretability. As mentioned in previous sections, MoQ relies on the cooperation
mechanism of experts, where the prediction benefits from switching among pre-
dictors with various forecasting styles. To study the contribution of each expert,
in Figure 4.5 we visualize the predictions and the corresponding softmax scores
of the four different experts: expert E0.5, expert E0.7, expert E0.8 and expert E0.9.
Among these experts, expert E0.5 and expert E0.7 are the experts making relatively
conservative predictions. In Figure 4.5(a) we observe that the conservative expert
dominates the final prediction for the non-peak part of time series, whereas the
prediction style becomes aggressive once our model detects strong temporal dy-
namics from recent observations. If we focus on the strong oscillating area of this
sequence, frequent switching between expert E0.5 and expert E0.8 can be seen. If
we compare Figure 4.5(a) and Figure 4.5(b), the learned cooperation pattern is not
the same by applying different penalization methods during training, but both of the
methods result in similar results; this provides additional flexibility for adjusting the
forecasting strategy. From this point of view, MoQ shows great interpretability, and
the analysis of the behaviour of experts can be used to fine-tune the architecture and
adapt it to different telecommunication applications.
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FMLP

(a) (b)

(c) (d)

Fig. 4.6 Peak predictions of cell B made by FMLP with respect to different settings of scaling
factor, the gray line represents the ground truth. (a) scaling factor = 1.0; (b) scaling factor =
0.8; (c) scaling factor = 0.7; (d) scaling factor = 0.5.

As we discussed in the previous section, the behaviour of FMLP can be adjusted by
changing the value of the scaling factor, which provides us with the flexibility of
customizing the aggressiveness of forecasting based on the needs of applications;
here we discuss the impact of changing scaling factor to the peak predictions. In
Figure 4.6, we visualize the predictions of another cell made by FMLP; four scaling
factors are used to train FMLP: 1.0, 0.8, 0.7 and 0.5. When the scaling factor is set
to 1.0, the difference between FMLP and the conventional MLP is minor; hence
the predictions in Fig. 4.6(a) are equivalent to the predictions made by MLP. If
we decrease the scaling factor from 1.0 to lower values, we can observe that the
predictions of the peak parts have a higher magnitude, and that makes the predictions
more similar to the real cases. Every time we decrease the scaling factor, what we
do is create a smooth transition from conservative peak predictions to aggressive
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Models MAE MSE Accuracy Sensitivity

Scaling Factor=1.0 0.289 0.309 63.2% 27.2%
Scaling Factor=0.8 0.296 0.294 73.3% 48.6%
Scaling Factor=0.7 0.301 0.312 75.5% 53.5%
Scaling Factor=0.6 0.381 0.528 84.4% 74.6%
Scaling Factor=0.5 0.403 0.608 83.9% 74.0%

Table 4.2 Performance comparison of FMLPs trained with different scaling factors.

peak predictions, and this process is very flexible and can be controlled based on
the operational strategy of network operators. Table 4.2 shows the performance of
different FMLPs; generally, a lower scaling factor leads to better peak predictions
and a slightly higher average loss.

4.7.3 Predictive detection of potential traffic imbalance

Mobile traffic analysis

In our approach, the predictive detection algorithm is applied to identify the potential
traffic imbalance in a reference cell once we have the predictions. To investigate if
there is a benefit of using the predictive approach, we create clusters and evaluate
the performance of different approaches on them. We consider two types of cells,
i.e. 800MHz and 1800MHz cells; the cluster is composed of cells in the same
band, following the procedure discussed in Section 4.6. In the analysis, we use
three-month observations of 2713 cells (1059 800MHz cells and 1654 1800MHz
cells) and identify 417 reference cells which have high downlink usage.

Congested Non-Congested Total

800MHz Cells 120 (11.3%) 939 (88.7%) 1059
1800MHz Cells 231 (14.0%) 1423 (86.0%) 1654

Table 4.3 Overview of clusters: congested and non-congested.

According to Table 4.3, at least 11.3% of 800MHz cells and 14.0% of 1800MHz
cells are affected by traffic congestion events after evaluating the downlink usage
and the maximum ratio, indicating that traffic redistribution would be very useful in
a real-world scenario. To better understand the traffic imbalance issue, we study the
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(a)

(b)

Fig. 4.7 Traffic distribution within the cluster in two consecutive days. The marked line is
the downlink usage of the reference cell and the unmarked lines are the downlink usage of
its adjacent cells within the cluster. (a) cluster A (800MHz); (b) cluster B (1800MHz).

behaviour of the clusters in detail. Figure 4.7 illustrates the metrics of two clusters
in two consecutive days; as we can observe, the downlink usage of the reference
cell is much higher than the downlink usage of its adjacent cells in some time slots.
In Figure 4.7(a), congestion can be observed around 9 PM; the congestion pattern
is not always periodic as the congestion event is observed in the afternoon without
having been observed in the previous day. According to the figure, it is obvious that
mobile traffic is distributed in a relatively balanced way most of the time. However,
for certain time slots, the reference cell carries much more traffic than the others
which would potentially affect the QoS of the mobile users assigned to it. In this
case, the prediction of the traffic imbalance would help mobile traffic management.
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Detection of traffic imbalance

To compare the performance of different approaches, we set the various prediction
models to perform single-model and multi-model approaches. For the single-model
predictive approach, we use five different DL models to predict the downlink usage
of the future steps, including MLP, GRU, LSTNet, Transformer, MoQ and FMLP
(with two different scaling factors); for the multi-model approach, we use differ-
ent combinations of models including LSTNet+GRU, MoQ+GRU, MoQ+LSTNet,
GRU+MoQ and FMLP+GRU. The nomenclature for the multi-model approach is
of the kind “Modelref + Modeladj", for example MoQ+GRU means using MoQ for
the reference cell and GRU for the adjacent cells. By using different predictive
approaches, it is feasible to evaluate how peak forecasting performance affects the
prediction performance of mobile traffic imbalance. To evaluate the classification
performance, four metrics are calculated:

• Balanced Accuracy: the classification accuracy whose value equals to the
mean value of the classification accuracy of each class.

• Accuracy (Non-Congested): the classification accuracy of the non-congested
class.

• Accuracy (Congested): the classification accuracy of the congested class.

• F-score: this is the harmonic mean of precision and recall which evaluates the
overall performance of a classifier. Its value ranges between 0 and 1, where 1
indicates a perfect classifier.

In the experiments, 20 clusters (10 at 800MHz and 10 at 1800MHz) are employed
to compare the performance of different approaches. For each cell within a cluster,
we first normalize its observations of three months and split them into many sub-
series; each sub-series contains 1344 records corresponding to the observations of
two weeks. For each sequence, the forecasting model first predicts the normalized
value of the downlink usage for the next two steps, then the real value (in Erlang) of
the predicted downlink usage is obtained by denormalizing the predictions using the
corresponding mean and standard deviation, and it is used by the predictive approach
for decision making; the ground truth of the predictive classification is generated
using the future downlink usage (in Erlang) of the reference cell and the adjacent
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cells, and the details can be found in Section 4.6.1. The results are shown in Table
4.4.

Balanced Accuracy Accuracy (Non-Congested) Accuracy (Congested) F-score

Naive Approach 85.1% 91.9% 78.3% 0.787

Predictive Approach

Si
ng

le
-M

MLP-based 86.9% 92.4% 81.5% 0.810
GRU-based 86.7% 92.4% 81.1% 0.808

Transformer-based 85.1% 92.2% 78.2% 0.788
LSTNet-based 87.3% 92.1% 82.4% 0.813

MoQ-based 87.4% 91.4% 83.3% 0.811
FMLP-based (scaling factor=0.6) 86.5% 90.5% 82.5% 0.797
FMLP-based (scaling factor=0.7) 87.1% 91.9% 82.2% 0.809

M
ul

ti-
M

LSTNet + GRU 87.5% 91.5% 83.5% 0.814
MoQ + LSTNet 88.1% 90.1% 86.0% 0.813

MoQ + GRU 88.2% 89.4% 87.0% 0.811
GRU + MoQ 84.9% 93.8% 76.0% 0.791

FMLP (scaling factor=0.6) + GRU 88.0% 87.4% 88.6% 0.801
FMLP (scaling factor=0.7) + GRU 87.7% 90.8% 84.7% 0.812

Table 4.4 Comparison of different approaches; Single-M and Multi-M are the abbreviations
for single-model approach and multi-model approach.

In Table 4.4, the best two models are the multi-model approach MoQ+GRU and
FMLP (scaling factor=0.6)+GRU as they have much higher accuracy of detecting the
congestion events while obtaining good overall performance. For instance, compared
to the naive approach, MoQ+GRU achieves 3.1% higher average classification
accuracy and 8.7% higher accuracy in classifying the potential congestion; even
though the use of prediction models introduces additional complexity (Table 4.1),
the cost is still acceptable for mobile operators considering the improvement of
congestion detection is significant.

From a global point of view, predictive approaches are better than the naive
approach, especially for detecting future mobile traffic imbalances. Among the
single-model approaches, the MoQ-based approach is the best one as we care more
about the sensitivity to the potential congestion, and its performance is slightly better
than the LSTNet-based approach. The performance of the single model FMLP-
based approach is similar to LSTNet-based and MoQ-based approaches when the
scaling factor is set to 0.7; when we apply the multi-model approach with FMLP,
the performance of FMLP+GRU is better if the scaling factor equals to 0.6. As we
discussed, the ability of MoQ and FMLP to predict peaks makes them very good
candidates for predicting the rapid increment of mobile demand. However, using only
the single model could be sub-optimal in the scenario of traffic redistribution. Due
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Feature Balanced Accuracy Accuracy (Non-Congested) Accuracy (Congested) F-score

Native Approach

Downlink usage 85.1% 91.9% 78.3% 0.787
#Connected users 67.9% 69.1% 66.6% 0.540

MLP-based Approach

Downlink usage 86.9% 92.4% 81.5% 0.810
#Connected users 67.6% 68.5% 67.4% 0.541

Table 4.5 Comparison of different features.

to the fact that MoQ and FMLP are more capable of making aggressive predictions,
they tend to make higher predictions for both the reference cell and the adjacent cells;
because the maximum ratio measures the relative difference between the downlink
usage of the reference cell and its adjacent cells, in this case we can purposely obtain
a higher ratio by using a more conservative predictor to predict the adjacent cells,
which makes the classifier more sensitive to the future load imbalance. As a result,
the approaches MoQ+GRU and FMLP+GRU show great performance in detecting
the traffic imbalance. Besides improving the ability to detect traffic imbalance,
we can also make the classifier focus more on the balanced case. The approach
GRU+MoQ uses a conservative predictor for the reference cell and a more aggressive
predictor for the adjacent cells, which leads to the highest classification accuracy on
the non-congested class (93.8%), but with much worse performance on other metrics.
Compared to the naive approach and the single-model approach, the multi-model
approach shows better performance and provides higher flexibility, as it can be
adjusted based on the needs of different operating strategies of network operators.
Considering the results of both single-model solutions and multi-model solutions,
MoQ is seen as a better choice compared to FMLP; even though FMLP can achieve
slightly better results in multi-model cases (FMLP 0.6+GRU), the low scaling factor
would lead to much worse general forecasting performance which is not desired
(Table 4.2). In this case, FMLP is a good candidate designed for applications which
have higher requirements of computation speed and model complexity.

Besides the comparison of algorithms, our attention should also be focused on
the choice of the network KPIs used to perform the decision-making. Among the
network KPIs, the average number of connected users is another important variable
which reflects the mobile demand indirectly. Compared to the downlink usage, this
variable exhibits smaller variation over time which makes it much easier to predict,
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and it is interesting to study if the predictive approach performs better using as
input the number of connected users with respect to the downlink usage. Table 4.5
compares the performance of the approaches using different variables. In the table,
it is obvious that the average number of connected users is not a good choice for
guiding the decision of traffic redistribution, as it cannot measure the mobile traffic
correctly. The reason behind the result is simple: the mobile traffic is not always
proportional to the number of connected users considering some users would not
generate too much traffic; in this case, even though a cell has a high number of
connected users, there is no guarantee that the cell also has a high downlink demand.
From this point of view, using the downlink usage would be the better choice.

4.8 Conclusions

In this chapter, we have explored the topics of how to predict mobile traffic peaks and
mobile traffic imbalances accurately, which have been rarely studied in the literature.
To address these issues, we have proposed a prediction-based approach to detect
potential mobile traffic imbalances among cells. The proposed approach is composed
of a mobile traffic predictor (selected from MoQ and FMLP) and a traffic imbalance
detection algorithm.

Compared to other forecasting models, MoQ and FMLP can make much more
accurate peak predictions, where MoQ relies on a cooperation mechanism between
experts and FMLP uses a conditional scaling module. MoQ stands out for its
exceptional forecasting performance and interpretability, despite being a somewhat
“heavier” model from the computational standpoint. With the aim to reduce the
computational load, we also present a lightweight alternative, i.e. the FMLP model.
Extensive experiments are carried out on a real-world dataset, and the results have
proved the effectiveness of our approaches; regarding the prediction of mobile traffic
peaks, MoQ and FMLP have improved the sensitivity (the peak prediction accuracy)
by approximately 19% compared to the highest sensitivity of baseline approaches
(39.3%), where the improvement is roughly as large as 50%.

For traffic imbalance detection, we propose two methods including the single-
model predictive approach and a multi-model predictive approach. We first perform
the large-scale mobile traffic analysis by using more than 2700 cells deployed in
northern Italy, then the experiments are conducted on real-world datasets to evaluate
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the performance of the proposed detection approach. Compared to the baseline
approach, our proposed predictive approaches significantly improve the accuracy of
congestion prediction, where the best multi-model approach improves the predictive
classification accuracy of congestion (the imbalance detection accuracy) by 10.3%
with respect to the naive approach which uses recent observations. We also explore
whether the selection of predicted network KPIs matters or not, and the results show
that the downlink usage can better reflect the real usage case of mobile networks.

For future work, there are several potential research directions. First, it would
be interesting to integrate the proposed approach with mobile network optimization
approaches such as MLB and CCO, which would lead to more efficient network
optimization and traffic handover for mobile traffic congestion. The proposed mobile
traffic peak forecasting models can also be used to support the predictive maintenance
of mobile networks, where the mobile operators can schedule maintenance activities
during periods of low expected mobile demand to minimize service disruptions. For
the predictors themselves, one potential study is to explore how to obtain good peak
forecasting performance along with very good general forecasting performance;
we believe that there is still room to improve the forecasting performance of the
proposed solutions.

In this chapter, we focus on predicting mobile traffic peaks where how to improve
the general forecasting performance has not been discussed. In Chapter 5, we will
present the solutions which can be used to obtain excellent general forecasting
performance under different constraints.



Chapter 5

Cost-effective mobile traffic
forecasting

In the previous chapter, we discussed the importance of making accurate predic-
tions of mobile traffic peaks; two DL models have been proposed to improve peak
forecasting performance while maintaining a relatively low MAE and MSE. In this
chapter, we keep presenting the works related to mobile traffic forecasting - this time
we focus on improving the general forecasting performance considering deployment
constraints instead of the peak case. As presented in Chapter 2, many works have
studied how to improve mobile traffic forecasting; meanwhile, the difficulties which
may be encountered during deployment are usually ignored; for mobile operators,
how to reduce the cost of training and deploying forecasting models is also very
crucial because of the revenue-driven nature. In this chapter, the material appeared
in my publications [189, 190].

5.1 Forecasting with different constraints

There are many applications which require good accuracy of mobile traffic fore-
casting, such as the base station sleeping [191], the admission control [192] and
the resource allocation and scheduling [193, 194]. To obtain better mobile traffic
forecasting, many popular models in the time series forecasting field are used to
perform mobile traffic forecasting [124, 195]. Even though these models perform
generally well in time series forecasting, their forecasting performance on mobile
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traffic is quite limited because of the nature of mobile traffic time series. Predicting
mobile demand accurately is never an easy task due to the characteristics of mobile
traffic over time: one can observe strong periodicity as the wireless demand closely
follows human daily activities, whereas traffic is also affected by unexpected events
(social events, etc.) adding variability, resulting in complex temporal dynamics. The
temporal pattern of mobile demand is a mixture of the short-term periodic pattern,
long-term periodic pattern and the recent trend affected by unknown factors, which
results in a very complicated mobile traffic pattern which is difficult to analyze and
predict. Although the current DL models are powerful in modelling the temporal
correlation within the sequence, it is still hard to capture this complex pattern.

In practice, improving mobile traffic forecasting is an even more tricky problem
as there is concern about the constraints of the model deployment. On the side
of mobile operators, the main constraints that have to be taken into account are
the model size and the training time, which have not been explored thoroughly in
literature; these constraints may not exist at the same time, and this depends on the
specific target applications the models are applying to. The first constraint is about
the model size of DL models, in many cases the DL model requires a large number
of parameters to improve the model performance, which is a critical issue for devices
with limited memory. Under the mobile edge computing scenario, applications and
services would be deployed on mobile or embedded devices close to the mobile edge
to reduce the content and service delivery delay, thereby enhancing the overall use
experience for end users. [116]; large model cannot be deployed to these devices by
considering the model consumes a significant amount of memory. In this case, it is
desired to have a lightweight mobile traffic forecasting model which can obtain good
predictions with fewer model parameters. Another issue is related to the training time
of DL models; among DL architectures, RNN-based models are very well suited to
time series forecasting, and this is also true for mobile traffic forecasting. However,
their training process is rather time-consuming. In RNNs, the calculation of the
current hidden state is dependent on the preceding states, which means the process
cannot be parallelized. Considering to apply RNN-based models to predict mobile
traffic time series, this problem is not negligible since network operators typically
retrain the predictor every week in order to capture the latest trend of traffic demand.
Generally, a city-wide LTE network can easily cover thousands of cells, and the
total amount of cells would go for hundreds of thousands considering all the areas
managed by the mobile operators; when there are so many cells in the system, the
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training of forecasting model would be very expensive and consume a considerable
amount of energy, and the situation is more critical when the forecasting model itself
has a high training cost. As mobile operators are seeking higher profit, it is always
desired to reduce the training cost without losing the accuracy of forecasting.

To address these challenges, we propose a novel DL model individually for each
constraint, where Temporal Dynamics Aware Network (TDANet) and Variability-
Enhanced Network (VEN) are used to overcome the model size and training time
constraints respectively. The main contributions of this chapter are summarized as
follows:

• We propose a novel model called TDANet, which improves the mobile traffic
forecasting performance by leveraging both the periodic dependencies and the
recent changing trend.

• We propose a novel model called VEN, which adds different degrees of vari-
ability to a time series, allowing the network to make improved mobile traffic
predictions along with a very low training time. In order to reduce the training
time as much as possible, the design of VEN uses only FC layers. This de-
sign makes the network able to obtain both excellent forecasting performance
and very fast training speed. According to the results, its predictions have
state-of-the-art accuracy while reducing training time by approximately 99%.

5.2 Problem formulation

In this chapter, our goal is to make short-term time series predictions of the downlink
usage traffic using a DL model trained based on past observations. Assuming we
want to predict the future values of downlink mobile traffic with w forecast horizons,
a univariate time series is represented as a vector x1:t = [x1, x2, ..., xt ] ∈ Rt which
consists of past observations of the target mobile network KPI, where xi is the record
collected at time step i and t is the length of sequence; the problem can be formulated
as:

x̂t+1:t+w = f (x1:t), (5.1)
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Fig. 5.1 Architecture of TDANet, where ht and h′t are the hidden vectors extracted by GRU
and the local context extraction module respectively; the details of the local context extraction
module are illustrated in Figure 5.2.

where x̂t+1:t+w ∈ Rw is the vector of predictions from time t + 1 up to time t +w,
and f (·) is the employed DL predictor.

5.3 TDANet

TDANet is a superlight model proposed to make accurate mobile traffic predictions,
allowing mobile operators to deploy the model with the minimum requirement
of computational memory. Figure 5.1 presents the architecture of TDANet. For
short-term mobile traffic forecasting, the model is designed for learning the complex
temporal dynamics of mobile traffic time series employing fewer parameters, which
allows us to obtain accurate mobile traffic forecasting with low computational cost.
To perform time series forecasting, TDANet first extracts the global and the local
temporal patterns using Gated Recurrent Unit (GRU) [79] and the local context
extraction module separately, then the extracted hidden vectors are concatenated
and fed into the linear module to make predictions; within the linear module, the
first FC layer is responsible for making initial predictions, and these predictions are
concatenated with the most recent observations; the concatenated vector is used by
the second FC layer to generate linear offsets, finally the final predictions are created
by adding initial predictions and linear offsets element-wise. In this section, we
present the layers of TDANet in detail.
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Fig. 5.2 The local context extraction module. t is the most recent time step, t ′ is the time step
one or more skip periods away from t, T is the skip period and q defines the size of the local
context. GRUSkip first calculates the hidden state of the non-skipped time steps, then all the
hidden states are fed into the attention layer to obtain the weighted average hidden state h′t .

5.3.1 Recurrent component and local context extraction module

Once TDANet receives the input, the time series is first fed into the recurrent
component GRU and the local context extraction module which is composed of the
skip-gated Recurrent Unit (GRUSkip) and an attention layer. The objective of the
components is to extract the temporal pattern of mobile traffic, where GRU focuses
on learning the global temporal pattern and the local context extraction module
focuses on learning the local temporal pattern. Based on the use of GRU, the model
obtains a hidden state ht extracted by GRU at time step t, and this vector summarizes
the coarse global information of the sequence.

Compared to the conventional Recurrent Neural Network (RNN), GRU and
LSTM [78] are designed to model the long-term dependencies of time series and
address the vanishing gradient problem; by applying the gate mechanism, they can
better capture the correlation among samples. Even though the gate mechanism
counters vanishing gradients, it is still difficult to learn the temporal dependencies
between far-away samples when the time series is rather long; if the model cannot
capture such long-term dependencies, there is a potential risk of losing the ability
to capture periodic patterns which limits the performance in time series forecasting.
To alleviate this issue, we propose to use GRUSkip to learn the local patterns in
preceding time steps. In practice, in several domains it is often the case that a
time series exhibits strong periodicity, e.g. mobile traffic time series or outdoor
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temperature time series; in this case, a common approach to predict future values is
to refer to not only the recent samples but also the samples at past instants t −nT
shifted by an integer number of periods T , as the periodic behaviour would help the
model estimate the future values.

Following this idea, GRUSkip is designed to enhance the model’s use of long-term
dependencies; the architecture of GRUSkip is presented in Figure 5.2. Instead of
feeding all input samples to the recurrent component, we only use the samples which
can represent a so-called local context, i.e., the samples just before and after the
target instants t ′ = t −nT with n = 0,1, . . . , and T is referred to as the “skip period".
By considering that the mobile traffic demand is strongly related to human activities,
the periodic pattern could appear multiple time steps earlier or later than the last
observed time step t which leads to a shift on the time axis; under this scenario, we
prefer to focus on the samples within a predefined window centered around the time
steps t ′, instead of focusing on just the samples at the time steps t ′. For example,
we would define a window which only includes the past samples from 9 AM to 11
AM if we want to predict the mobile traffic at 10 AM, and this predefined window is
called the local context of this specific time step. In the GRUSkip module, we have to
define two hyper-parameters: window size q and skip period T ; the former defines
the size of the local context and the latter defines how many time steps the recurrent
component needs to skip. In experiments, the window size is set to 4 which includes
the samples one hour before and after the given time step, and the skip period is
selected as 96, i.e. the number of samples corresponding to one day which is an
obviously typical periodicity for mobile phone usage. For a given time series, the
output of GRUSkip is a collection of hidden states H ∈ Rd×u where d is the hidden
dimension of GRUSkip and u is the number of extracted hidden states. A similar
design has also been used in Section 5.4 where we focus on the samples of some
specific time slots.

Once the model computes the hidden vector H, the vector is passed to the
attention layer to calculate the weighted average h′t . The attention layer is composed
of a convolutional layer (Conv), a rectified linear unit (ReLU) activation function
and a FC layer. The reason why we calculate the weighted average h′t instead of
using the hidden state ht is the following: even though GRUSkip focuses on a specific
time slot of each day, there is no guarantee that all past days are equally important,
and multiple types of periodic patterns may be found in the time series, such as the
daily pattern and the weekly pattern, whose combined effect is not easy to model.
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Besides the periodic patterns, the most recent values of the time series are also
very representative as they reflect the most recent dynamics of the mobile users’
behaviour. Therefore, the future values may follow a complex periodic pattern while
also depending on the most recent activities of the users. The hidden state ht focuses
more on the recent trend and downplays the periodic component. To optimally
weight all factors in the forecast, the attention layer assigns different weights to the
extracted hidden states and the weighted average h′t provides an aggregated hidden
state that can better summarize the behaviour of mobile traffic at the target time
slot. To achieve this, the attention layer uses a Conv layer as the sliding window to
extract the pattern of hidden states; note that the length of the attention window is
u and the height is 1, and we slide the window along the hidden dimension d; the
vector extracted by the window is processed by ReLU and passed to the FC layer to
calculate the weighted hidden state. This process is formulated as:

h′s,t = FC(ReLU(Conv(Hs,1:u))) (5.2)

where s is the current sliding position on the hidden dimension, h′s,t is the weighted
average of Hs,1:u at the sth position of hidden dimension. Eventually, we create a new
vector by concatenating the weighted hidden state h′t extracted by GRUSkip and the
hidden state ht extracted by GRU, and this new vector is fed into the linear module
to make the predictions.

5.3.2 Linear module

The last two layers of TDANet are two FC layers which are used to make the final
predictions. Compared to the models built based on feedforward neural networks,
the RNN-based models show their practical superiority at learning temporal patterns
of time series because the strong non-linearity allows them to have a larger search
space and better fit to the data distribution. However, their non-linear nature raises
an issue that the RNN-based models are not sensitive to the magnitude change of
the input; when an increasing trend or a decreasing trend is observed recently, these
models would slowly adapt to the change resulting in a delay in making predictions
following the recent trend, which limits the time series forecasting performance.
To improve the model’s ability to capture recent trends, we add linear offsets to
the predictions to make them more sensitive to the input scale. To do this, first the
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concatenated vector learned by the recurrent components is fed into the top FC layer
to make the initial predictions o ∈ Rw, then the initial predictions o and the most
recent p observations are fed into the bottom FC layer to calculate linear offsets, and
the final predictions are obtained by computing the element-wise summation of o
and linear offsets. The linear offsets are computed as follows:

Input = Concat(x−p:t,o)

Linear offsets = tanh(FC(Input))
(5.3)

the input of the FC layer is created by concatenating the recent observations and the
initial predictions, which makes the FC layer aware of both the recent magnitude
and the predicted waveform, reducing the difficulty of generating the linear offsets.
The final predictions x̂t+1:t+w are obtained by summing the two terms:

x̂t+1:t+w = o+Linear offsets (5.4)

5.4 VEN

Unlike the small model size of TDANet, VEN is a much heavier model because
it is built based on FC layers enabling a fast training process. To obtain accurate
predictions while reducing the training time is not an easy task; even though RNN-
based models can make good predictions, training these models is usually time-
consuming which means RNN is not a suitable backbone architecture for building
VEN. Among the existing forecasting models, N-BEATS [83] is a special one as
it obtains good performance using only FC layers, which allows a fast-training;
even though its performance can not be as good as the state-of-the-art RNN-based
models, it proves that a model can obtain good forecasting performance using only
FC layers along with residual connections. Inspired by the characteristics of RNN,
we propose VEN which does away with the recurrent model and is completely
built on FC layers; to achieve fast training speed of the model, we purposely avoid
using computationally expensive mechanisms such as multi-head attention and
others. The proposed model has a similar design as N-BEATS but follows a different
underlying mechanism: while N-BEATS performs ensemble-style forecasting, our
model focuses on modelling the variability of time series. In particular, the proposed
architecture allows the network to introduce a certain level of variability in the time
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series, on three temporal levels: daily observations, weekly observations and recent
observations; on each level, the model generates series with different degrees of
variability allowing the model to better describe the temporal dynamics of the input;
eventually, the values at the last time step of all generated series are concatenated
and used to make predictions. In this way, the proposed model can make accurate
mobile traffic predictions while saving a lot of training time.

Fig. 5.3 Visualization of hidden vectors learned by GRU in time series forecasting task; O
is the collection of hidden states whose shape is (t,C) where t is the number of input time
steps and C is the number of channels of GRU.

5.4.1 Learning from RNN

While RNN-based models are known to be efficient at time series forecasting,
their specific learning mechanism is not completely understood yet; Long Short-
Term Memory (LSTM) and Gated Recurrent Unit (GRU) are efficient at countering
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Fig. 5.4 Basic blocks and layers: a layer is composed of residual connected blocks whose
depth is D (number of stacked blocks); each block will generate a new equal-length series
which is used to enhance the variability, where L is the length of the block input and H is the
number of hidden channels of the blue-coloured FC layers.

vanishing gradients, but the exact way they learn a model with temporal dependencies
is unclear. To get an insight into RNNs characteristics, we have trained a GRU to
predict the downlink usage two steps ahead, where the details of the dataset and
experiment are discussed in Section 5.5. As shown in Figure 5.3, we visualize
several extracted hidden vectors O, where each index (GRU channel) represents
a specific hidden series learned from the input. If we compare the hidden series
and the mobile traffic time series, we can find some similarities between them:
hidden series still retains a temporal behaviour similar to that of the input series,
although they have been processed by GRU leading to different levels of smoothing
and noise. By observing the figure, it seems that GRU learns specific ways of
scaling and introducing noises to the input series; the hidden features created by
applying multiple levels of variability provide a better representation of the input
space. Following this idea, a non RNN-based architecture may be as good as an
RNN if it can learn how to modify the temporal dynamics of series gradually, while
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the training time could be greatly reduced using only feedforward components; this
is the inspiration for this work.

5.4.2 Basic building blocks

To present the design of VEN, we first introduce its basic building blocks and layers
which are shown in Figure 5.4. The common way between our model and N-BEATS
is that they both use residual connections and block-layer architecture, but their
mechanisms are completely different: N-BEATS runs a sequential analysis of the
input signal recursively, every time it forecasts part of the predictions and removes
the well-modelled part from the previous signal, which performs an ensemble style
forecasting. For our model, instead of performing ensemble forecasting, the layers
are designed to model the unobserved hidden states of the last observations to better
describe the distribution of the predicted random variable.

The backbone architecture of VEN consists of layers obtained by stacking a
number of basic blocks, where each block consists of four FC layers. Blocks are
used to generate a bias sequence whose length L is the same as the length of its input,
and the blocks are connected in a residual way within the layers; every time a block
creates a bias sequence, the generated series is added to the block input to introduce
a certain degree of oscillation, eventually creating a variability-enhanced version of
the input series. In the design of the block, we choose Rectified Linear Unit (ReLU)
as the activation function for the first three FC layers to ensure the gradients can
fast propagate across the block, and the last activation function is defined as the
hyperbolic tangent function (Tanh) as we need to scale the value range of output
to the range of -1 and 1 to ensure that every time only a small modification will be
made to the block input. By stacking the blocks into a layer, it is feasible to gradually
modify the layer input to get sequences with different degrees of variability; all the
variability-enhanced series are collected and concatenated at the end which forms the
output of the layers represented as Z ∈ RL,D, where L is the input length and D is the
number of stacked blocks (also known as the depth of the layer). Comparing GRU
and the proposed layer, they employ different underlying mechanisms: a GRU will
generate 32 hidden series if it has 32 channels, and all hidden series are generated at
the same time at each time step by updating the previous hidden state. Conversely,
at each time instant, a VEN layer generates a whole new hidden series without any
recurring component.
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Fig. 5.5 Architecture of VEN, where ZD
t,:, ZW

t,: and ZR
t,: are the values of the corresponding

layer outputs at the last time step t.

5.4.3 Application to mobile traffic prediction

Figure 5.5 illustrates the architecture of VEN which is composed of three layers and
two FC layers. Instead of using a single layer handling the whole input sequence,
VEN uses three layers in parallel to process different time slots of the input series.
The three layers are the daily layer, weekly layer and recent layer which handle daily
observations, weekly observations and recent observations respectively. Generally
speaking, in time series forecasting the useful information is relatively sparse which
means most of the data points do not really help but rather add undesired noise
to the output. In this case, processing the whole time series may not improve the
forecasting performance but indeed significantly increase the processing time; here,
we manually design three time windows to enhance the ability of VEN to make
a trade-off among several temporal dependencies. Mobile traffic time series has
complex temporal dynamics whose pattern is seen as a mixture of different terms;
there are two important periodic patterns in mobile traffic including the daily pattern
and the weekly pattern, where the daily pattern is mainly affected by human’s daily
schedule and the weekly pattern is dependent on the different between working day
and weekend. Aside from these periodic patterns, the recent trend of mobile traffic
is also very important considering that recent observations can be more useful to
detect upcoming changes in mobile demand. Following the same idea presented in
TDANet, for periodic patterns we only use the samples located at a local window,
i.e., the samples just before and after the target instants t ′ = t −nT with n = 0,1, . . . ,
and T is referred to as the “skip period". The daily layer and weekly layer use the
same local window setting but have different skip periods T ; in the daily layer, the
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skip period is set to 96 time steps which is the number of samples in one day, and the
period is increased to 672 time steps (one week) in the weekly layer. In the recent
layer, we use the observations in the last 24 hours to capture the recent changes.
Once the model receives the outputs of all layers, only the values at the last time step
are concatenated and used by FC layers to make predictions; the idea behind this is:
the layer output can be seen as a collection of layer input series with different degrees
of variability, where the last time step values represent the potential unobserved
states of the last observation; the values encode the potential data distribution at the
last observed time step allowing the model to learn a mapping between a distribution
and predictions, this makes the model robust to the potential noise and achieve better
generalization.

5.5 Experiments and results

5.5.1 Dataset

We conduct experiments on the dataset provided by Telecom Italia; the dataset
includes the downlink usage data collected from the LTE network of a metropolitan
city in Italy, describing the downlink mobile demand of 100 cells; three frequency
layers are controlled by these cells, including 28 2600MHz cells, 43 1800MHz cells
and 29 800MHz cells. This dataset consists of 32300 downlink usage time series,
each time series is recorded during 14 consecutive days, and the traffic profile of
each cell is aggregated over 15-minute intervals; our target is to predict the downlink
demand for the next two steps (half an hour) and the next four steps (one hour).
Notice that the time series of the dataset have been normalized with the standard
score normalization and the normalized time series is calculated by first subtracting
the mean value of the raw time series and then dividing by the standard deviation.
The whole dataset has been split into the train set, validation set and test set with the
ratios 80%, 10% and 10% respectively.

5.5.2 Benchmarks and performance metrics

In the experiments, we have implemented three predictors: TDANet, VEN and a
single-layer predictor (it is composed of the basic layer of VEN and two FC layers).



92 Cost-effective mobile traffic forecasting

To compare the forecasting performance of the proposed model, twelve baseline
approaches are employed, including MLP [64], TCN [72], Transformer [88], DLinear
[82], NLinear [82], N-BEATS [83], LSTM [78], GRU [79], DeepAR [86], MQ-RNN
[87], LSTNet [84] and TPA-LSTM [85]. The baseline models cover the most popular
approaches in DL-based time series forecasting, and they can be divided into two
categories: non-RNN-based models (MLP, TCN, Transformer, DLinear, NLinear,
N-BEATS) and RNN-based models (GRU, LSTM, DeepAR, MQ-RNN, LSTNet,
TPA-LSTM); among these architectures, TPA-LSTM is one of the state-of-the-art
forecasting models built based on RNN and temporal attention mechanisms. The
models are trained to minimize the MAE on train set, and the hyperparameters have
been tuned through grid search based on the performance evaluated on validation set.
Once the best configurations have been determined, the models have been retrained
on the dataset employed, by merging the train set and validation set and eventually
evaluated on the test set. To evaluate the prediction performance, two metrics are
used, namely MAE and MSE; besides MAE and MSE, #Parameters and training
time are also used to evaluate the models, where #Parameters is used to evaluate how
many parameters are included in the models, which is a good proxy of the complexity
of a neural network, and training time is employed to compare the training speed of
the methods. In order to compare the performance of the models, for each metric
we use the bold text to indicate the best one and the underlined text to indicate the
second-best one.

5.5.3 Results

We evaluate the performance of these models on test set, and the results are reported
in Table 5.1. In this section, we present the results of TDANet and VEN separately.

TDANet

Among the baseline approaches, we observe that the RNN-based models such as
GRU, MQ-RNN and LSTNet obtain better performance compared to the others.
Comparing to the baseline models, TDANet shows its superiority in mobile traffic
prediction and outperforms all of them on all metrics for both 2 steps forecasting and
4 steps forecasting; TAP-LSTM is the only baseline method which can be as good as
TDANet; however, it employs more parameters to model time series and the training
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w=2 (up to 30 minutes)

Model MAE MSE #Parameters Training Time

Non-RNN-Based

MLP 0.301 0.297 188k 0.1 minutes
TCN 0.298 0.326 61k 24.7 minutes
Transformer 0.332 0.342 1.12M 57.8 minutes
DLinear 0.294 0.290 5k 0.3 minutes
NLinear 0.298 0.293 3k 0.3 minutes
N-BEATS 0.298 0.306 471k 0.9 minutes

RNN-Based

LSTM 0.295 0.303 265k 20.0 minutes
GRU 0.286 0.298 50k 53.4 minutes
DeepAR 0.314 0.313 265k 11.7 minutes
MQ-RNN 0.290 0.299 141k 28.4 minutes
LSTNet 0.282 0.287 102k 47.6 minutes
TPA-LSTM 0.278 0.284 69k 218.0 minutes

Our
TDANet 0.278 0.284 33k 12.3 minutes
VEN (depth=8) 0.279 0.281 425k 1.3 minutes

w=4 (up to 60 minutes)

Model MAE MSE #Parameters Training Time

Non-RNN-Based

MLP 0.316 0.312 188k 0.2 minutes
TCN 0.403 0.416 64k 27.2 minutes
Transformer 0.382 0.390 1.12M 24.6 minutes
DLinear 0.316 0.308 11k 0.3 minutes
NLinear 0.319 0.306 5k 0.4 minutes
N-BEATS 0.323 0.321 471k 1.2 minutes

RNN-Based

LSTM 0.326 0.331 265k 11.4 minutes
GRU 0.313 0.330 50k 23.0 minutes
DeepAR 0.358 0.359 265k 11.6 minutes
MQ-RNN 0.319 0.320 174k 22.9 minutes
LSTNet 0.302 0.307 102k 128.7 minutes
TPA-LSTM 0.296 0.305 115k 138.6 minutes

Our
TDANet 0.295 0.298 36k 12.3 minutes
VEN (depth=8) 0.298 0.301 549k 1.5 minutes

Table 5.1 Comparison of the performance of models: k and M are the shorthand notation for
Thousand and Million; the bold text and underlined text are used to indicate the best and the
second-best models, respectively.
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(a)

(b)

Fig. 5.6 Comparison of the predictions made by RNN-based models. The gray line is the
ground truth and the orange line is the forecasting; the y-axis is the normalized value of
downlink usage. (a) increasing trend of mobile traffic; (b) decreasing trend of mobile traffic.

time is more than ten times slower than TDANet. From this point of view, TPA-
LSTM is not as efficient as TDANet. As we presented previously, TDANet is a very
lightweight model as it only has around 33k parameters; its model size is rather
small considering its excellent forecasting performance. DLinear and NLinear are
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w=2 (up to 30 minutes)

Model MAE MSE #Parameters Training Time

LSTM 0.295 0.303 265k 20.0 minutes
GRU 0.286 0.298 50k 53.4 minutes
Single-Layer Predictor (depth=8) 0.287 0.293 303k 0.9 minutes
Single-Layer Predictor (depth=16) 0.289 0.290 605k 0.6 minutes
Single-Layer Predictor (depth=32) 0.287 0.291 581k 0.7 minutes

w=4 (up to 60 minutes)

Model MAE MSE #Parameters Training Time

LSTM 0.326 0.331 265k 11.4 minutes
GRU 0.313 0.330 50k 23.0 minutes
Single-Layer Predictor (depth=8) 0.306 0.305 145k 0.5 minutes
Single-Layer Predictor (depth=16) 0.307 0.306 131k 0.1 minutes
Single-Layer Predictor (depth=32) 0.304 0.303 580k 1.1 minutes

Table 5.2 Comparison of RNNs and single layer predictors: k is the shorthand notation for
Thousand; the bold text and underlined text are used to indicate the best and the second-best
models, respectively.

lighter than TDANet considering that they are only composed of several FC layers,
and its simple design results in worse forecasting performance compared to RNN-
based models; in this case, TDANet is a good compromise between model size and
forecasting performance. Another comparison can be made between TDANet and
GRU: even though TDANet consists of two GRU components, its architecture can
extract important features more efficiently, which means the GRU components do not
require many parameters to learn the correlation of time series, eventually leading
to even fewer parameters than baseline GRU model. From this point of view, the
design of TDANet allows to model and predict mobile traffic in a more effective way
with much fewer parameters, and the small model size makes it feasible to deploy
TDANet on mobile or embedded devices whose memory is quite limited; hence, it
is possible to use TDANet at the edge of a cellular network system to satisfy the
specific mobile traffic forecasting needs of some applications, and further improve
the quality of experience for end users.

As we discussed in the previous sections, the RNN-based models are not sensitive
to the recent trend of time series, which is a drawback limiting their forecasting
performance. In Figure 5.6, we visualize the forecasting of four RNN-based models;
two scenarios are considered: increasing and decreasing trend of mobile traffic. In



96 Cost-effective mobile traffic forecasting

Fig. 5.7 Visualization of the variability-enhanced series generated by the single-layer predic-
tor (depth=8).

the figure, it is obvious that the RNN-based baseline models cannot adapt very well;
on the other hand, the proposed model can better follow the fast changes in the time
series which leads to much lower MAE and MSE.

VEN

To better understand the behaviour of the proposed architecture, we first analyze
the characteristics of the single-layer predictor; we have trained the single-layer
predictors with three different depths and compare their performance with the two
most widely used RNNs (LSTM and GRU). Table 5.2 evaluates the performance
of RNNs and single-layer predictors, and the forecasting performance of single-
layer models is better than RNNs from a global point of view: their predictions
are as accurate as GRU when we make predictions two steps in advance, and their
performance is significantly better than both GRU and LSTM if the forecasting
horizon is 4; at the same time, single-layer models require much less training time
and the price to pay is the larger model size. Comparing the performance of the
predictors with different depths, we do not obtain obvious performance improvement
by including more blocks; for this reason, the depth of the layers in VEN is set
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to 8. Figure 5.7 visualizes the variability-enhanced series created by the blocks of
single-layer predictor (depth=8), the sequences generated at three different depths are
illustrated. If we observe the series, the output of the first block is very similar to the
original time series and only a little perturbation is added to the input sequence; the
introduced perturbation gradually increases as more blocks are used to add oscillation,
eventually resulting in a very noisy series (the output of the seventh block). In this
case, we can say that the degree of introduced variability is proportional to the depth
of the layer. Based on these results, we prove that the behaviour of the basic layer
follows our desired way, which obtains good forecasting performance by introducing
different levels of variability to the input sequence while having a quite fast training
speed compared to RNNs.

After discussing the characteristics and effectiveness of our proposed basic layer,
we compare the performance of VEN with baseline approaches where results are
reported in Table 5.1. According to the results, the best two baseline approaches
are both RNN-based which are LSTNet and TPA-LSTM; the two models combine
RNN architectures with other mechanisms such as the temporal attention mechanism,
which improves the forecasting performance significantly. However, these 1 mech-
anisms are usually computationally slow and this makes LSTNet and TPA-LSTM
have longer training time; besides this problem, LSTNet and TPA-LSTM are still
seen as two state-of-the-art short-term forecasting models. For the non-RNN-based
models, we can find that some models have very short training time; for example, the
training time of MLP, NLinear and DLinear is less than half a minute; but at the same
time, their forecasting performance is not that good. Even though Transformer and
TCN are not built on RNNs, their training time is much longer considering that they
either use a multi-head attention mechanism or stack many dilated convolutional
layers. Compared to the best baseline model TPA-LSTM, VEN has almost the same
performance; if we check the table, we can find that the difference in forecasting
performance between VEN and TPA-LSTM is minor, but the training time of VEN is
much shorter than TPA-LSTM: VEN requires approximately 1.5 minutes for training
and the required training time of TPA-LSTM is hundreds of minutes. In this case,
VEN obtains excellent forecasting performance while using only 1% training time
of the best baseline approach. Even though N-BEATS is also a very fast model, its
forecasting performance is much worse compared to RNN-based models and ours.
Generally speaking, the forecasting performance of TDANet and VEN is similar
meanwhile these models have different focuses: TDANet has a smaller model size
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but longer training time and VEN has a larger model size but shorter training time.
According to different mobile service scenarios, we can choose the most suitable
one from them.

5.6 Conclusions

This chapter introduces two DL-based forecasting models: TDANet and VEN. The
models are designed to address an important but usually neglected problem: how to
predict mobile traffic cost-effectively under different mobile service scenarios; in
addressing this problem, the main constraints are related to the large model size and
long training time, which introduces additional difficulties in deploying forecasting
models in the real world. To address these issues, TDANet and VEN are designed
carefully to be a lightweight model and a fast-training model respectively, providing
mobile operators with better choices of forecasting models under different scenarios.



Chapter 6

Conclusions

This thesis presents the works that have been done in the mobile traffic modelling
field; by modelling and predicting mobile traffic more efficiently, mobile operators
can better operate mobile networks and build intelligent telecommunication systems.
In this chapter, we discuss the results we obtained, and outline the potential future
challenges we will face.

6.1 The potential of AI-empowered mobile traffic mod-
elling

In this thesis, we focused on developing algorithms built on ML and DL techniques
for efficiently modelling mobile network KPIs. For mobile operators, how to config-
ure mobile networks to satisfy the needs of mobile users is always a crucial problem
for providing good mobile services. However, nowadays mobile networks have
become rather complicated, leading to the high complexity of managing them; man-
aging mobile networks automatically applying AI-based approaches is becoming the
trend of today. Among the operational problems of mobile networks, two of the key
topics are to extract useful knowledge from mobile data and obtain accurate mobile
traffic predictions, which are essential for decision-making. To address these issues,
different approaches have been proposed to meet the requirements of industrial
applications under different real-world scenarios.
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A critical problem encountered in mobile network management is the lack of
prior knowledge with finer granularity. In complicated urban environments, the
behaviour of base stations is difficult to understand as the usage patterns of mobile
traffic can be both area-dependent and time-dependent. In this case, it is hard to
allocate network resources to base stations because of the inhomogeneous distributed
nature of user demand; if we want to optimize the resource allocation of mobile
networks, it is beneficial to allocate network resources based on the importance level
of each cell. During the monitoring of mobile networks, a massive amount of data
has been recorded by mobile service providers, and it is a great source for building
the knowledge base of cell importance. For identifying meaningful temporal patterns
from mobile traffic, we develop a novel time series clustering algorithm in Chapter 3
namely TDC. In our theory, the cell importance is strongly related to the potential
activeness of mobile users assigned to that cell, meaning that the core is to distinguish
different degrees of the variability of mobile traffic time series. Based on this idea,
TDC can create clusters concerning the variability of mobile traffic, providing a
straightforward way to evaluate the cell importance. We conduct experiments using
real-world mobile network datasets and TDC obtains excellent results on the case
study of cell importance analysis; different regions are thought of as having very
high user activeness such as stadiums, train stations and universities.

Besides extracting knowledge from recorded data, another intensively explored
topic in this thesis is mobile traffic forecasting. Mobile traffic forecasting can be
subdivided into two subjects: general mobile traffic forecasting and mobile traffic
peak forecasting, where the latter has been rarely studied in the literature. To improve
the QoS, the configuration of base stations has to be updated frequently to adapt to
the recent mobile demand. In real-world applications, using the latest observations
to guide the configuration update is thought an inefficient solution because of the
existing observation delay; from this point of view, making accurate short-term
mobile traffic forecasting plays a key role in configuration optimization. To improve
the general mobile traffic forecasting performance, Chapter 5 presents two DL-based
forecasting models which can predict mobile traffic accurately for the next hour.
Moreover, the proposed predictors are even better as their design takes into account
the deployment constraints met in industrial applications, which are often neglected.
Among these approaches, TDANet is a lightweight model enabling the deployment
on memory-limited devices or computational-extensive services, meanwhile VEN
supports the fast-training making it easily used on large datasets when there is a
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training time constraint. In general, improving mobile traffic peak forecasting is
more critical compared to the general case because the peak is one of the most
important temporal features of mobile traffic, and it usually refers to a social event or
an unexpected burst of mobile traffic; a failure of peak prediction would result in a
decrement in QoS and also affect the reliability of mobile services. However, mobile
traffic peaks are extremely difficult to predict as they are rarely found in datasets and
most of them occur suddenly for no apparent reason. To better predict mobile traffic
peaks, we present two efficient predictors in Chapter 4 namely MoQ and FMLP.
MoQ is a model built on the MoE framework which fuses the predictions of multiple
experts. In order to overcome the problem of overly smooth predictions on peaks,
the experts are designed to have differentiated forecasting styles from conservative
to aggressive. A cooperation mechanism is established through a carefully designed
training process, whereby conservative experts are responsible for the forecasting
of the off-peak region, and the employed experts are switched to the aggressive
ones once the potential increasing trend is detected by the manager, which leads to
significantly improved peak predictions. Considering that MoQ is a “heavy” model
using many parameters, FMLP is a lighter version which can predict mobile traffic
peaks with fewer parameters while having worse forecasting performance compared
to MoQ. According to the results, both of them have improved the peak forecasting
performance by at least 50% compared to the widely used baseline approaches.
Furthermore, the peak predictions are also employed by a predictive algorithm to
determine if mobile traffic is distributed in an imbalanced way among neighbouring
cells, and the results can be used to guide the decision-making of traffic handover
between base stations.

6.2 Future challenges

In this thesis, we present different approaches regarding the topics of knowledge
extraction and mobile traffic modelling. As mobile traffic has been increasing
dramatically in recent days, we believe that there is still a lot of work having to
be done in the aforementioned fields. In Chapter 4, even though the proposed
approaches can make good peak predictions, there is still a gap between the overall
forecasting performance of peak forecasting models and the state-of-the-art general
forecasting models; how to design a model retaining the advantages of both of them
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would be an important topic. By considering TDC (Chapter 3) can create groups
based on the variability of time series, it could be interesting to study which cells play
key roles in network optimization by integrating TDC with other methods. Due to the
fact that the forecasting difficulty of each cluster is different, it is possible to design
forecasting models individually for each cluster to better learn the temporal pattern
of time series, which would potentially improve the performance of mobile traffic
forecasting. Once mobile operators employ well-designed modelling solutions, we
believe that the maintenance difficulty would be reduced a lot and the management
would be highly efficient, though it will take a significant amount of effort.
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