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A B S T R A C T

The objective of this paper is to analyze the performance of two possible architectures of tethered satellite
systems, used as a platform for a distributed radar sounder. The first architecture consists in a cross-track
oriented tethered satellite system, controlled and stabilized by exploiting the aerodynamic forces generated
by the interaction with the rarefied atmosphere in Low Earth Orbit. The second architecture involves a
tethered satellite system controlled through gyroscopic stabilization, obtained by spinning the system about
an axis contained in the orbital plane. After a brief survey of radar sounding techniques, the methodology
is introduced for describing the geometry of the systems and their characteristics, the performance of the
two architectures are then compared with each other and with the current state of the art. By analyzing
the modeled nominal behavior, it is shown that the two proposed architectures can achieve continuous or
multiple observations, respectively, at maximum cross-track resolution, during one orbit, minimizing clutter
noise. This is a considerable improvement of performance versus a formation flight architecture which can
typically achieve only up to four observations per orbit. Finally, the advantages and disadvantages of each
architecture are studied, and their possible mission scenarios are discussed.
1. Introduction

Space-based radar sounders are low-frequency ground-penetrating
radars, operating from orbit and used to inspect planetary sub-surfaces.
By orbiting around a celestial body (e.g., Earth, Mars, Venus, etc.),
these systems benefit from a privileged point of view, and are able to
potentially observe any point on the surface. Classic spaceborne radar
sounders consists in an antenna mounted on a single orbiting satellite.
As the satellite moves along its orbit (i.e., in the along-track direction),
it acquires several measurements of the same target, that are combined
by using synthetic aperture data-processing techniques [1]. Signifi-
cant examples of this technology are the Apollo 17 Lunar Sounder
Experiment (ALSE), which analyzed the lunar subsurface as part of
the Apollo missions [2], the Mars Advanced Radar for Subsurface and
Ionosphere Sounding (MARSIS) mission, that aimed to find water in
the subsurface of Mars [3], and the Selenological and Engineering
Explorer (SELENE) mission, whose goal was to study the origin of the
Moon and its geological evolution [4]. Recent studies have proposed
to increase the performance of these systems by using formation flying
satellites. Specifically, it is possible to increase cross-track resolution,
signal-to-noise ratio (SNR) and reduce clutter noise by using formations

∗ Corresponding author.
E-mail addresses: stefano.aliberti@polito.it (S. Aliberti), marco.b.quadrelli@jpl.nasa.gov (M.B. Quadrelli), marcello.romano@polito.it (M. Romano).

of satellites that are distributed in the cross-track direction (i.e., perpen-
dicular to the along-track and radial direction) [5]. However, in these
cases, the evolution in time of the cross-track aperture is constrained by
the orbital dynamics and by the necessarily limited use of propellant.
Moreover, a precise knowledge of the relative position between the
satellites of the formation is required in order to properly process
the signal. Formation flying architectures require very frequent correc-
tions to counteract the external perturbations and ensure the desired
performance, and complex satellites are needed to perform accurate
maneuvers [6]. The here proposed use of a Tethered Satellite System
(TSS) represents an alternative and potentially advantageous solution.
By mechanically linking the satellites that make up the distributed
space system, the propellant consumption for formation keeping is
reduced or even zeroed out. The study of space tether for remote
sensing missions is not new. For instance, Moccia et al. hypothesized
the use of a tethered architecture mounted on the Space Shuttle for
Interferometric Synthetic Aperture Radar [7,8], while more recent
studies have investigated the potential performance of an end-fire
array based on a radial tethered satellite system for radar sounding
application [9,10]. These architectures, however, are limited to the use
vailable online 14 May 2024
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Nomenclature

𝐵𝐷 Doppler Bandwidth [Hz]
𝐵𝑤 Bandwidth [Hz]
𝑑𝑎𝑡 Distance in the along-track direction [m]
𝑑𝑐𝑡 Distance in the cross-track direction [m]
𝑑𝑝 Line of sight distance between sensors [m]
𝑑𝑟 Distance in the radial direction [m]
𝑓𝐷 Doppler frequency [Hz]
ℎ Sensor altitude [m]
𝐼𝑅𝐹 Cross-track improvement resolution factor

[–]
𝑘 Wavenumber of the harmonic field [m−1]
𝐿 Tether length [m]
𝐿𝑎𝑡 Along-track equivalent antenna length [m]
𝐿𝑐𝑡 Cross-track equivalent antenna length [m]
𝑁 Total number of sensors [–]
𝑃𝑅𝐼 Pulse repetition interval [s]
𝑅𝑐𝑡 Cross-track resolution [m]
𝑇𝑖 Integration time [s]
𝑉𝑠 Sensor orbital velocity [m/s]
𝛼 In-plane angle [rad]
𝛽 Out-of-plane angle [rad]
𝛥𝜙 Phase correction [–]
𝜃𝑝 Array rotation angle [deg]
𝜃𝑏 Cross-track equivalent beamwidth [deg]
𝜃𝑔 Angular position of the first grating lobe

[deg]
𝜃𝑒𝑟𝑟 Pointing error [deg]
𝜆 Radar wavelength [m]
𝜇 Gravitational parameter [km3/s2]
𝜔 Tether rotational speed [rad/s]
𝛺 Orbit mean motion [rad/s]

of a radial tether, stabilized by gravity gradient. Recent studies have
shown that it is possible to stabilize a linear tethered satellite system in
other configurations than the (naturally stable) radial one [11], through
the use of the gyroscopic effect [12–15], or the use of aerodynamic
effects [16,17]. The main original contributions of the present paper
are:

1. Analysis of the possible radar-sounding performance of aero-
dynamically and gyroscopically stabilized tethered satellite sys-
tems;

2. Comparison of the performances of those two architectures,
formation-flying solution, and a single-satellite solution.

3. The introduction of a phase correction to ensure any-attitude
nadir pointing for gyroscopic TSS.

The paper is organized as follows.
Section 2 surveys spaceborne Synthetic Aperture Radar (SAR) sys-

ems, and their applications. Section 3, outlines the principles of radar
ounding, highlighting the most important equations for calculating
he performance of single-satellite and distributed systems. Section 4
ntroduces the mission geometry, the model of a linear tether satellite
ystem and the mathematical tools to describe its performance and
ointing. Section 5 studies the aerodynamically stabilization. Section 6
tudies the gyroscopic stabilization. In Section 7 the two tethered
rchitectures are compared to a formation flying and a single-satellite
rchitectures, and their performances are analyzed. Section 8 discusses
267

he results. Finally, in Section 9, concludes the paper.
2. Brief survey of spaceborne synthetic aperture radar techniques

Synthetic Aperture Radar (SAR) is an active microwave remote
sensing technique that exploits the relative motion between an an-
tenna and a target in order to increase the performance (e.g., the
resolution) of a given instrumentation. A SAR system emits a sequence
of electromagnetic pulses while moving above a target, and collect
and analyzes the amplitude, phase, frequency and time delay of the
signal that echoes back. By knowing the relative motion of the antenna
with respect to the target, the information pertaining to the different
pulses are processed in such a way that a synthetic equivalent antenna
aperture is obtained, that spans up to several kilometers. Different
solutions can be implemented in order to obtain a moving platform for
the antenna: e.g., a single antenna that irradiates a target in a direction
perpendicular to the fly-path, and is mounted on an aircraft (airborne
SAR) or on a spacecraft (Spaceborne SAR). Spaceborne SAR, object of
this study, have been used since the 1970’s for Earth and planetary
exploration. According to the probing wavelength, SAR systems have
different applications including:

• X-Band (frequency: 8–12 GHz, wavelength: 3.8–2.4 cm) is gen-
erally used for high resolution imaging and ice monitoring, but
presents a low penetration capability into vegetation cover. Ex-
amples include: SAR-Lupe [18], COSMO-SkyMed [19], TerraSAR-
X/TanDem-X [20] and PAZ [21].

• C-Band (frequency: 4–8 GHz, wavelength: 7.5–3.8 cm) is gen-
erally used for global mapping and change detection. Examples
include: ERS-1/2 [22], RadarSAT-1 [23], RadarSAT-2 [24] and
RadarSAT - Constellation [25].

• S-Band (frequency: 2–4 GHz, wavelength: 15–7.5 cm) is mainly
used for Earth observation and agriculture data collection. An
example is the SAR-S mounted on the HJ-1-C satellite [26].

• L-Band (frequency: 1–2 GHz, wavelength: 30–15 cm) is gener-
ally used for geophysical monitoring, biomass and vegetation
mapping, Interferometric Synthetic Aperture Radar (InSAR). This
band was used for the first SAR for Earth observation mounted
on SeaSat [27], for J-ERS [28], and in PALSAR [29].

• P-band (frequency: 0.3–1 GHz, wavelength: 1–0.3 m) is partic-
ularly suitable for vegetation mapping and assessment. Biomass,
the first P-band spaceborne SAR, will be launched in 2024 [30]

• VHF-HF (frequency: 3–300 MHz, wavelength: 100–1 m) is used
for penetrative radar and radar sounder applications. Signals in
this frequency range can penetrate into the ground, so that infor-
mation about the composition and structure of the subsurface can
be obtained. Some examples include: ALSE [2], RIME [31],LRS
(SELENE) [4], SRS (EnVision) [32], SHARAD [33], MARSIS [3]

Tables 1 and 2 list, in a chronological order, selected missions that
have employed SAR techniques. The items marked in bold refer to radar
sounding missions, the subject of this paper.

3. Fundamentals of radar sounding

Radar sounding is a geophysical method that uses radar pulses to
image the subsurface of a planet. Radar sounders are based on the
transmission of electromagnetic pulses in the range of midfrequency
(MF), high-frequency (HF) or very high-frequency (VHF) from a mov-
ing platform (generally airborne or spaceborne). The electromagnetic
pulses, transmitted toward the surface and subsurface of the planet, are
reflected, generating echoes that are detected and processed. Through
the analysis of these data, important information on subsurface com-
position and surface characteristics can be deduced [1]. These systems
have the best performance in Radioglaciology applications, since ice
is particularly transparent at these frequencies, but with shallower
penetration depths they can also be used for different types of subsur-
face, providing information on soil moisture and the interface between

different subsurface layers. Relevant examples of the application of



Acta Astronautica 221 (2024) 266–282S. Aliberti et al.
Table 1
Spaceborne synthetic aperture radar missions (Part. 1)

Lifetime Mission Band Purpose Ref.

1972 ALSE (Apollo 17) HF (5–15 MHz)
VHF (150 MHz)

Ground penetrating radar, used to study Moon’s
surface and interior down to 2 km.

[2]

1978 SeaSat L-band (1.275 GHz) Oceanography: study sea-surface winds and
temperature, wave’s features and ocean topography.

[27]

1991–2000
1995–2011

ERS-1/2 C-Band (5.30 GHz) Earth imaging (image-mode) and oceanography
(wave-mode).

[22]

1992–1998 J-ERS-1 L-band (1.275 GHz) Multi-purpose imagery, analyze Earth surface albedo
and reflectance, sea ice and snow cover, edge and
depths, landscape topography and vegetation.

[28]

1994 SIR-C/X-SAR
(STS-58/69)

L-band (1.250 GHz)
C-band (5.3 GHz)
X-band (9.6 GHz)

SAR multi-frequency imagery for geology, hydrology,
ecology and oceanography studies.

[34]

1995–2013 RadarSAT-I C-band (5.3 GHz) Earth imagery for scientific and commercial purposes. [23]

2000 SRTM (STS-99) C-band (5.3 GHz)
X-band (9.6 GHz)

Near-global topographic map of Earth (C-band) and
slightly higher resolution image without global
coverage (X-band).

[35]

2002–2012 ASAR (Envisat) C-band (5.331 GHz) Study of the ocean, such as waves, sea ice extent and
motion, and land surface studies, such as deforestation
and ground movement.

[36]

2005-now MARSIS (Mars Express) MF-HF (1.8–5 MHz) Search for water in the Martian sub-surface (down to
15 km). Characterize the surface elevation, roughness,
and radar reflectivity of the planet.

[3]

2006-now SHARAD
(Mars Reconnaissance
Orbiter)

HF (20 MHz) Mapping the first kilometer below the Mars surface,
providing images of subsurface scattering layers with
high vertical resolution (15 m).

[33]

2006–2011 PALSAR (ALOS) L-band (1.270 GHz) Acquisition of data beneficial to resource exploration
and environmental protection.

[29]

2006–2008 SAR-Lupe X-band (9.65 GHz) High-resolution radar imagery for defense-related
purpose.

[18]
these systems are the MARSIS mission, which revealed the presence of
ice and liquid water in the Martian subsurface [3], and the Apollo Lu-
nar Sounder Experiment (ALSE), that provided important information
about the lunar subsurface [2].

3.1. Single sounder architecture

Classical radar sounder architectures exploit the orbital movement
of a satellite in the along-track direction, in order to synthesize a large
virtual aperture by using synthetic aperture processing. The synthetic
aperture is achieved by exploiting the Doppler effect (i.e., the change
in the frequency caused by the movement of the source with respect
to a receiver). The relative displacement between the satellite and the
target, causes a continuous Doppler shift of the echo coming from the
target. By predicting the frequency shift, it is possible to identify dif-
ferent targets in the same scene, increasing the along-track resolution.
It is possible to distinguish between focused and unfocused Doppler
processing. In the first case, the phase history during the acquisition
is exploited to maximize the along track resolution, up to the order
of a few meters. This strategy needs high computational effort and is
power demanding [1]. Unfocused processing employs a linear phase
compensation, which can be easily implemented on board, but, on
the other hand, it achieves lower along-track resolution. The along-
track synthetic antenna length 𝐿𝑎𝑡 is defined as the space covered by
the satellite during an acquisition. For a focused Doppler processing,
the focused synthetic antenna length 𝐿𝑓𝑎𝑡 is limited by the far-field
condition: in order to consider a coherent scatter, the ray hitting the
target shall be parallel during the entire acquisition. In order to satisfy
this condition, the maximum phase shift during the acquisition should
be lower than 𝜋∕2, equivalent to a maximum variation of the distance
between satellite and target equal to 𝜆∕4 (Fig. 1)

𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛 =

√

(𝐿𝑓𝑎𝑡
)2

+ ℎ2 − ℎ ≤ 𝜆 , (1)
268

2 4
Fig. 1. Illustration of geometric considerations for obtaining synthetic antenna length
for a focused Doppler processing (not in scale).

that can be re-arranged as
√

(𝐿𝑓𝑎𝑡
2ℎ

)2
+ 1 − 1 ≤ 𝜆

4ℎ
, (2)

considering 𝐿𝑓𝑎𝑡 ≪ ℎ, let us introduce the second-order Taylor series,
which yields to

1 + 1
2

(𝐿𝑓𝑎𝑡
2ℎ

)2
− 1 ≤ 𝜆

4ℎ
, (3)

that gives the final expression

𝐿𝑓 <
√

2𝜆ℎ . (4)
𝑎𝑡
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Table 2
Spaceborne synthetic aperture radar missions (Part. 2)

Lifetime Mission Band Purpose Ref.

2007-now RadarSAT-II C-band (5.405 GHz) Ice and environmental monitoring, marine
surveillance, disaster management, resource
management and mapping.

[24]

2007–2009 LRS (SELENE) HF (5 MHz) Sounding the surface and subsurface structures
(down to 5 km) of the Moon.

[37]

2007-now
2010-now

TerraSAR-X
TanDEM-X

X-band (9.65 GHz) Earth radar imaging and development of a high
accuracy Digital Elevation Model.

[20]

2007–2010 COSMO-SkyMed X-band (9.6 GHz) Emergency prevention, defense, scientific and
commercial purposes.

[19]

2013–2022 KOMpsat-5 X-band (9.66 GHz) Imaging for the monitoring of environmental
disasters.

[38]

2013–2022 SAR-S (HJ-1-C) S-band (3.13 GHz) High spatial resolution imaging. [26]

2012–2016 RISAT-1 C-band (5.35 GHz) Natural resources management (agriculture
planning, forestry survey), predict and prevent
flooding.

[39]

2014-now
2016–2021

SENTINEL-1a
SENTINEL-1b

C-band (5.405 GHz) Sea and land monitoring, emergency response
to environmental disasters, and economic
applications.

[40]

2014-now ALOS-2 L-band (1.2575 GHz) Monitoring of Japanese natural disasters, land
and agriculture, and explores natural resources
in the ground and seabed.

[41]

2018-now PAZ X-band (9.65 GHz) Provide imagery for both civilian, security and
defense requirements.

[21]

2019-now Radarsat Constellation 1–3 C-band (5.405 GHz) Provide data for climate research and
commercial applications including oil
exploration, fishing, shipping.

[25]

2023-now RIME
(Jupiter Icy Moons
Explorer)

HF (9 MHz) Study the subsurface structure of Jovian moons
down to 9 km.

[31]

2024 (planned) Biomass P-band (0.435 GHz) Monitoring of forests and vegetation. [30]

2031 (planned) SRS (EnVision) HF (9-30 MHz)
S-band (3.2 GHz)

Investigate Venus subsurface material
boundaries in various geological terrains (HF)
and provide several imaging and ranging
techniques from a polar orbit (S-band).

[32]
w
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For an unfocused Doppler processing, the synthetic aperture is ob-
ained by considering a linear change in Doppler frequency. This ap-
roximation is valid as long as the signal phase variation 𝛥𝜙 is lower
han 𝜋∕4. The two-way phase shift between the transmitted and re-
eived signal is

= −2𝜋 2𝑑
𝜆

= −4𝜋𝑑
𝜆

, (5)

he maximum of the phase variation can be obtained comparing the
earest and farthest point of the acquisition

𝛥𝜙)𝑚𝑎𝑥 =
4𝜋𝑑𝑚𝑎𝑥
𝜆

−
4𝜋𝑑𝑚𝑖𝑛
𝜆

< 𝜋
4
. (6)

By considering that the unfocused synthetic aperture extends for 𝐿𝑢𝑓𝑎𝑡 ,
it yields

𝑑𝑚𝑎𝑥 =

√

(𝐿𝑢𝑓𝑎𝑡
2

)

+ ℎ2 , 𝑑𝑚𝑖𝑛 = ℎ , (7)

ith
(𝐿𝑢𝑓𝑎𝑡

2ℎ

)2
+ 1 − 1 < 𝜆

16ℎ
, (8)

nd, for 𝐿𝑢𝑓𝑎𝑡 ≪ ℎ, by introducing the second-order Taylor series, yields
o

𝑢𝑓
𝑎𝑡 <

√

𝜆ℎ
2
. (9)

urthermore, it is possible to define the integration time 𝑇𝑖 as the time
eeded by the satellite to span the distance 𝐿𝑎𝑡

𝑖 =
𝐿𝑎𝑡 , (10)
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𝑉𝑠
here 𝑉𝑠 is the velocity of the satellite. For a circular orbit and
ssuming a spherical primary body, the altitude ℎ is constant, and the
rbital velocity is equal to

𝑠 =
√

𝜇
𝑅 + ℎ

, (11)

here 𝜇 is the gravitational parameter and 𝑅 the radius of the primary
ody. The total Doppler bandwidth 𝐵𝐷 can be calculated considering
he variation in Doppler frequency 𝑓𝐷. This can be computed as

𝐷(𝑡) =
1
2𝜋

𝜕
𝜕𝑡
𝜙

= 1
2𝜋

𝜕
𝜕𝑡

(

−
4𝜋𝑑(𝑡)
𝜆

)

= −2
𝜆
𝜕
𝜕𝑡
𝑑(𝑡) .

(12)

onsidering that

(𝑡) =
√

ℎ2 + (𝑉𝑠𝑡)2 ≈ ℎ +
𝑉 2
𝑠 𝑡

2

2ℎ
, (13)

ith

𝑇𝑖
2
< 𝑡 <

𝑇𝑖
2
, (14)

it yields

𝑓 (𝑡) = −
2𝑉 2

𝑠 𝑡 . (15)
𝐷 ℎ𝜆
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The total Doppler bandwidth can be computed as the difference be-
tween the higher and lower Doppler frequency

𝐵𝐷 = 𝑓𝐷(𝑡 = 𝑇𝑖∕2) − 𝑓𝐷(𝑡 = −𝑇𝑖∕2)

=
2𝑉 2

𝑠 𝑇𝑖
ℎ𝜆

.
(16)

Both for the focused and unfocused Doppler processing, the total
Doppler bandwidth can be calculated as a function of the synthetic
aperture 𝐿𝑎𝑡

𝐵𝑓𝐷 =
2𝑉𝑠𝐿

𝑓
𝑎𝑡

ℎ𝜆
, 𝐵𝑢𝑓𝐷 =

2𝑉𝑠𝐿
𝑢𝑓
𝑎𝑡

ℎ𝜆
. (17)

The relative along-track resolution is

𝑅𝑎𝑡 ≈
𝑉𝑠
𝐵𝐷

= ℎ𝜆
2𝐿𝑎𝑡

. (18)

So, it is possible to define the different along-track resolution for the
focused and unfocused Doppler processing

𝑅𝑓𝑎𝑡 =
1
2

√

ℎ𝜆
2
, 𝑅𝑢𝑓𝑎𝑡 =

√

ℎ𝜆
2
. (19)

This shows that with a focused Doppler algorithm it is possible to
achieve an along-track resolution two times higher than the unfocused
processing. In order to properly sample the Doppler frequencies, it is
fundamental to use a Pulse Repetition Interval (PRI) adequately brief.
The Doppler bandwidth defines the lower limit of the Pulse Repetition
Frequency (PRF), that is the inverse of the Pulse Repetition Interval

𝑃𝑅𝐹 = 1
𝑃𝑅𝐼

> 𝐵𝐷 . (20)

In the cross-track direction, on the other hand, there is not any relative
motion between the sensor and the target. For this reason, no Doppler
processing is possible, and the resolution is limited by the physical size
of the antenna. For an isotropic antenna the resolution is limited by the
first pulse-limited resolution cell 𝐷𝑝𝑙 [1]

𝑅𝑠𝑐𝑡 = 𝐷𝑝𝑙 = 2

√

ℎ𝑐𝑜
𝐵𝑤

, (21)

where 𝐵𝑤 is the bandwidth and 𝑐𝑜 the speed of light in vacuum. In
order to measure the distance between the sensor and the region in the
subsurface that generates an echo, a radar sensor measures the time
intervals occurring between the signal transmission and its reception.
Let us now consider that the maximum expected penetration depth is
𝑧𝑝. The time required for the electromagnetic radiation to reach depth
𝑧𝑝 and return back is

𝛥𝑡 = 2
(

𝛥𝑡1 + 𝛥𝑡2

)

= 2
(

ℎ
𝑐𝑜

+
𝑧𝑝
𝑐𝑟

)

, (22)

where 𝑐𝑜 is the speed of the light in the vacuum and 𝑐𝑟 is the speed
of the light in the subsurface. By indicating with 𝜀𝑟 the subsurface
dielectric constant, the speed of the light in the subsurface can be
expressed as

𝑐𝑟 =
𝑐𝑜
√

𝜀𝑟
. (23)

By introducing Eq. (23) in Eq. (22) it yields

𝛥𝑡 = 2
𝑐𝑜

(

ℎ +
√

𝜀𝑟𝑧𝑝

)

. (24)

𝛥𝑡 indicates the maximum time window within which the echo of
the sent signal returns to the receiver. During this time window,
however, in addition to the useful data caused by the echo of the signal
penetrating to the satellite’s nadir, the receiver will detect the echo of
the waves sent over a spherical horizon whose radius is equal to

𝑐 𝛥𝑡 = ℎ +
√

𝜀 𝑧 . (25)
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𝑜 2 𝑟 𝑝
Fig. 2. Illustration of geometric considerations for obtaining the useful sounding scene
of an acquisition (not in scale).

With simple geometrical considerations, through the intersection of a
sphere of radius ℎ +

√

𝜀𝑟𝑧𝑝 and the ground, it is possible to obtain the
radius of the useful sounding scene 𝐷 (Fig. 2)

𝐷 =
√

(ℎ +
√

𝜀𝑟𝑧𝑝)2 − ℎ2 . (26)

Electromagnetic waves hitting the useful sounding scene will be re-
flected by the surface and can be disguised as subsurface echoes
(i.e., clutter noise), worsening the performance of the acquisition.

3.2. Distributed radar sounder

A distributed radar sounder is an architecture that employs multiple
satellites in formation-flying to increase the resolution in the cross-
track direction, the signal-to-noise ratio (SNR) and minimize clutter
noise [5], while still maintaining the same performance and charac-
teristics as the classical radar sounders in along-track direction. The
orbits of individual satellites are selected so as to obtain a distribution
of satellites spaced by a distance 𝑑𝑐𝑡 in the cross-track direction, so
that phased array beamforming techniques can be used. Considering
a formation of 𝑁 satellites, uniformly distributed cross-track for a total
length 𝐿𝑐𝑡 = 𝑑𝑐𝑡(𝑁 − 1), the equivalent cross-track antenna half power
beamwidth 𝜃𝑏 is equal to

𝜃𝑏 =
𝜆
𝐿𝑐𝑡

, (27)

and the correspondent cross-track resolution is

𝑅𝑑𝑐𝑡 = 0.886 𝜃𝑏 ℎ . (28)

As in [5], it is possible to define the cross-track improvement resolution
factor 𝐼𝑅𝐹 , comparing the cross-track resolution of a single sounder
and a distributed sounder

𝐼𝑅𝐹 (𝜃𝑏) =
𝑅𝑠𝑐𝑡
𝑅𝑑𝑐𝑡

= 2
0.886 𝜃𝑏

√

𝑐0
𝐵𝑤ℎ

. (29)

As can be deduced from Eq. (29), the improvement factor grows as
the extension of the system in the cross-track direction 𝐿𝑐𝑡 increases.
Nevertheless, similarly to what seen in the along-track direction for a
classical radar sounder, the maximum size must be limited to achieve
coherent radiation.
√

(

𝐿𝑐𝑡
2

)2
− ℎ2 − ℎ ≤ 𝜆

4
, (30)

and therefore, the maximum value of 𝐿𝑐𝑡 is given by

𝐿𝑐𝑡,𝑚𝑎𝑥 =
√

2𝜆ℎ . (31)

By implementing the maximum 𝐿𝑐𝑡 ≡ 𝐿𝑐𝑡,𝑚𝑎𝑥, the minimum cross-track
resolution and max IRF, for given altitude and wavelength are obtained
as follows

𝑅𝑑 = 0.886
√

𝜆ℎ , (32)
𝑐𝑡,𝑚𝑎𝑥 2
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𝑒

𝐼𝑅𝐹 𝑑𝑐𝑡,𝑚𝑎𝑥 = 2
0.886

√

2𝑐𝑜
𝐵𝑤𝜆

. (33)

For instance, by considering an altitude of ℎ = 500 km and a wave-
length range between HF and VHF (1 m < 𝜆 < 100 m) the maximum
achievable cross-track resolutions are:

𝑅𝑑𝑐𝑡,𝑚𝑎𝑥(𝜆 = 1m) = 443 m , (34)

𝑅𝑑𝑐𝑡,𝑚𝑎𝑥(𝜆 = 100m) = 4430 m , (35)

and the corresponding cross-track lengths needed to reach these reso-
lutions are

𝐿𝑐𝑡,𝑚𝑎𝑥(𝜆 = 1m) = 1000 m , (36)

𝐿𝑐𝑡,𝑚𝑎𝑥(𝜆 = 100m) = 10 000 m . (37)

If the relative distance between the phased array elements 𝑑𝑐𝑡 is greater
than the probing wavelength 𝜆, electromagnetic waves produced by
each element add constructively in other areas besides the main lobe,
forming secondary lobes [42]. These secondary peaks, called grating
lobes, are formed in the off-nadir direction for each 𝜃 that satisfies the
following equation

2𝜋
𝑑𝑐𝑡
𝜆

(sin 𝜃 − sin 𝜃0) = 2𝜋𝑝 , (38)

where 𝜃0 indicates the pointing direction and 𝑝 ∈ Z. By considering a
nadir pointing architecture (𝜃0 = 0), the angular position of the first
(𝑝 = 1) grating lobe is

𝜃𝑔 = sin−1
(

𝜆
𝑑𝑐𝑡

)

. (39)

To prevent grating lobes from folding into the scene and limit clutter
noise, with reference to Fig. 2 it is possible to deduce the lower limit
of the angular position of the first grating lobe

𝜃𝑔 ≥ cos−1
(

ℎ
ℎ +

√

𝜀𝑟𝑧𝑝

)

. (40)

In summary, from the desired resolution 𝜃𝑏 we define the cross-track
length of the system 𝐿𝑐𝑡, while from the requirement on 𝜃𝑔 we define
the distance between elements 𝑑𝑐𝑡, and, as a consequence, the number
of elements 𝑁 [5].

4. Tethered satellite systems as distributed radar sounder

This section introduces the model and method used to evaluate the
performance of a tether satellite system used as a distributed radar
sounder. Perturbations acting on the system are not considered. A
nominal behavior is studied, under the assumption that the employed
stabilization provides the desired effect, by maintaining the relative
position between the satellites. First, the Cartesian Coordinate Sys-
tems (CCS) used for this analysis are introduced. Then, the geometric
relationships that define the attitude of the tether and the position
of the antenna elements placed along it are analyzed. Finally, the
performances in terms of radar sounder are described, as a function
of the system characteristics, and the problem of phase pointing is
introduced.

4.1. Target acquisition geometry

The relative position of the antenna elements and the tether attitude
are described in an orbital Cartesian Coordinate System. In particular,
a Local Vertical-Local Horizontal (LVLH) CCS is used. This CCS is cen-
tered in the instantaneous center of mass (CoM) of the orbiting system,
and has coordinate axes identified by the following unit vectors:
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Fig. 3. Representation of the relationship between the introduced Cartesian Coordinate
Systems.

• 𝑜̂1 = 𝑅𝑂∕‖𝑅𝑂‖ is pointed toward the instantaneous radial direc-
tion;

• 𝑜̂3 = (𝑅𝑂 × 𝑅̇𝑂)∕‖𝑅𝑂 × 𝑅̇𝑂‖ is pointed toward the angular
momentum vector (cross-track);

• 𝑜̂2 completes the right-hand triad 𝑜̂2 = 𝑜̂3 × 𝑜̂1 (along-track).

Where vector 𝑅𝑂 indicates the CoM with respect to the primary body
center, and the dot is used to indicate time derivative with respect to
the inertial frame. It is also crucial to introduce a ground CCS, so that
the position of each point of the orbiting system can be easily described
with respect to a point on the primary surface. This CCS is centered on
the target 𝐸 and has coordinate axes identified by the following unit
vectors:

• 𝑒3 is parallel and has the same direction as 𝑜̂1;
• 𝑒2 is parallel and has the same direction as 𝑜̂2;
• 𝑒1 completes the right-hand triad 𝑒1 = 𝑒2 × 𝑒3.

The choice of orientation of the axes of this CCS has been made to co-
incide with the CCS used in [5]. Fig. 3 represents the CCSs introduced.
Let us now consider a generic point Q, for which the following vector
identity is valid

𝑟𝑄 = 𝑟𝑂 + 𝜌
𝑄
, (41)

where vector 𝑟𝑄 is the position of point Q, with respect to the target,
vector 𝑟𝑂 is the position of the CoM O with respect to the target, and
vector 𝜌

𝑄
is the position of point Q with respect to the CoM. Since

the integration time 𝑇𝑖 for the acquisition of a specific target 𝐸 is, in
general, on the order of a tenth of a second, it is assumed that the
motion of the LVLH CCS is rectilinear with constant velocity along
̂2, and therefore the two CCS remain parallel during the acquisition
(Fig. 4). The evolution in time of the position of the center of the orbital
CCS 𝑂 for a single observation can be easily calculated by making a few
considerations. For a circular orbit and assuming a spherical primary
body, the altitude ℎ is constant and the center of the orbital CCS, by
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Fig. 4. Representation of the relationship between the ground CCS and the orbital
during the acquisition of a specific target 𝐸.

definition, moves at the speed 𝑉𝑠 along the 𝑜̂2 direction, which coincides
with 𝑒2. By considering that the acquisition starts at 𝑡 = 0 and the target
is at nadir when 𝑡 = 𝑇𝑖∕2 (Fig. 4), the evolution in time of the position of
the center of the orbital CCS 𝑂 during an acquisition can be expressed
in scalar components on the ground CCS as

𝐫𝐺𝑅𝑂 = 𝑟𝑂 ⋅

{𝑒1
𝑒2
𝑒3

}

=
⎡

⎢

⎢

⎣

0
𝑉𝑠(𝑡 − 𝑇𝑖∕2)

ℎ

⎤

⎥

⎥

⎦

𝐺𝑅

. (42)

By projecting Eq. (41) in ground CCS, it yields

𝐫𝐺𝑅𝑄 = 𝐫𝐺𝑅𝑂 + 𝐺𝑂 𝝆𝑂𝑄 , (43)

where 𝐫𝐺𝑅𝑄 indicates the matrix of components of the vector 𝑟𝑄 in the
ground CCS

𝐫𝐺𝑅𝑄 = 𝑟𝑄 ⋅

{𝑒1
𝑒2
𝑒3

}

. (44)

𝝆𝑂𝑄 indicates the matrix of components of the vector 𝜌
𝑄

in the LVLH
CCS

𝝆𝑂𝑄 = 𝜌
𝑄
⋅

{𝑜̂1
𝑜̂2
𝑜̂3

}

, (45)

and 𝐺𝑂 is the Direction Cosine Matrix from the LVLH CCS to the
ground CCS, given by

𝐺𝑂 =
⎡

⎢

⎢

⎣

0 0 −1
0 1 0
1 0 0

⎤

⎥

⎥

⎦

. (46)

4.2. Geometry of the tethered satellite system

Let us now consider a tether satellite system, with the tether being
perfectly in tension along a rectilinear direction, identified by a unit
vector 𝑡. Let us then assume that the tether spans a total length 𝐿 and
carries 𝑁 antenna elements. Those antenna elements are equally spaced
along the tether, and the distance between any two of them is

𝑑𝑝 = 𝐿
𝑁 − 1

. (47)

By considering the tether perfectly extended and stabilized, we can
assume that it behaves like a rigid body for the sake of this analysis.
Consequently, the distance between any two antenna elements remains
constant in time, i.e.,
𝑑(𝑑𝑝)
𝑑𝑡

= 0 . (48)

Let us now define 𝑓 as the unit vector along the projection of the unit
vector 𝑡 on the ‘‘along-track vertical plane’’, spanned by 𝑜̂ and 𝑜̂ . The
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1 2
Fig. 5. Representation of a linear tethered satellite system composed of 𝑁 = 9 antenna
elements.

orientation of the tether with respect to the orbital CCS can be defined
by using the following two angles: the ‘‘in-plane’’ angle 𝛼 defined as
the angle between 𝑜̂1 and 𝑓 and the ‘‘out-of-plane’’ angle 𝛽 defined as
the angle between 𝑓 and 𝑡 (see also Fig. 5). By projecting the distance
𝑑𝑝 onto the three unit vectors of the orbital CCS, the relative distance
between two elements in the radial (𝑑𝑟), along-track (𝑑𝑎𝑡) and cross-
track (𝑑𝑐𝑡) directions can be immediately computed as a function of
the attitude of the tether, as

𝑑𝑟 = 𝑑𝑝 cos 𝛽 cos 𝛼 , (49)

𝑑𝑎𝑡 = 𝑑𝑝 cos 𝛽 sin 𝛼 , (50)

𝑑𝑐𝑡 = 𝑑𝑝 sin 𝛽 . (51)

By using the notation introduced in [5], the antenna elements can be
numbered with an index 𝑛 ∈ Z such that

𝑛 = −𝑁 − 1
2

, … , 𝑁 − 1
2

. (52)

Therefore, notably, the coordinates of the generic antenna element 𝑛 in
the LVLH CCS can be expressed as

𝝆𝑂𝑛 = 𝜌
𝑛
⋅

{𝑜̂1
𝑜̂2
𝑜̂3

}

=
⎡

⎢

⎢

⎣

𝑛 𝑑𝑟
𝑛 𝑑𝑎𝑡
𝑛 𝑑𝑐𝑡

⎤

⎥

⎥

⎦

𝑂

. (53)

By introducing Eqs. (49)–(51) into Eq. (53), it yields

𝝆𝑂𝑛 = 𝑛 𝑑𝑝
⎡

⎢

⎢

⎣

cos 𝛽 cos 𝛼
cos 𝛽 sin 𝛼

sin 𝛽

⎤

⎥

⎥

⎦

𝑂

. (54)

The quantities and geometric relationships introduced are shown
graphically in Fig. 5. By introducing Eq. (54) into Eq. (43), it is possible
to obtain the position of a generic antenna element during a target
acquisition, expressed in the ground CCS coordinates associated to that
target, as a function of the tether attitude angles (𝛼, 𝛽).

4.3. Radar performance

Let us consider now that each antenna element, positioned along the
tether, consists of an omnidirectional point-like sensor that transmits
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Fig. 6. Geometry of an acquisition for 𝑁 = 5 and 𝑁𝑎𝑡 = 5.

and receives the signal with a probing frequency wavelength 𝜆. This
system forms a distributed radar sounder, whose cross-track equivalent
antenna length (𝐿𝑐𝑡) is equal to the projection of the tether length 𝐿
on the cross-track direction 𝑜̂3

𝐿𝑐𝑡 = 𝐿 |𝑡 ⋅ 𝑜̂3| = 𝐿 | sin 𝛽| . (55)

By substituting Eq. (55) in Eq. (27), it is possible to obtain the expres-
sion for the equivalent cross-track antenna beamwidth 𝜃𝑏 for a TSS

𝜃𝑏 =
𝜆
𝐿𝑐𝑡

= 𝜆
𝐿| sin 𝛽|

. (56)

Similarly, the angular position of the first grating lobe can also be
defined by combining Eqs. (51) and (39)

𝜃𝑔 = sin−1
(

(𝑁 − 1) 𝜆
𝐿𝑐𝑡

)

= sin−1
(

𝜆
𝑑𝑝| sin 𝛽|

)

.
(57)

Let us consider that each antenna element emits a pulse at regular
instants, punctuated by the 𝑃𝑅𝐼 (pulse repetition interval), for a total
of 𝑁𝑎𝑡 repetitions, while the system is moving along the along-track
direction during an acquisition of a target 𝐸. The total number of pulses
emitted by a single antenna element 𝑁𝑎𝑡 can be expressed as

𝑁𝑎𝑡 =
⌊

𝑇𝑖
𝑃𝑅𝐼

⌋

+ 1 . (58)

In Fig. 6, the geometry of a single acquisition of a target E is repre-
sented. Each of the 𝑁 antenna elements of the formation simultane-
ously emits a pulse, for a total of 𝑁𝑎𝑡 repetitions, as the system moves
above the target. For an acquisition starting at 𝑡 = 0, time can be
discretized by performing the following parameterization

𝑡𝑚 = 𝑚 𝑃𝑅𝐼 , (59)

where

𝑚 = 0, 1,… , 𝑁𝑎𝑡 − 1 . (60)

By denoting by 𝑟𝑛(𝑡𝑚) the vector indicating the position of element 𝑛
at time 𝑡𝑚 relative to the target 𝐸, its projection in the ground CCS is

𝐫𝐺𝑅𝑛𝑚 = 𝑟𝑛(𝑡𝑚) ⋅

{𝑒1
𝑒2
𝑒3

}

=
⎡

⎢

⎢

⎣

𝑥𝑛𝑚
𝑦𝑛𝑚
𝑧𝑛𝑚

⎤

⎥

⎥

⎦

𝐺𝑅

. (61)

Now consider a generic point 𝑃 on the surface, whose position relative
to the target is defined by the vector 𝑟𝑝. Its projection in the ground
CCS is

𝐫𝐺𝑅𝑃 = 𝑟𝑝 ⋅

{𝑒1
𝑒2

}

=
⎡

⎢

⎢

𝑥
𝑦
⎤

⎥

⎥

𝐺𝑅

. (62)
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𝑒3 ⎣0⎦
Fig. 7. Geometric sketch used for the phase correction 𝛥𝜙𝑛 computation.

The distance between a generic point 𝑃 and the 𝑛-th antenna elements
during the 𝑚-th pulse can be computed as

𝑑𝑛𝑚(𝑥, 𝑦) = ‖𝐫𝐺𝑅𝑛𝑚 − 𝐫𝐺𝑅𝑃 ‖

=
√

(𝑥𝑛𝑚 − 𝑥)2 + (𝑦𝑛𝑚 − 𝑦)2 + 𝑧2𝑛𝑚 .
(63)

Given the assumption of omnidirectional pointlike sensors, the radia-
tion emitted by the 𝑛-th antenna element during the 𝑚-th pulse on a
generic point on the surface 𝑃 can be expressed as

𝜓𝑛𝑚(𝑥, 𝑦) =
𝐴𝑛𝑚

𝑑𝑛𝑚(𝑥, 𝑦)
𝑒𝑗𝑘𝑑𝑛𝑚(𝑥,𝑦) , (64)

where 𝐴𝑛𝑚 represents the amplitude of the signal, 𝑘 = 2𝜋∕𝜆 is the
wavenumber and 𝑗 is the imaginary unit. By assuming that each an-
tenna element emits with identical initial phase, the total electric field
on a generic point of the surface 𝛹 (𝑥, 𝑦) can be calculated by summing
the contribution of all the 𝑁 antenna elements during 𝑁𝑎𝑡 pulses

𝛹 (𝑥, 𝑦) =
∑

𝑛

∑

𝑚
𝜓𝑛𝑚(𝑥, 𝑦) . (65)

The relative two-way radiation intensity 𝑈 (𝑥, 𝑦) can be computed as

𝑈 (𝑥, 𝑦) = [𝛹 (𝑥, 𝑦)𝛹 †(𝑥, 𝑦)]2 , (66)

where the dagger symbol represents the Hermitian conjugate [5].

4.4. Phase pointing

If the tether lies on a plane parallel to the surface, using omnidi-
rectional in-phase point-like sensors, a peak of the two-way radiation
intensity is obtained at the center of the scene, corresponding to the
target 𝐸. In case the tether lies on a plane not parallel to the surface,
it is necessary to introduce a phase correction to ensure nadir pointing
(Fig. 7). It is possible to define the pointing error 𝜃𝑒𝑟𝑟 as function of the
attitude of the tether

𝜃𝑒𝑟𝑟 = tan−1
(

𝑛 𝑑𝑟
𝑛 𝑑𝑐𝑡

)

= tan−1
(

cos 𝛼
tan 𝛽

)

.
(67)

The phase correction can be calculated by considering an equivalent
antenna element placed on a plane parallel to the ground (depicted in
yellow in Fig. 7). The phase correction is equal to the wave number
𝑘 times the different line-of-sight distance with the target between the
real and equivalent antenna element 𝛥𝑑𝑛. This, for a generic element 𝑛,
can be defined as
𝛥𝜙𝑛 = 𝑘𝛥𝑑𝑛

= 𝑘
(

−
𝑛 𝑑𝑟
cos 𝛾

)

(68)
≃ −𝑘(𝑛 𝑑𝑝) cos 𝛽 cos 𝛼 ,
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Fig. 8. Representation of an aerodynamically stabilized cross-track linear TSS.

assuming that

cos 𝛾 =
ℎ − 𝑛 𝑑𝑟

√

(ℎ − 𝑛 𝑑𝑟)2 + (𝑛 𝑑𝑐𝑡)2
≃ 1 . (69)

The correction can be added in the function that describe the radiation
emitted by the sensors

𝜓𝑛𝑚(𝑥, 𝑦) =
𝐴𝑛𝑚

𝑑𝑛𝑚(𝑥, 𝑦)
𝑒𝑗𝑘[𝑑𝑛𝑚(𝑡,𝑥,𝑦)+𝛥𝑑𝑛𝑚] , (70)

where
𝛥𝑑𝑛𝑚 = 𝛥𝑑𝑛(𝑡𝑚)

= −(𝑛 ⋅ 𝑑𝑝) cos 𝛽(𝑡𝑚) cos 𝛼(𝑡𝑚) ,
(71)

whereas 𝛼 and 𝛽 could change over time.

5. Aerodynamic stabilization of a linear TSS

The first architecture, studied in this paper, consists of a linear
tether satellite system of the type described in Sec. 2.2, oriented along
the cross-track direction. Due to the gravitational gradient, such a sys-
tem would be naturally stable only in a radial configuration, i.e., with
𝑡 parallel to 𝑜̂1 [43]. Here, as proposed in [16,17,44], aerodynamic
surfaces are considered present at the extrema of the tether to maintain
a stable cross-track configuration during the orbit. The lift (𝐹𝐿) caused
by the interaction with the rarefied atmosphere, assumed to exist
around the primary body, provide the tension force in the tether. A rep-
resentation of this system is shown in Fig. 8. This stabilization provides
a constant aperture in the cross-track direction during the entire orbit,
maximizing the performance of the system. Let assume that this kind
of stabilization achieves a constant attitude of the tether, with the out-
of-plane angle 𝛽 = 90◦. By substituting this value into Eqs. (49)–(51),
it yields

𝑑𝑟 = 0 , (72)

𝑑𝑎𝑡 = 0 , (73)

𝑑𝑐𝑡 = 𝑑𝑝 . (74)

And by substituting the value into Eq. (54), the position of a generic
antenna elements 𝑛 in LVLH components yields

𝝆𝑂𝑛 =
⎡

⎢

⎢

0
0

⎤

⎥

⎥

𝑂

. (75)
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⎣𝑛 𝑑𝑝⎦
Fig. 9. Representation of a gyroscopically stabilized tether satellite system.

Due to the constant attitude, the characteristics of the system are
constant over time

𝐿𝑐𝑡 = 𝐿 , (76)

𝜃𝑏 =
𝜆
𝐿
, (77)

𝜃𝑔 = sin−1
(

𝜆
𝑑𝑝

)

. (78)

Moreover, since the tether stays parallel to the ground surface, pointing
is not required, therefore,

𝜃𝑒𝑟𝑟 = 0 . (79)

6. Gyroscopic TSS

The second architecture, here studied, consists in a linear Tethered
Satellite System that spins around its center of mass. The centrifugal
force (𝐹𝐶 ) caused by the rotation generate the tension force in the
tether [15]. The angular momentum of the system (neglecting any
perturbation) is fixed in the inertial frame, and its direction is chosen
to be in the plane of the orbit, so as to maximize the performance for
nadir-pointing observation. A representation of this system is shown
in Fig. 9. This architecture does not need the atmosphere in order to
be stabilized. Nevertheless, it cannot achieve a constant aperture in
the cross-track direction during the orbit. For this reason, the remote
sensing performance of this architecture changes continuously during
the orbit. In particular, by considering a system rotating with an
angular velocity vector, having magnitude 𝜔, direction equal to the unit
vector 𝑜̂2 for 𝑡 = 0, and opposite positive sense, it yields
𝑑(𝛽)
𝑑𝑡

= 𝜔 . (80)

Furthermore, neglecting any perturbation torque, the angular momen-
tum vector (or equivalently the angular velocity vector) will stay fixed
in the inertial frame, and rotate in the LVLH frame with an angular rate
𝛺
𝑑(𝛼)
𝑑𝑡

= −𝛺 , (81)

where

𝛺 =
√

𝜇
(𝑅 + ℎ)3

. (82)

By considering that for 𝑡 = 0 the system is aligned in the radial direction
𝑜̂1 (𝛽 = 0, 𝛼 = 0), the in-plane and out-of-plane angles can be described
as

𝛼(𝑡) = −𝛺𝑡 , (83)
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Table 3
Data used for performance comparison.

Parameter Value Unit

𝜆 6.66 m
𝐵𝑤 10 MHz
𝑃𝑅𝐼 2 ms
ℎ 500 km
𝑧𝑝 4 km
𝜀𝑟 3.1 –
𝑅 6372.79 km
𝜇 3.9860 ⋅ 1014 m3/s2

𝛽(𝑡) = 𝜔𝑡 . (84)

The evolution of the distance between the antenna elements yields to
be

𝑑𝑟 = 𝑑𝑝 cos(𝜔 𝑡) cos(−𝛺 𝑡) , (85)

𝑑𝑎𝑡 = 𝑑𝑝 cos(𝜔 𝑡) sin(−𝛺 𝑡) , (86)

𝑑𝑐𝑡 = 𝑑𝑝 sin(𝜔 𝑡) . (87)

The position of a general element in LVLH components can be ex-
pressed as follows, by using Eq. (88),

𝝆𝑂𝑛 = 𝑛 𝑑𝑝
⎡

⎢

⎢

⎣

cos(𝜔 𝑡) cos(−𝛺 𝑡)
cos(𝜔 𝑡) sin(−𝛺 𝑡)

sin(𝜔 𝑡)

⎤

⎥

⎥

⎦

𝑂

. (88)

As a consequence, the remote sensing performances of the system are
a function of time

𝐿𝑐𝑡 = 𝐿| sin(𝜔𝑡)| , (89)

𝜃𝑏 =
𝜆

𝐿| sin(𝜔𝑡)|
, (90)

𝜃𝑔 = sin−1
(

𝜆
𝑑𝑝| sin(𝜔𝑡)|

)

. (91)

In this case, an active phase pointing is needed to compensate for the
error

𝜃𝑒𝑟𝑟 = tan−1
(

cos(−𝛺 𝑡)
tan(𝜔𝑡)

)

. (92)

7. Performance comparison

In this section the introduced tethered architectures are compared
with the formation flying architecture proposed in [5] and a single
sounder architecture, by analyzing the performance as an unfocused
radar sounder. In order to evaluate the benefits brought purely by
the satellite architecture, the same altitude, probing wavelength, band-
width, PRI and penetration depth will be considered for all architec-
tures, by supposing an acquisition of an icy subsurface on the Earth.
The data used are summarized in Table 3 [5]. The same number of
antenna elements is considered for all distributed systems, as computed
here below. They are assumed to be spaced in such a way as to obtain
an angular position of the first grating lobe and an equivalent cross-
track beamwidth respectively equal to 𝜃𝑔 = 12.5◦, 𝜃𝑏 = 0.59◦. They are
considered to be omnidirectional radiators. For all the architectures,
the diameter of the scene is defined by Eq. (26)

𝐷 =
√

(ℎ +
√

𝜀𝑟𝑧𝑝)2 − ℎ2 = 84215.9 m . (93)

This is represented as a black circle in the two-way radiation intensity
contour plots. In the first part of this section we analyze the charac-
teristics of the different architectures, then their resolution during an
orbit is compared and, finally, the effect of array rotation angle on the
gyroscopic TSS and the formation flying architectures is analyzed.
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Fig. 10. Illustrative representation of trajectory followed by a single sounder
architecture (not in scale).

Fig. 11. Contour plot of the normalized two-way radiation intensity (in dB) for a single
sounder architecture.

7.1. Single sounder

The simplest architecture consists in a single satellite (𝑁 = 1)
orbiting along a circular orbit. In Fig. 10, an illustrative representation
of the orbit followed by a single sounder is visualized. By using the
equations introduced in Section 3 and the data of Table 3, it is possible
to compute the performance of this architecture. For an unfocused
Doppler focusing, the synthetic along-track aperture is equal to (Eq. (9))

𝐿𝑢𝑓𝑎𝑡 =
√

𝜆ℎ
2

= 1290.3 m . (94)

As a consequence, the relative resolution in along-track is equal to
(Eq. (18))

𝑅𝑢𝑓𝑎𝑡 = 𝜆ℎ
2𝐿𝑢𝑓𝑎𝑡

= 1290.3 m . (95)

Finally, the cross-track resolution is defined by Eq. (21)

𝑅𝑠𝑐𝑡 = 𝐷𝑝𝑙 = 2

√

ℎ 𝑐0
𝐵𝑤

= 7745.9 m . (96)

The relative normalized two-way radiation pattern obtained for an
acquisition is shown in Fig. 11. The figure shows that in the case of
single sounder, the ground radiation assumes its maximum intensity
throughout the strip about the straight line 𝑦 = 0. As mentioned in
Section 3, all electromagnetic waves incident on the scene are reflected
and picked up by the sounder, generating clutter noise that deteriorate
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Fig. 12. Illustrative representation of trajectories followed by satellites in a formation
flying architecture (not in scale).

performance. The low directionality of the radiation in the cross-
track direction greatly increases the possible clutter noise, limiting the
acquisition accuracy of the system.

7.2. Formation flying

A formation flying architecture consists of multiple satellites orbit-
ing along circular orbits, with different inclinations. Due specifically
to the different inclination, the relative positions of the satellites vary
during an orbit, and provides a maximum baseline in the cross-track
direction only in two points along an orbit. Fig. 12 illustrates a for-
mation flying architecture of 𝑁 = 5 satellites. For an unfocused
Doppler processing, the along track performance are the same of those
computed for a single sounder:

𝐿𝑢𝑓𝑎𝑡 = 1290.3 m , 𝑅𝑢𝑓𝑎𝑡 = 1290.3 m . (97)

It is possible to compute the number of satellites 𝑁 and their spacing
by considering the required characteristics of the phased array (𝜃𝑏 and
𝜃𝑔). In order to obtain the equivalent cross-track beamwidth 𝜃𝑏 = 0.59◦,
the distributed systems need to maximally extend in the cross-track
direction for a total length of (Eq. (27))

𝐿𝑐𝑡 =
𝜆
𝜃𝑏

= 646.76 m . (98)

From the angular position of the first grating lobe 𝜃𝑔 = 11.5◦, the
distance between the elements 𝑑𝑐𝑡 and their number 𝑁 can be deduced
(Eq. (39))

𝑑𝑐𝑡 =
𝜆

sin(𝜃𝑔)
= 33.40 m , (99)

𝑁 = 𝐿
𝑑

+ 1 = 21 . (100)

Moreover, a displacement in the along track direction its needed in
order to avoid a collision of the satellites where the orbit intersect:

𝑑𝑎𝑡 = 21.91 m . (101)

This displacement is obtained by considering the maximal array rota-
tion angle 𝜃𝑝,𝑚𝑎𝑥. More details are discussed in the next subsection. The
cross-track resolution is computed by using Eq. (28)

𝑅𝑓𝑓𝑐𝑡 = 0.886 𝜃𝑏 ℎ = 4561.7 m . (102)

The relative cross-track improvement resolution factor is

𝐼𝑅𝐹 𝑓𝑓 =
𝑅𝑠𝑐𝑡
𝑅𝑓𝑓𝑐𝑡

= 1.698 . (103)

Finally, the relative normalized two-way radiation intensity pattern
obtained for an acquisition is showed in Fig. 13 In this case, the
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Fig. 13. Contour plot of the normalized two-way radiation intensity (in dB) for the
formation flying architecture.

Fig. 14. Illustrative representation of trajectories followed by the elements of a
cross-track aerodynamic stabilized tether satellite system (not in scale).

distributed sounder focuses the radiation intensity on the center of the
scene, greatly limiting clutter noise. The radiation pattern, in this case,
is not parallel to the along-track direction (𝑦), due to the effect of the
array rotation angle 𝜃𝑝, described later. It is important to underline
that, for formation flying architecture, the introduced performance are
achieved only in the two points along the orbit, when the satellites span
the largest distance in the cross-track direction.

7.3. Aerodynamic TSS

The Tethered Satellite System architecture, with aerodynamic stabi-
lization, ensures a constant cross-track distribution of the antenna ele-
ments, and, as a consequence, a constant cross-track length 𝐿𝑐𝑡 during
the entire orbit. Fig. 14 illustrates the orbits followed by the antenna
elements of a cross-track tether architecture for radar sounding. Again,
for an unfocused Doppler processing, the along track performance are
the same of those computed for a single sounder:

𝐿𝑢𝑓𝑎𝑡 = 1290.3 m , 𝑅𝑢𝑓𝑎𝑡 = 1290.3 m . (104)

The number of elements 𝑁 , the length of the tether 𝐿 and the dis-
tance between the element 𝑑𝑝 can be computed following the same
procedures described before.

𝐿 = 𝐿𝑐𝑡 = 646.7 m, 𝑁 = 21, 𝑑𝑝 = 𝑑𝑐𝑡 = 33.40 m . (105)

In this case, there is not any displacement in the along-track direction.
The cross-track resolution and the IRF are equal to the previous case,
but, this time, are preserved during the entire orbit

𝑅𝑎𝑇𝑆𝑆 = 4561.7 m , 𝐼𝑅𝐹 𝑎𝑇𝑆𝑆 = 1.698 . (106)
𝑐𝑡
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Fig. 15. Contour plot of the normalized two-way radiation intensity (in dB) for the
aerodynamic TSS architecture.

Fig. 16. Illustrative representation of trajectory followed by the elements of a
gyroscopic stabilized tether (not in scale).

Finally, the relative normalized two-way radiation pattern obtained
for an acquisition is showed in Fig. 15 This is the only architecture
that keep the nominal radiation intensity pattern throughout the entire
orbit. This is in fact focused only on the target, minimizing clutter noise,
and the dynamics of the system allows this pattern to be maintained for
each acquisition.

7.4. Gyroscopic TSS

The last architecture introduced uses gyroscopic effects in order
to stabilize a linear tether. In this case, due to the rotation of the
tether, the baseline is periodically changing with time according to the
selected rotational speed. The maximum cross-track length is achieved
in multiple points of the orbit. In Fig. 16, a representation of the orbits
followed by the elements of a gyroscopic tether is visualized. Also in
this case, the consideration done for the previous case are valid:

𝐿𝑢𝑓𝑎𝑡 = 1290.3 m , 𝑅𝑢𝑓𝑎𝑡 = 1290.3 m , (107)

𝐿 = 646.7 m, 𝑁 = 21, 𝑑𝑝 = 33.40 m . (108)

However, due to the constant rotation of the tether, the performances
continuously change during the orbit. By considering a stabilizing
angular velocity 𝜔 = 0.01 rad/s, we obtain:

𝑅𝑔𝑇𝑆𝑆𝑐𝑡 = 𝑚𝑖𝑛
(

4561.7m
| sin (0.01 𝑡)|

, 7745.9 m
)

, (109)

𝐼𝑅𝐹 𝑔𝑇𝑆𝑆 = 𝑚𝑎𝑥
(

1.698| sin (0.01 𝑡)|, 1
)

. (110)
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Fig. 17. Visualization of the effect of phase pointing on the contour plot of the
normalized two-way radiation intensity on the surface in the case of a pointing error
of 𝜃𝑒𝑟𝑟 = 45◦.

The 𝑚𝑎𝑥 and 𝑚𝑖𝑛 functions arise because, in case the antenna beamwidth
is too low, the resolution would be equal to the first pulse-limited
resolution cell, similarly to a single sounder case. For this architecture,
the two-way radiation intensity pattern continuously changes during
the orbit. The changes are due to two main effects. The first one is due
to the array rotational angle 𝜃𝑝, that will be analyzed in a dedicated
section, the second one is due to the pointing error 𝜃𝑒𝑟𝑟. By using the
pointing technique introduced in Section 4, it is possible to counteract
the effect of the 𝜃𝑒𝑟𝑟, and obtain a Nadir pointing radiation pattern in
every point of the orbit. Fig. 17, shows the two-way radiation pattern
for a 𝜃𝑒𝑟𝑟 = 45◦ (𝛼 = 90◦, 𝛽 = 45◦). The best and worst radiation
intensity pattern achieved during the orbit will be respectively equal to
the ones obtained with a cross-track TSS and a single sounder (Figs. 11,
15). The number of times the system reaches maximum amplitude
(𝑁𝑝𝑒𝑎𝑘) during an orbit is calculated by considering the ratio of the
period of the orbit to the period of the rotational motion of the tether

𝑁𝑝𝑒𝑎𝑘 = 2
⌊

𝑇𝑜𝑟𝑏𝑖𝑡
𝑇𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛

⌋

= 2
⌊

𝜔
𝛺

⌋

. (111)

For instance, in this case:

𝑁𝑝𝑒𝑎𝑘 = 2
⌊

𝜔
𝛺

⌋

= 18 . (112)

7.5. Cross-track resolution comparison

Now, let us analyze how the cross-track improvement resolution
factor 𝐼𝑅𝐹 and the cross-track resolution change during an orbit
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Fig. 18. Evolution of cross-track resolution 𝑅𝑐𝑡 during an orbit for the four
architectures.

Fig. 19. Evolution of cross-track improvement resolution factor 𝐼𝑅𝐹 during an orbit
for the three distributed architectures.

for the three distributed architectures (formation flight, aerodynamic,
gyroscopic). As said before, the only distributed architecture that keeps
the nominal characteristics during the entire orbit is the Aerodynamic
TSS. Fig. 18 shows how the resolution of the three architectures change
during an orbit. As a reference, also the single sounder resolution is
plotted. In the same way, also the cross-track Improvement resolution
factor can be obtained (Fig. 19). By using a tether it is possible to
achieve the maximal cross-track resolution in more than two points
during the orbit (up to the entire orbit for an aerodynamic TSS). These
features are significantly superior to the formation flying case, making
possible the acquisition of a much larger number of targets along the
orbit.

7.6. Array rotation angle effects

The array rotation angle 𝜃𝑝 is the angle between the cross-track
direction (𝑜̂3) and the unit vector 𝑔̂, obtained by projecting 𝑡 on the
plane defined by 𝑜̂2 and 𝑜̂3 (Fig. 20). For an Aerodynamic TSS 𝜃𝑝 is
always equal to zero, but for a formation flying or gyroscopic tether
architecture, it changes over time, and characterizes the radiation
pattern on the surface. For a linear tether satellite system, 𝜃𝑝 can be
defined as a function of tether attitude

𝜃𝑝 = tan−1
(

𝑑𝑎𝑡
)

= tan−1
(

sin 𝛼
)

. (113)
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𝑑𝑐𝑡 tan 𝛽
Fig. 20. Representation of the array rotational angle 𝜃𝑝 in the LVLH CCS.

Fig. 21. Evolution of the rotational angle 𝜃𝑝 during an orbit for the three distributed
architectures.

For a formation flying architecture, the along-track distance between
the elements (𝑑𝑎𝑡) is constant, while the variation of the cross-track dis-
tance (𝑑𝑐𝑡) causes continuous variation of 𝜃𝑝, that reaches the minimum
value when the system has the maximal extension in the cross-track
direction. For this architecture it is not possible to achieve 𝜃𝑝 = 0, since
a certain distance between the satellites in the along-track direction
is needed in order to avoid a collision when the orbits intersect [5].
Fig. 21 shows the evolution of 𝜃𝑝 for the three architectures during
one orbit. Array rotation angle changes the radiation pattern on the
surface, causing a rotation of the along-track pattern lines equal to 𝜃𝑝
(Fig. 25). For architectures based on formation flying satellites, it is
necessary to limit the array rotation angle so that the grating lobes do
not fold within the scene (i.e., peak ambiguity) [5]. Considering that
the ground position of the first peak ambiguity is ℎ tan 𝜃𝑔 , and that the
array rotation angle causes an equal rotation of the radiation pattern,
it is possible to calculate the maximum value of 𝜃𝑝 so that it does not
fold inside the scene (Fig. 22)

𝜃𝑝,𝑚𝑎𝑥 = tan−1
[

√

(ℎ tan 𝜃𝑔
𝐷

)2
− 1

]

. (114)

In the case of a gyroscopic tethered system, it can be shown that the
first grating lobes never fold in the scene under any attitude condition.
In Eq. (57) we introduced how the angular position of the first grating
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Fig. 22. Illustration of geometric considerations for obtaining 𝜃𝑝,𝑚𝑎𝑥 (not in scale).

Fig. 23. Comparison of 𝜃𝑝,𝑚𝑎𝑥 and 𝜃𝑝 for a tethered system. For any 𝛽 𝜃𝑝 is smaller
than 𝜃𝑝,𝑚𝑎𝑥.

lobe depends on the attitude of the tether. Substituting in Eq. (114) we
can obtain an expression of 𝜃𝑝,𝑚𝑎𝑥 as a function of angle 𝛽

𝜃𝑝,𝑚𝑎𝑥(𝛽) =

tan− 1

[

√

√

√

√

√

( tan
(

sin−1
( 𝜆
𝑑𝑝| sin 𝛽|

))

𝐷∕ℎ

)2

− 1

]

.
(115)

At this point it is possible to compare the value of 𝜃𝑝,𝑚𝑎𝑥 with that of 𝜃𝑝
as a function of attitude (Eq. (113)). In order to show that the condition
is always satisfied, we consider the worst case (𝛼 = 𝜋∕2). In this case,
as can be deduced from Fig. 21, we have

𝜃𝑝 =
𝜋
2
− 𝛽 . (116)

In Fig. 23 the array rotation angle 𝜃𝑝 is compared with 𝜃𝑝,𝑚𝑎𝑥 for differ-
ent values of 𝛽. The plot is limited to values of 0◦ ≤ 𝛽 ≤ 90◦, but given
the symmetry of the system, the concept is extendable to any value of 𝛽.
Interestingly, for values less than 𝛽𝑙𝑖𝑚 = 𝑠𝑖𝑛−1

( 𝜆
𝑑𝑝

)

, 𝜃𝑝,𝑚𝑎𝑥 is not defined.

This is because, in these cases, the cross-track distance between antenna
elements is less than or equal to the probing wavelength 𝜆, and, as a
consequence, no grating lobes will be generated. Nevertheless, although
acquisitions can be made with any array rotation angle, the decrease in
cross-track distance causes a lowering of the resolution. In Fig. 24 it is
279
Fig. 24. Comparison of the effect of high array rotation angle (𝜃𝑝) on the contour plot
of the normalized two-way radiation intensity on the surface for a formation flying
architecture and a TSS.

possible to see that for a formation flying architecture the grating lobe
falls into the useful sounding scene (represented as a black circle) for
𝜃𝑝 = 50◦, while the peak ambiguity is avoided for a tethered system.
In Figs. 25 and 26 the effects of different 𝜃𝑝 angle on the two-way
radiation intensity pattern on the surface is visualized, respectively for
a gyroscopic tether and a formation flying architecture.

8. Discussion

In light of the analysis performed above, it is possible to discuss
the characteristics and performance of the radar sounder architectures
presented. By using an architecture with formation flying satellites, it is
possible to obtain acquisitions of the desired quality only at a few points
along the orbit. By performing an optimization of orbit characteristics,
it is possible to obtain up to a maximum of four acquisition points, if
they do not coincide with the maximum cross-track aperture, and only
two if maximum cross-track resolution is desired. The use of a tether
system enables to maintain the relative position between the antenna
elements with high accuracy. Moreover, the antenna elements placed
along the tether are much simpler and cheaper than an entire satellite.
The aerodynamic stabilized tether achieves the best performance in
radar remote sensing applications. Its maximum aperture stays constant
during the entire orbit, enabling to perform target acquisition in every
moment, at the maximum cross-track resolution. Furthermore, since the
system require the rarefied atmosphere of very low orbit, this kind of
system would typically operate at lower altitude, increasing even more
the ground resolution. Nevertheless, due to aerodynamic drag caused
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Fig. 25. Effect of the array rotation angle 𝜃𝑝 on the ground normalized two-way
radiation intensity generated by a gyroscopic tether architecture.

by the stabilizing surfaces, frequent orbital maneuvers are needed in
order to keep the orbit altitude [16]. The gyroscopically stabilized
tether, on the other hand, can perform multiple acquisition per orbit
with maximum cross-track resolution. The phase pointing technique,
here proposed, in combination with the effect of the tether that avoids
the peak ambiguity, allows lower cross-track resolution acquisitions
280
Fig. 26. Effect of the array rotation angle 𝜃𝑝 on the ground normalized two-way
radiation intensity generated by a formation flying architecture.

throughout the entire orbit. The choice between these architectures
will strongly depend on the specific requirements of the mission. The
aerodynamic architecture is well suited to missions where the target
is not well defined in advance (such as on-demand remote sensing).
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Formation flying is appropriate only when mission targets are few
and well identified. Finally, the gyroscopic stabilization is particularly
suitable for missions that require monitoring of multiple well-defined
targets, being able to optimize the architecture as needed.

9. Conclusions

In this paper two tether satellite systems architectures are proposed
for radar sounder application: the first is maintained in cross-track by
using aerodynamic surfaces while the second one is stabilized by gyro-
scopic effects. By placing the antenna elements on a tether stabilized
with the techniques previously studied by the authors, it is possible to
use Synthetic Aperture Radar techniques to synthesize a large antenna,
providing performance not achievable with monolithic satellites. In
addition, thanks to the mechanical link provided by the tether, it is
possible to greatly simplify the satellites placed on it, decreasing costs
compared to a free-flying formation flying architecture. After introduc-
ing the methodology to describe system performances as a function of
tether attitude, the two stabilization techniques were introduced, high-
lighting their major characteristics. From the dynamics describing the
nominal behavior of these systems, their performance during an orbit
was calculated and compared with that of a formation flying system
presented in a previous study. This analysis revealed that both tether
architectures minimize clutter noise. In addition, the tether system
stabilized with aerodynamic surfaces achieves maximum cross-track
resolution throughout the entire orbit. The gyroscopic tether system, on
the other hand, is able to achieve maximum performance at different
points in the orbit, depending on the stabilization angular velocity, and
can be used continuously with variable resolution. Notably, many open
questions remain regarding the feasibility, mission and system design
of aerodynamically stabilized tether satellite systems. Some of those
questions are subject of ongoing investigations by the authors.
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