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Abstract

Recent years have witnessed a remarkable upsurge in the global proliferation of Real-Time Communications (RTC) applications, a trend propelled by the flourishing advancement of network technologies and further amplified by the COVID-19 pandemic. Within this context, there is a burgeoning interest in the innovation of sophisticated and intelligent network infrastructures and technologies. Positioned as a promising candidate for this purpose, real-time throughput prediction emerges as a key enabler to foster network observability and offer proactive functions, upholding advanced system management, including but not limited to, bandwidth allocation and adaptive streaming. Nonetheless, existing methodologies struggle with predicting extreme conditions of throughput, notably peaks, valleys, and abrupt changes, that are critical in RTC traffic. To surmount these obstacles, we introduce DeX, a Deep Learning (DL)-based framework, designed to predict short-term throughput, with a dexterous proficiency and dedicated focus on navigating the complexities of traffic eXtremes.

In particular, DeX leverages solely packet-level information as features and is composed of three integral components: a packet selection module that opts for an optimal subset of input features, a feature extraction block that partially incorporates the Transformer architecture, and a multi-task learning pipeline that improves the proficiency in handling traffic extremes. Moreover, our work is anchored in extensive traffic traces garnered during actual video-teleconferencing calls, and we formulate a time-series regression problem, rigorously evaluating a spectrum of technologies ranging from an adaptive filter to diverse Machine Learning (ML) and DL approaches. Initially, we aim at predicting throughput within 500-ms time windows using historical 1024 packets out of 2048, and consequently, our methodology exhibits exceptional efficacy, especially in forecasting traffic extremes. Conclusively, we conduct a series of ablation experiments and thorough analyses to showcase the enhanced performance of various scenarios, further validating the effectiveness and robustness of DeX.
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1. Introduction

In the modern era, Real-Time Transport Protocol (RTP) [1]-based Real-Time Communications (RTC) have entrenched themselves as indispensable instruments across both professional and recreational domains, ushering in a suite of applications such as video-teleconferencing, online gaming, streaming, etc. The unprecedented popularity of RTC applications throughout recent years can be attributable to the heightened demand for entertainment and enhanced lifestyles in the post-pandemic period, in tandem with the global shift towards remote work practices [2]. Presently, consumers are confronted with an abundance of rival applications [3] driven by perpetual enrichment of RTC services, which can be ascribed to the augmented accessibility of bandwidth, the extensive growth of network infrastructures, and the advent of cutting-edge 5G technologies. This expansion leads to a diversification of user preferences and expectations, necessitating the implementation of advanced and efficacious optimizations in RTC systems to deliver an unparalleled user experience in various contexts. Contemporary users seek not only high-quality audio and video but also a seamless and fluid overall communication experience. Catering to these intensified expectations requires multifaceted and innovative approaches that transcend the scope of traditional solutions.

To this end, there is a compelling necessity to develop and refine robust, intelligent, and scalable technologies aimed at augmenting network performance and Quality of Experience (QoE). Notably, bandwidth management assumes a pivotal role in RTC, incorporating essential functionalities such as throughput measurement, bandwidth allocation, dynamic transmission adjustments, and traffic prioritization [4, 5, 6, 7]. In light of this, the prediction of traffic throughput holds immense potential, proffering a preemptive mechanism that confers manifold advantages: i) Optimized bandwidth allocation and utilization are attainable through accurate throughput estimations, thereby avoiding both underutilization and over-provisioning of network resources; ii) Adaptive streaming and transcoding can increase QoE by dynamically modifying media quality, resolution, or encoding settings in alignment with the anticipated
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bitrate, ensuring optimal content dissemination; iii) Network congestion management can be effectively executed through the forecasting of bandwidth requirements, facilitating proactive countermeasures such as traffic shaping, prioritization, or rerouting to alleviate or avert congestion issues; iv) Resource planning becomes more efficient as service providers and network operators utilize predicted throughput information to assess and strategically allocate the required network resources, guaranteeing scalability and consistent levels of service quality to accommodate the anticipated communication demands. Nevertheless, throughput prediction poses formidable challenges, particularly within the context of RTC, owing to dynamic, ever-changing, and heterogeneous nature of networks, constrained computational capacity, and possible temporal limitations. Compounding this, existing solutions for common time-series problems often struggle with the prediction of extreme conditions, which are of critical significance in RTC traffic.

In this paper, we present DeX, an innovative Deep Learning (DL) Neural Network (NN), meticulously tailored to predict the throughput of RTC traffic, with emphasis on traffic eXtremes, namely peak values, valley values, and abrupt changes. DeX strategically and exclusively capitalizes on packet-level information, providing the benefit of minimal extraction efforts while endeavoring to address inherent challenges in the problem. Specifically, DeX is characterized by a tripartite structure, comprising three multifunctional and synergistic components: a packet selection module that autonomously and intelligently filters an optimal subset of input packets, aiming to curtail feature quantity and model complexity; a Transformer [8]-based feature extraction block that employs the multi-head attention mechanism to discern the dynamic and intrinsic network traffic patterns; and a multi-task learning pipeline with various weights that enhances the regression problem by integrating two supplementary tasks to effectively adapt to traffic extremities.

Our work is underpinned by a substantial collection of real videoconferencing traffic, collected from client sides across various network environments, and the dataset is curated with both historical throughput time series and packet-level features. We articulate a regression problem and benchmark our model against a simple baseline and an array of prevalent techniques, spanning from an adaptive filter to conventional ML and DL approaches. Initially, we select 1024 packets from a set of 2048 to predict short-term throughput in forthcoming time windows of 500 ms, and subsequently, we undertake a series of ablation studies to ascertain the importance of different components, accompanied by comprehensive analyses to explore diverse scenarios and explicate the operational mechanics of DeX. Moreover, our proposed solution with a streamlined architecture is envisioned to achieve computational efficiency and reduce processing time consumption, and to be integrated as a software module for end-users or network equipment such as media servers, establishing an AI-based, RTC-aware, comprehensive, and proactive system for traffic monitoring and management. It facilitates application-level observability within the network control plane, thus empowering efficient and informed decision-making processes, and incorporates a feedback mechanism to rapidly respond to fluctuating network conditions. To summarize, our contribution is characterized by the following key aspects:

- A three-component DL framework, named DeX, optimized for accurate throughput forecasting, especially suited for handling traffic extremes.
- A dataset encompassing packet-level details of RTP-based traffic traces, collected from real video calls utilizing common RTC applications.
- A series of analyses coupled with model interpretation for our proposed solution that justifies the model’s effectiveness and generalizability.

The remainder of this paper is organized as follows. Section 2 provides the motivation and formulates the problem, while Section 3 describes the dataset employed in our work. Afterwards, we delineate the architecture and functionalities of DeX in Section 4 and present the experimental outcomes in Section 5. Moreover, we perform five ablation tests in Section 6, followed by experimenting various parameter configurations and elucidating the model’s operational logic in Section 7. Finally, Sections 8 discusses relevant literature, and Section 9 offers concluding remarks. Additionally, in light of the research reproducibility, we make both the dataset and the model publicly available.

2. Problem statement

This section starts with a brief introduction to the necessary background, followed by a detailed exposition of the motivation driving our work, and culminates in an expression of the problem formulation.

2.1. Background

RTC applications are predominantly categorized into two types: HTTP (Hypertext Transfer Protocol) [9]-based and RTP-based. The former paradigm, exemplified by commercial video-streaming services like Netflix, is favored for its stateless and reliable attributes, making it well-suited for scenarios where delay tolerance is permissible. In contrast, RTP over User Datagram Protocol (UDP) [10] forms the cornerstone for a myriad of RTC applications, especially for occasions requiring nearly instantaneous responsiveness with minimal latency, such as video-teleconferencing and online gaming. Moreover, a wide range of IoT applications also employ RTP [11], and web browsers as well as mobile devices (e.g., Android) universally hinge on the acclaimed standard, WebRTC [12] an open-source framework built atop RTP. Traditionally, Real-Time Transport Control Protocol (RTCP) is implemented alongside RTP as an integral framework for monitoring, reporting, and managing the quality and delivery of
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multimedia data. Nowadays, plenty of innovative technologies are developed to optimize the performance of RTP-related applications, such as QoE metrics estimation [13], adaptive bitrate control [14][15], traffic identification [16][17], congestion control [18], etc. In many cases of modern optimization approaches, information retrieved from end-users including traffic throughput, are frequently used as vital feedback of endpoints to further enhance performance.

In this context, the predicted throughput transcends the observed value, assuming an instrumental role in preemptively informing network units and enabling proactive reactions, particularly under resource-constrained circumstances [19][20]. Generally, various scenarios are envisaged to benefit from the integration and utilization of DeX. For instance, dynamic adaptive streaming/encoding becomes increasingly effective by incorporating the anticipated throughput as feedback [21][22], or as a state for the decision-making agent [23]. Google congestion control (GCC) [24] could leverage the prediction to supplement the recorded measurement, intervening beforehand to mitigate the network congestion. The emerging software-defined networking (SDN) paradigm is able to effectively manage networks by employing the prediction as a key factor for bandwidth allocation [25][26]. Given the diverse latent usages and the computational requirement of DeX, we postulate a scenario involving multiple entities wherein our model can contribute, as depicted in Figure 1. DeX could be deployed in end-users’ devices (e.g., PC), with swift access to and processing of network packets through existing technologies [27][28][29][30]. The predicted throughput information serves as supportive feedback for the traffic sender, the network controller (or orchestrator), and the receiver itself, facilitating system management in an independent or cooperative manner. For example, the controller could accurately and promptly allocate more bandwidth in advance upon notification of predicted peaks or abrupt increases, potentially ensuring the consistent QoE for content delivery. Additionally, apart from functions provided by external actors, the receiver per se could also utilize the prediction to manage local resources through integrated tools [31][32].

2.2. Underlying motivations

In alignment with the three components of DeX, we hereby elucidate the motivation behind our work.

2.2.1. Why packet-level information

The packet selection module operates on packet-level information as its features, with the primary objective of optimally selecting a subset from the entire pool of considered packets. The rationale underpinning the utilization of packet-level information is threefold: i) Packets constitute the most fundamental and granular entities within networks, encapsulating the rapidly changing dynamics and inherent characteristics of network traffic [33]. Models sculpted around such meticulous features are intrinsically poised to effectively discern underlying traffic patterns, leading to enhanced prediction accuracy. ii) The acquisition of packet-level data requires minimal effort in terms of feature extraction, an aspect particularly advantageous in the realm of RTC, where temporal and computational constraints are common. Importantly, packet encryption is becoming prevalent [34][35], rendering the acquisition and computation of intricate features not only arduous but also, at times, entirely unfeasible. Our model exclusively depends on elementary and unencrypted IP/UDP header attributes, circumventing potential complexities associated with packet encryption, and thus facilitating a more streamlined workflow with expeditious access to pertinent information. iii) Packets are ubiquitously available across the network, extending beyond the confines of client sides, and thus affording a more holistic network observability. This broader vantage point enables the prospect of performing throughput prediction within the network, contributing to the improvement of overall network performance.

Crucially, RTC services often encounter computational and temporal limitations, and the demand for low-latency communication necessitates a delicate equilibrium between real-time response and consumed computational resources. On the one hand, RTC applications need swift as well as recurrent processing of media data and execution of various algorithms. This intensifies the computational demand, especially on devices with constrained processing capabilities, such as mobile phones and embedded systems. On the other hand, the natural pursuit of low latency in RTC inherently calls for minimal time consumption of any intermediate process. Absent this, elevated communication delays and synchronization discrepancies may emerge, impacting the overall QoE. Hence, we endeavor to decrease the total volume of input packets to downsize the model complexity, ultimately improving memory efficiency and fostering a more computationally and temporally effective paradigm.

2.2.2. Why Transformer

The feature extraction block partially incorporates a Transformer architecture to systematically condense packet series. Particularly, the sequential composition of packet flows shares affinities with problems in the domain of Natural Language Processing (NLP), which has been revolutionized by the groundbreaking game changer – Transformer. It equips our proposed model with the potential to demonstrate robust proficiency in
learning the nuanced and inherent network patterns. Our objective is to harness the innate capabilities of the multi-head attention mechanism, to autonomously and intuitively discern the endogenous correlations interfacing the packet-level features and target traffic throughput.

2.2.3. Why traffic extremes

We implement the last component, a multi-task learning pipeline, aimed to improve the performance concerning traffic extremes, which constitute critical facets in RTC traffic, represent the intricate nuances of network dynamics, and exert a profound influence on prediction accuracy. To provide context, the time series throughput of an example traffic is presented in Figure 2 where extremities are highlighted. More specifically, we underscore the prediction of extreme values for the sake of several reasons: i) Peak values of transmission rates often co-occur with network bottlenecks, providing invaluable insights into the prospective bandwidth availability. The precise prediction of peaks facilitate optimal resource allocation, which in turn averts potential pitfalls such as packet loss, compromised audio/video quality, diminished QoE, and more. ii) Valley values denote periods of relative network idleness, where network resources remain underutilized, unveiling opportunities for energy-conservation strategies, resource redistribution, and load balancing. Moreover, certain unexpected valleys might herald network irregularities, bolstering the detection of traffic anomalies. iii) The ability to anticipate abrupt changes, which signal sudden and transient network fluctuations, could significantly enhance adaptive streaming agility and expedited bandwidth allocation, ensuring a prompt adaptation to rapid transitions of network environment.

2.3. Problem formulation

The objective entails the prediction of traffic throughput in an upcoming time window with a duration of $\Delta t$. In order to comprehensively evaluate the performance, we approach the problem in a dual manner with distinct features but a shared target: i) a conventional univariate time series problem with historical samples as features, and ii) an irregular multivariate one with prior packet-level features. Assuming a given time instant $t$, we formulate a regression problem as follows:

- **Problem i** — univariate time series prediction:
  \[
  \hat{R}_t = f(X) \\
  \text{with } X = [r_{t-\Delta t}, r_{t-2\Delta t}, \ldots, r_{t-m\Delta t}, \ldots],
  \]
  \[ m \in [1, M], \]

- **Problem ii** — multivariate packet-level prediction:
  \[
  \hat{R}_t = f(X) \\
  \text{with } X = [\ldots, \bar{x}_{t,n}, \ldots],
  \]
  \[ n \in [1, N], \]

where $\hat{R}_t$ is the predicted throughput in the ensuing time window spanning from time $t$ to $t + \Delta t$, and the input feature matrix $X$ varies between the two problems. For the conventional time series problem $i$, $M$ historical samples are considered, and $r_{t-m\Delta t}$ denotes the previous throughput within the time window of duration $\Delta t$ that commences at $t - m \times \Delta t$. In the case of the multivariate packet-level problem $ii$, we factor in the past records of $N$ packets in total, while selecting a subset of $W < N$ packets as features. Notably, only the $W$ chosen packets are features fed to the following prediction components, and they do not need to be contiguous. The remaining $N - W$ non-selected packets are simply unused and discarded. Should the $n^{th}$ preceding packet antecedent to time $t$ be designated as one of the selected packets, $\bar{x}_{t,n}$ represents its corresponding feature vector, which is constituted by a tuple of the packet attributes (explained in the next section). The model learns a function $f(\cdot)$, undertaking the regression task and mapping the input feature matrix $X$ into the estimated throughput that converges closely with the actual value, $R$. Additionally, we define the three extreme conditions for all throughput samples observed during each video-teleconferencing session as follows:

- Peak values: the throughput samples associated to the uppermost $\alpha_p$ (percentage) values;
- Valley values: the throughput samples associated to the lowest $\alpha_v$ (percentage) values;
- Abrupt changes: the throughput samples with inter-variations compared to their respective preceding samples exceeding a specific threshold (percentage) $\beta$:
  \[
  \frac{|R_t - R_{t-\Delta t}|}{R_{t-\Delta t}} > \beta. 
  \]  

3. Dataset

Herein, we introduce the details of the dataset employed in our work, presenting the data source, dataset construction, feature selection, and related characteristics.

<table>
<thead>
<tr>
<th>Table 1: Summary of the collected traffic.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of pcap files</td>
</tr>
<tr>
<td>Total duration of traffic [s]</td>
</tr>
<tr>
<td>Average duration per pcap [min]</td>
</tr>
<tr>
<td>Period of collection</td>
</tr>
<tr>
<td>Total number of collected packets</td>
</tr>
<tr>
<td>Total number of throughput samples (500 ms)</td>
</tr>
</tbody>
</table>

![Figure 2: Throughput time series of sample traffic.](image)
Our work is founded on abundant traffic traces collected during multiple real video-teleconferencing calls, involving 2 to 6 participants, connected via WiFi, mobile networks, or Ethernet cables. We employ two RTC applications, Jitsi Meet\(^3\) and Webex\(^4\) and gather traffic from client sides, dumping packet captures and archiving data in pcap format. By laying focus on incoming streams, we aim at forecasting the traffic throughput of RTP packet flows during a session, sourcing from all senders and traversing through the network. A summary of the traffic characteristics is provided in Table 1. To streamline the dataset construction process, we parse each pcap file, extracting the raw traffic data to create a datasheet, in which each entry represents throughput are calculated in \( R_t = \frac{\sum l_i}{\Delta t} \), where \( l_i \) is the frame length of the \( i \)th packet in the time window starting from time \( t \). In this context, we select 3 elements (i.e., \( x_t^{FL}, x_t^{IAT}, x_t^{TS} \)) of the RTP packet to serve as features:

- **Frame length** \((x_t^{FL})\) is the packet total length including both its header and data, which directly represents the impact of packet size and transmitted bits in the past, endowing the model with the capability to operate in an autoregressive manner.

- **Inter-arrival time** \((x_t^{IAT})\) is the temporal gap between the arrival of the current packet and its previous packet, and it serves as a local granularity indicator for assessing the frequency of packet flows, even when the preceding packet in the consecutive pair is not selected.

- **Timestamp** \((x_t^{TS})\) denotes the relative timestamp at which the packet is received by the end-user. It is the absolute timestamp of the current packet subtracted by the timestamp of the start of the session and it introduces global timing patterns from previously considered packets.

With these features, we intend to encompass potential influence arising from both spatial and temporal patterns, and we extract information directly from RTP packets, thereby obviating the necessity for resource-intensive feature engineering. As a consequence, each time window, i.e., a data sample of target throughput, is accompanied with the historical throughput samples from the previous \( M \) time windows for problem \( i \), and the
Moreover, we devise that $(16 \times 3)$ sets of Empirical Cumulative Distribution Function (ECDF) serve as features for problem $ii$. In our initial setting, we compute and predict the throughput within time windows of $\Delta t = 500 \text{ ms}$, and resort to the previous $N = 2048$ packets, with the goal of selecting half of them, i.e., $W = 1024$ packets, as features for problem $ii$. In our dataset, 2048 packets correspond to an average duration of roughly 7.6 s, and thus, a comparable time span of 8 s, equivalent to $M = 16$ (16 $\times$ 500 ms) prior windows is considered for problem $i$. Furthermore, we devise that $\alpha = 10\%$, $\beta = 10\%$, and $\gamma = 20\%$, i.e., the highest and lowest $10\%$ throughput samples during a session are specified as peaks and valleys, respectively, and a sample with an inter-variation surpassing $20\%$ when compared to its previous and neighbouring sample is regarded as an abrupt change. Notice that all these selections are modifiable parameters, and we delve into alternative scenarios in Section 7.

To provide contextual insight, we illustrate traffic patterns from 20 randomly selected sessions in Figure 4, which depicts 3 sets of Empirical Cumulative Distribution Function (ECDF) plots. On the one hand, the leftmost figure (4a), which shows the ECDF of throughput values, demonstrates that nearly all values exhibit a steep ascent in the middle, gradually tapering into narrower tails for both ultra-low and high values, despite quantitative differences among traffic. On the other hand, the middle figure (4b) showcases the percentage variations (inter-variation) between successive throughput samples, revealing that the majority of inter-variations remain below $20\%$. In fact, 64.9\% of inter-variations are smaller than $10\%$, and 84.2\% are smaller than $20\%$ for all traffic. Both of the previous observations suggest that the traffic throughput generally undergoes a globally stationary evolution, which underlines the significance of comprehending and forecasting traffic extremes, further rendering their prediction an intriguing and substantial endeavor. Furthermore, we also investigate the duration of each set of 2048 packets for separate sessions in the rightmost figure (4c). Although the average elapse is 7.6 s as mentioned earlier, different traffic exhibit various characteristics, where multiple traffic sessions share a similar pattern with a majority of cases covering a duration ranging from 3 to 10 s, as indicated by the rapid ascent in the ECDF, and several sessions manifest peculiar patterns, characterized by either relatively uniform or irregular distributions of elapsed duration. Such phenomena are actually common in reality, given that a video-call could be either active with frequent data packets exchanged or quiescent with a few transmitted packets. The aforementioned aspects provide
rationality for choosing \( N = 2048 \) packets to encompass the multifarious facets of traffic transmitted in RTC, regardless of the degree of activity. This leads to a judicious trade-off between including extraneous and excessive information beyond the target and having insufficient packets.

Moreover, we also provide insights into the actual multimedia data being transmitted by analyzing the statistics of individual RTP traffic flows. A single RTP flow, responsible for conveying particular content, such as audio or video, is uniquely determined by a tuple composed of \((IP_{src}, IP_{dst}, port_{src}, port_{dst}, SSRC, type_{payload})\). For the traffic of each session, we segregate and extract data on a per-flow basis, and then for each flow, we aggregate packets into consecutive 1-s time bins, calculating 3 types of statistics for each bin, i.e., the total number of packets, the average inter-arrival time, and the average inter-difference between RTP timestamps, whose ECDFs are presented separately in Figure 5. Importantly, all 3 plots indicate a notable degree of statistical similarity, featuring a pronounced increase to above 50% in the ECDFs around either 50 packets/s (Figure 5a), an inter-arrival time of 20 ms (Figure 5b), or an inter-RTP timestamp of 1000 (Figure 5c). Such a trend is due to the presence of audio flows that are typically packetized adhering to the protocol RTP RFC 3550 [36]. For example, given that the most common audio packetization implementation employs a 20-ms interval, and the widely-used codecs like Opus operates at a frequency of 48 kHz [37, 38], the difference in RTP timestamp between two consecutive audio packets is 960 (48kHz \( \times 20\text{ms} \approx 1000\)).

Building upon these observations, coupled with other distinct sudden rises in the ECDFs that potentially indicate various payload types, we can reasonably infer that our dataset is composed
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of abundant and different media data rather than monotonous content. This diversity ensures the datasets’ relevance and representativeness in capturing the numerous aspects of RTC traffic, complicating somewhat the problem because of the mixture of different patterns, but simultaneously consolidating the versatility and comprehensiveness of our model.

4. Methodology

In this section, we describe the architecture of our proposed model, DeX. Subsequently, other considered approaches for comparison and the model development as well as evaluation process are outlined.

4.1. Introduction of the proposed model

Our novel DL framework DeX leverages historical packet-level features to predict traffic throughput in future time windows. The architecture of DeX comprises three components, namely, a packet selection module, a feature extraction block, and a multi-task learning pipeline, as elucidated in Figure 6.

In general, we perform a moving window prediction during the training phase, taking into account all of the preceding \( N = 2048 \) packets with three RTP elements, as raw input. Along with the training, DeX learns an optimal subset out of all available packets, selecting a portion as input features. Following the feature extraction process, we adopt a multi-task learning paradigm that integrates various loss functions to optimize the performance regarding traffic extremities. Particularly, each component is detailed in the following.

4.1.1. Packet selection module

This component reduces the input quantity while maintaining the performance by selecting an optimal subset out of all considered packets. To choose which packets to select, we employ a straightforward logic, by randomly initializing \( N = 2048 \) trainable parameters (\( P \)), each being assigned to the corresponding packet (\( P_i \)). Subsequently, we pass all of these parameters through a Softmax function to derive 2048 probabilities (\( P_{\text{softmax}} \)) to opt for corresponding packets based on their values, i.e., we select the \( W = 1024 \) packets associated to the highest 1024 probabilities.\(^7\) It is important to note that the outputs of Softmax are called probabilities simply because of the naming convention, and thus do not imply a stochastic process but are treated as deterministic scores for packet selection. We expect the model to learn and refine the trainable parameters in a way such that the derived probabilities (scores) are optimized to select the most suitable packets for the regression task.

However, the aforementioned procedure possesses a fundamental flaw of not being attached to the computational graph, given that such a selection, which triggers no computations in the last step, is not involved in the gradient flow. In order to tackle the issue, we introduce a predefined distribution of probabilities (\( P_{\text{predefined}} \)) to compare the derived probabilities output by Softmax, thereby bringing in computational process. Meanwhile, we postulate that the potentially optimal selections are the packets closest to the target throughput sample, i.e., the most recent 1024 packets in the packet sequence. This hypothesis stems from the nature of time series problem, where temporally proximate samples ought to encompass the most salient features, reflecting the latest trend in evolution. However, unlike conventional time series problem, the domain-specific irregularity in packet sequence could potentially provide critical information to various packets other than those proximate to targets. Therefore, we conceive the preset probabilities (scores) as a guideline to steer the learning process as well as the selection towards the hypothetically optimal (closest) packets, while still permitting a certain degree of freedom to unearth potentially valuable packets located further away from the targets.

To this end, we devise a simple predefined and monotonically increased linear distribution\(^8\) as follows:

\[
P_{\text{predefined}} = [p_1, ..., p_i, ..., p_{2048}]
\]

\[\text{s.t. } p_i < p_{i+1},\]

\[\sum_{i=1}^{2048} p_i = 1,\]

\[p_i = a \cdot i + b,\]

\[\text{with } i \in [1, 2048].\]

where \( p_i \) represents the predefined probability (score) assigned to the \( i^{th} \) packet (the larger indexes are closer to the target), and the summation of \( P_{\text{predefined}} \) equals 1, as the output of Softmax sums to 1. The term \( a \cdot i + b \) indicates a linear relationship.\(^9\) A visual example is illustrated in Figure 7, and the parameters, \( P \), are trained to produce Softmax probabilities that converge to the predefined ones, accomplished by computing the Mean Absolute Error (MAE loss function, \( \ell_{\text{MAE}}(\cdot) \)) between them:

\[
L_{\text{prob}} = \ell_{\text{MAE}}(P_{\text{predefined}}, P_{\text{softmax}})
\]

\[\text{with } P_{\text{softmax}} = \text{Softmax}(P_1, ..., P_i, ..., P_{2048}).\]

in which, \( L_{\text{prob}} \), namely the loss of probability, is one of the optimized targets subjected to minimization. As a result, the module operates in a manner that diligently pushes the selection of packets towards the target. Nevertheless, the procedure

\(^7\)Predefined, the choice of such a distribution may appear somewhat arbitrary, but, by fine-tuning the hyperparameters, it is possible for the NN to automatically cherry-pick beneficial packets, reaching optimal performance, irrespective of the initial distribution chosen. Therefore, the specific distribution adopted is inconsequential, as long as it satisfies our requirement, for example, an exponentially increased distribution of probabilities (scores) could also serve the purpose, as we elaborate on in Section 6. In other words, the predefined probabilities function as a reference, and different predefinitions, i.e., different references, will unquestionably influence the learning process, engendering distinct alterations in the trainable parameters, but the ultimate optimized objective, that is always the regression task, remains invariant, impelling the model to eventually ascertain the advantageous packet selection, regardless of the trajectory it follows in relation to the convergence towards various references.

\(^8\)Details regarding their derivation are in Section 4.2.
encounters another problem — it always ends up with the proximate packets due to the consistent gravitation towards the hypothetically optimal selector \(^{10}\) deviating from our original goal of choosing informative packets in distance. To alleviate such an aggressive outcome, we mitigate the MAE loss, \( L_{\text{prob}} \), by introducing a weighting factor, \( \lambda \), to reduce its impact, preventing from permanently choosing the packets closest to the target. An illustrative depiction of this concept is presented in the right part of Figure 7. As the training process unfolds, both losses of regression and probability decrease synchronously, until reaching a certain point, where the packet selection is deemed non-optimal, leading to an upswing in the regression loss. Simultaneously, the MAE loss of probability continues to decrease, further abating its influence thanks to the weight, \( \lambda \), and when the regression loss escalates because of certain selection, the selection revisits a prior relatively optimal position, given that the loss of probability exerts mere impact on the final loss. In consequence, the selection process stabilizes or hovers around the optimal locations, primarily due to the dominance of the regression loss.

Consequently, we optimize the packet selection throughout the training process, significantly reducing the amount of input for downstream components. Notice that such a selection module will be rendered superfluous and discarded post-training without continuing to increase the model complexity, since the optimal position in the packet sequence is already derived, and from then on, we can directly channel the selected packets into the next components.

\(^{10}\)The solution to minimization of MAE exists, i.e., \( L_{\text{prob}} = 0 \), when the trainable parameters yield Softmax probabilities identical to the predefined ones.

4.1.2. Feature extraction block

We employ a Transformer-based NN with customized structures to extract features. Firstly, we inject the sequence of selected packets, i.e., each set of the 3 features (a \( 1 \times 3 \) vector), into a packet embedding layer (linear layer) to create embedded features. The NN is anticipated to learn an apt mapping from the primordial attributes of a packet to its latent embedding, thereby enriching the traffic features and transforming the dimension of the feature vector to \( 1 \times N_{\text{embedding}} \). Secondly, while each packet has the timestamp indicative of its order, we still lack of positional information for other packet entities. To address this, we implement \( \text{sin/cosine} \) positional encoding, following the original Transformer model. On top of that, we augment the architecture by introducing an additional trainable positional encoding constituting of learnable parameters for two main purposes: \( i) \) learning automatically optimal positional and potentially domain-related patterns during training to improve the task-specific adaptability, considering that the original one is fixed and particularly designed for NLP, and \( ii) \) supplementing probably absent insights caused by inconsistent packet selection, since the original one operates on continuous sequence without any interstitial gap in between. With the same dimension of \( W \times N_{\text{embedding}} \), both positional encodings are superimposed to embedded features, wherein each vector (\( 1 \times N_{\text{embedding}} \)) at the second dimension of the encoding is added to its corresponding packet embedding. Thirdly, the resultant sequence of embedded features is fed into a single Transformer encoder, a component frequently employed for sequence representation \(^{39, 40}\), to generate encoded features. Our objective is to leverage the multi-head attention mechanism, the core of the encoder, to unveil latent patterns and apprehend network fate. Moreover, we opt not to implement the Transformer de-
4.1.3. Multi-task learning pipeline

We elaborately craft a multi-task learning strategy, enriched with multifunctional weights, designed to further incentivize the model to discern traffic extremes. Besides the primary regression task, we incorporate two auxiliary learning blocks: a binary classification component and a trainable multiplier. The former block aims to predict and identify whether the target throughput signifies an abrupt change with respect to the preceding sample, a feat deemed attainable due to the granular and domain-specific packet-level features that are often absent in conventional time-series scenarios. The latter block operates as a calibrator that either amplifies or attenuates the regression output based on the classification outcome, adjusting the final predictions to better accommodate dramatic variations. Each block (task) consists of a 2-layer FNN, which takes as input the encoded features generated by the feature extraction block and produces a scalar value. For the classification block, a Sigmoid function is adopted to convert the output into class probabilities. Consequently, the NN undergoes meticulous training, ensuring that it consistently satisfies normal value expectations, while also methodically compensating for abrupt changes. Meanwhile, we implement learnable weights \([41]\) that autonomously determine the importance of different tasks to systematically and optimally combine losses generated by different blocks, as depicted below:

\[
\mathcal{L}_{\text{comb}} = e^{-y_1} \cdot \mathcal{L}_{\text{class}} + w_1 + e^{-y_2} \cdot \mathcal{L}_{\text{reg}} + w_2
\]

with
\[
\mathcal{L}_{\text{class}} = \ell_w \text{BCE}(y; \hat{y}_w; w_{\text{class}}),
\]
\[
\mathcal{L}_{\text{reg}} = \ell_w \text{MAE}(R; \hat{R}; w_{\text{reg}}),
\]
\[
\hat{R} = R \cdot M,
\]
\[
M = \begin{cases} 
M', & \text{if } \hat{y} = 1 \text{ (abrupt change)} \\
1, & \text{if } \hat{y} = 0 \text{ (normal transition)}
\end{cases}
\]

(6)

where \(\mathcal{L}_{\text{comb}}\) stands as the combined loss, calculated by blending the classification (\(\mathcal{L}_{\text{class}}\)) and regression (\(\mathcal{L}_{\text{reg}}\)) losses via learnable weights, \(w_1\) and \(w_2\). Moreover, both regression and classification blocks leverage weighted losses during training phase. On the one hand, in order to tackle the imbalance between classes (only around 16% of throughput samples are abrupt changes), the classification loss is calculated by the weighted Binary Cross Entropy (BCE) loss function \(\ell_w \text{BCE}(\cdot)\), with elevated weights \(w_{\text{class}}\) granted to the minority samples of abrupt changes. On the other hand, the weighted Mean Absolute Error (MAE) loss function \(\ell_w \text{MAE}(\cdot)\) is employed for regression, with larger weights \(w_{\text{reg}}\) assigned to peaks and valleys to accentuate the model’s sensitivity to such scenarios. Both \(y\) and \(R\) represent the ground truths of classification and regression tasks, and \(\hat{y}\) denotes the label predicted by classification block, while \(\hat{R}\) symbolizes the final forecasted throughput, ascertained by modulating the regression output (\(R'\)) with the intervention of the trainable multiplier (\(M = M'\)). Notably, when the classification indicates a normal transition (\(\hat{y} = 0\)), the multiplier remains neutral (\(M = 1\)), thus leaving the regression output unaltered.

Finally, by considering the entire model, the final loss is computed as:

\[
\mathcal{L}_{\text{final}} = \mathcal{L}_{\text{comb}} + \lambda \cdot \mathcal{L}_{\text{prob}}
\]

(7)

in which \(\mathcal{L}_{\text{comb}}\) is the combined loss yielded by the multi-task learning pipeline in Equation (6) and \(\mathcal{L}_{\text{prob}}\) corresponds to the loss of probability tweaked by the hyperparameter, \(\lambda\), and generated by packet selection module in Equation (5). The second term can be regarded as a regularization component, imposing constraints on the learning process, that are instrumental in preventing the model from becoming overly dependent on proximal packets, and thereby nudge the model towards solutions
that are not only effective on the primary task but also exhibit a level of flexibility and adaptability when faced with varying packet selections.

4.2. Model development, comparison, and evaluation process

DeX is developed using the Pytorch framework and is trained on a single GPU of NVIDIA Tesla V100-16GB. The implementation details are enumerated in Table 2. Notably, the parameters for the predefined probabilities, $a$ and $b$, are not initialized randomly but derived based on the following procedure:

- Step 1 – define a line space of $N = 2048$ elements with uniform increment:
  \[
  \Theta = \{\theta_1, \ldots, \theta_i, \ldots, \theta_{2048}\}
  \]
  \[\text{s.t. } i \in [1, 2048],
  \]
  \[\theta_i = \theta_{i-1} + \frac{1}{2048}, \]
  \[\theta_1 = 1, \theta_{2048} = 2.\]

- Step 2 – normalize the line space to sum to 1:
  \[
  \tilde{p}_{\text{predefined}} = \Theta \leftrightarrow \frac{\Theta}{\sum \Theta} = \frac{3071.5}{\sum \Theta},
  \]
  \[
  \sum \tilde{p}_{\text{predefined}} = 1,
  \]
  \[p_1 = \theta_1 = 1/3071.5 \approx 3.256 \times 10^{-4},
  \]
  \[p_{2048} = \theta_{2048} = 2/3071.5 \approx 6.511 \times 10^{-4}.\]

As a result, the parameters $a$ and $b$ are computed accordingly. In fact, the actual controllers governing the linearity of the distribution are the values of the head and tail of $\Theta$, i.e., $\theta_1$ and $\theta_{2048}$, for which we simply endow with a rudimentary initialization of 1 and 2.

Furthermore, we deliberately and randomly partition the corpus of 71 pcap files (video-calls) into 3 independent groups (50, 10, 11) to construct training (355,651 samples of throughput), validation (62,193), and test (65,061) datasets. For features and throughput samples, we calculate based on the training set the statistics of mean value and standard deviation, which are then used to standardize validation and test sets. Consequently, the model is trained based on traffic collected under unique conditions different from other datasets in terms of location, connectivity, and time, aiming to derive a generalized solution and preclude data cross-contamination among traffic. Additionally, akin to the domain of Computer Vision, each throughput sample (target) is stored in a single file (npy format in our case). Each file is composed of a matrix with dimensions $2048 \times 3$, that represents the 3 chosen features of the preceding 2048 packets, while the file name contains the throughput value, along with the corresponding percentile and inter-variation, derived within a single session to respect our initial setting for the thresholds of traffic extremes.

We also extend our examination to a wide range of domains for the purpose of comparison, incorporating multiple other technologies appeared in the literature, as listed in Table 3. Notably, a total of 7 models are implemented for problem $i$, while 3 models including DeX are developed for problem $i$.[11] Moreover, we evaluate the performance of each model across various dimensions, including overall traffic, peaks, valleys, and abrupt changes, by gauging 4 metrics between the ground truth and prediction: Mean Squared Error (MSE), Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and the coefficient of determination ($R^2$ score).

5. Experimental result

In this section, we compare DeX against baselines, presenting the experimental outcomes derived from all models based on the initialized configuration. Then, two visual instances are displayed to further endorse our findings.

Table 2 showcases the assessment metrics independently for overall traffic, peak values, valley values, and abrupt changes. We embark upon the overall performance outlined in the first part. Evidently, DeX outshines other solutions across all quantitative measures. Although certain models, such as RF, XGB, N-BEATS, and LSTMNet, yield results that are ostensibly on par, e.g., N-BEATS achieves a nearly identical MAPE of 10.6%, they invariably falter in other metrics, like RF’s declined MAPE of 11.844%. Additionally, the MA baseline and RLS filter manifest the poorest performance, marked by the most substantial errors (e.g., MSE > 0.07) and inferior $R^2$ scores (<0.9), indicating the inadequacy of simple statistical tools.

Proceeding to the plateaus as well as troughs depicted by the second and third parts in the table, DeX significantly outperforms its counterparts. On the one hand, our model stands out in terms of peak values, boasting the most minimal errors (e.g., the only MSE beneath 0.17 and the sole MAE lower than 0.25) and a preeminent $R^2$ score (the only one exceeding 0.82), affirming its capacity for precise forecasting rather than mere overestimation. On the other hand, the superiority becomes even more conspicuous when examining valley values. DeX delivers markedly diminished errors and remarkable coherence, as evidenced by a MAPE that is lowered by 1.285% and an $R^2$ score augmented by 0.0759 in comparison to their respective second-best values.

As for abrupt changes, DeX consistently excels other models with optimal performance across the board, exemplified by being the only model with an MSE below 0.27. However, it remains intrinsically arduous to precisely predict such rapid and sudden transitions, given the relatively subpar performance regardless of the models. The non-ideal result originates from the inherent complexities entwined within the problem per se. Instantaneous fluctuations of throughput in the context of RTC could be induced by a multitude of factors, like emergent traffic surges or network disruptions, elements which may not manifest prominently in the packet flows received by end-users, thus rendering them elusive and challenging to be detected by

---

[11] It is noteworthy that the other two models leverage the nearest 1024 packets as features without packet selection.
Table 4: Experimental result of all models regarding overall traffic, peaks, valleys, and abrupt changes.

<table>
<thead>
<tr>
<th>Problem Feature</th>
<th>Problem i</th>
<th>Problem ii</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Historical time series samples</td>
<td>Packet-level information</td>
</tr>
<tr>
<td>Model</td>
<td>MA</td>
<td>RLS</td>
</tr>
<tr>
<td>Overall values [Mbps]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>0.0984</td>
<td>0.0777</td>
</tr>
<tr>
<td>MAE</td>
<td>0.1620</td>
<td>0.1307</td>
</tr>
<tr>
<td>MAPE</td>
<td>15.726%</td>
<td>12.299%</td>
</tr>
<tr>
<td>R²</td>
<td>0.8461</td>
<td>0.8785</td>
</tr>
<tr>
<td>Peak values [Mbps]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peak</td>
<td>0.2623</td>
<td>0.2398</td>
</tr>
<tr>
<td>MAE</td>
<td>0.3290</td>
<td>0.2685</td>
</tr>
<tr>
<td>MAPE</td>
<td>15.807%</td>
<td>13.167%</td>
</tr>
<tr>
<td>R²</td>
<td>0.7286</td>
<td>0.7520</td>
</tr>
<tr>
<td>Valley values [Mbps]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Valley</td>
<td>0.1196</td>
<td>0.0570</td>
</tr>
<tr>
<td>MAE</td>
<td>0.1619</td>
<td>0.1021</td>
</tr>
<tr>
<td>MAPE</td>
<td>33.533%</td>
<td>23.158%</td>
</tr>
<tr>
<td>R²</td>
<td>-0.4927</td>
<td>0.2888</td>
</tr>
<tr>
<td>Abrupt changes [Mbps]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abrupt</td>
<td>0.3137</td>
<td>0.3671</td>
</tr>
<tr>
<td>MAE</td>
<td>0.3740</td>
<td>0.3992</td>
</tr>
<tr>
<td>MAPE</td>
<td>43.283%</td>
<td>42.834%</td>
</tr>
<tr>
<td>R²</td>
<td>0.5861</td>
<td>0.5156</td>
</tr>
</tbody>
</table>

The presence of MAE facilitates performance comparison in cases where predictions are visually hard to differentiate.

the models. Yet, amidst this backdrop of hurdles, DeX skillfully harnesses granular packet-level insights in conjunction with a meticulously designed model architecture, accommodating abrupt changes to a commendable extent.

Two traffic examples from the test dataset are outlined in Figure 8, which portrays the time series of throughput regarding ground truth alongside the corresponding predictions, and accentuates traffic extremities in four sub-figures with MAE underscored in parenthesis. Generally, all models exhibit an aptitude for tracking the fundamental traffic evolution, albeit to varying degrees of proficiency. Upon closer analysis, DeX exhibits superiority characterized by the lowest error in the majority of cases, while the MA baseline falls short in adapting the variations and RLS filter produces aggressive and volatile predictions in particular:

- The first example in Figure 8a presents individual instances of critical traffic scenarios. For valley values (sub-figure A), DeX excels the others by deftly following the localized fluctuations, although performance disparities are relatively subtle with respect to certain models, e.g., LSTM-ii and LSTNet. Notably, certain models, like RF and MLP, suffer from the sudden drop, resulting in unsatisfactory performance at the onset of troughs. Concerning peak values (sub-figure B), DeX is good in capturing and adapting to summits, whereas the majority of other models tend to generate underestimated predictions. On top of that, DeX also outperforms its peers in terms of abrupt changes (sub-figures C & D), by swiftly and precisely accommodating the instantaneous declines. Remarkably, DeX can even anticipate the precipitate rise after a serial descents in example C, while yielding an optimal error, 3.83% lower the penultimate one in example D. However, each model exhibits a latency in response to the initial abrupt transformation, reaffirming the notion that it is barely possible to predict drastic transitions.

- The second example in Figure 8b depicts mixtures of traffic extremes. Regarding peaks coupled with abrupt changes (sub-figures A & C), DeX shows the smallest errors, whereas the tendency of underestimation from the most of other models reappears. More importantly, DeX also demonstrates how swift and effective it is to transition from a prior precise prediction of critical values to another subsequent critical point in the opposite direction. Meanwhile, similar capability is also applied to valleys with abrupt changes (sub-figures B & D). An evident instance can be observed at the initiation and the culmination of the example D, where DeX responds rapidly to the sudden transitions, while all the others exhibit a lingering effect of either a tail for the descent from high values to valleys or a delay for the ascent from valleys to high values. Although DeX only ranks the third place in terms of MAE with a slight performance dip, all of the aforementioned irreplaceable merits still serve to validate its uniqueness and overall distinction.

Indeed, the prediction of traffic extremes ends up with underwhelming performance in contrast to the totality, which could emanate from the prevalence of relatively stable throughput samples, that limits the model’s ability to effectively learn patterns associated with critical values, echoing the dilemma in imbalanced ML scenarios. Additionally, given that certain discrepancies among the reported metrics are subtle, we also conduct pair-wise t-tests with a confidence level of 95% between the errors generated by comparative models and those produced by DeX, in order to statistically and rigorously examine the disparities among predictions. In fact, the resulting p-values are exceedingly negligible with a magnitude lower than 10⁻², decisively rejecting the null hypothesis and unequivocally indicating significant differences with respect to the predictions of DeX.
Figure 8: Ground truth & predictions: traffic examples of throughput time series with highlights on peaks, valleys, and abrupt changes.
### 6. Ablation study

In order to comprehend the impact of individual components and specific designs, we perform a series of ablation tests to substantiate their respective contributions. We first focus on packet selection module to conduct 3 sets of experiments, eliminating the module to assess the performance with either the complete ensemble of 2048 packets or the hitherto 1024 packets, and retaining the module but to train the intact model with an alternative predetermined distribution for packet selection. Following the architectural sequence of DeX, we then substitute the Transformer-based feature extraction block with an LSTM-based one, and at last, we retrain the model without multi-task learning pipeline. All results are shown in Table 5 alongside the original performance metrics derived from the unaltered architecture. In general, DeX surpasses the outcomes from ablation tests 2, 4, and 5, where the defective model structure with the equivalent amount of features is considered, achieving the superior overall performance notwithstanding occasional minor exceptions.

#### 6.1. Ablation test 1 - Training with the entire 2048 packets

Firstly, we consider all of the 2048 (N = W = 2048) packets preceding target samples to feed the following prediction components so as to probe the upper limit of DeX’s capability and shed light on the potential performance degradation associated with fewer packets. As corroborated by the result (1st column in the table), DeX successfully reaches a prominent performance with 2048 packets at our disposal, exemplified by the only model boosting $R^2$ scores greater than 0.92, 0.83, 0.70, and 0.65, simultaneously, for the entirety, peaks, valleys, and abrupt changes, respectively. Concurrently, this supremacy also reinforces the pivotal role played by the packet selection mechanism, whose indispensability becomes evident, as it would be unreasonable to contemplate a reduction in packets, starting from the initial quantity of 2048, if we could not attain peak performance when endowed with the entire historical features. Indeed, DeX does encounter effectiveness decline as we curtail the amount of features, but the performance degradation is almost negligible with respect to the original 1024 packets, verifying the exceptional ability of DeX to utilize the packet selection module to adeptly grasp long-term knowledge while preserving salient short-term insights.

#### 6.2. Ablation test 2 - Training with the nearest 1024 packets

To scrutinize the efficacy of the packet selection module, we opt for its omission, relying instead on an equivalent subset of 1024 packets that closely proximate the target samples (i.e., the hypothetically optimal selection). According to the 2nd column in the result, DeX registers a marginal performance decrement due to the absence of packet selection, especially for valley values and abrupt changes, e.g., a degradation of 0.0374 in $R^2$ score, in spite of the slight improvement for peaks. The reason behind lies in the fact that the hypothetically optimal (closest) packets primarily account for the immediate, short-term influence exerted by recently transpired packets, neglecting the incorporation of long-term dependencies. Conversely, the packet selection module is engineered to take into account both aspects, introducing the impact of relatively distant packets as well as preserving a substantial degree of adjacency (which is elaborated upon in Section 7.2.1). Although the performance enhancement thanks to packet selection may not be substantial, we nonetheless perceive its significance. This is because the module is excised after model training, thereby engendering an equivalence in the practical complexity between models featuring the selected or the nearest 1024 packets.

#### 6.3. Ablation test 3 - Training with a different distribution of predefined probabilities

As heretofore mentioned, the predefined probability (score) of the hypothetically optimal selection merely serves as an intermediary tool to introduce a computational process so that...
the neural network can dynamically adjust trainable parameters and learn an efficacious subset of packets. In other words, the choice of the predefined distribution holds no paramount significance, so long as it aligns with our prerequisite of assigning higher probabilities (scores) to packets in proximity to targets. Thus, we persist in the strategy of choosing 1024 packets out of 2048, but adopt a different distribution of predefined probabilities for packet selection, aiming to reproduce the outcome and substantiate the underlying concept. Explicitly, we adhere to the same procedure in Section 6.2, but instead of creating a linear space into a curvilinear one, i.e., \( \theta_i \leftarrow \theta^i \). As a consequence (3rd column in the table), DeX with the predefined exponential distribution yields outcome akin to the original, despite trivial variations, indicating that the model is compatible with different configurations of predefined probabilities.

More importantly, the performance produced by the trio of aforementioned ablation tests, wherein the Transformer-based feature extraction and the multi-task learning pipeline always discharge their functions, remains decent, outstripping other comparative models in Table 4 as well, which in turn illustrates the prowess of other components of DeX.

6.4. Ablation test 4 - Training with LSTM-based feature extraction block

Hereafter, we maintain the bipolar components, yet implement an LSTM neural network to substitute the intermediate feature extraction block, aiming to verify the competence of Transformer. We employ 3 layers of LSTM unit and connect the hidden states of the last layer to the multi-task learning pipeline. Apparently, extracting features with LSTM falls short in both of traffic entirety and extremities (4th column in the table) comparing to the Transformer-based one in most cases. Interestingly, the performance is found to substantially transcend that of the vanilla LSTM with packet-level features (Table 4 LSTM-ii), demonstrating the DeX’s applicability as well as transportability to a certain extent, and further consolidating the proficiency embodied in other components.

6.5. Ablation test 5 - Training without multi-task learning

Finally, we explore the scenario where the last component is excised, leaving behind solely the regression task, while discarding the other two. As attested by the 5th column in the table, the basic model without multi-task learning experiences a substantial performance drop, which particularly reflects in valley values with an \( R^2 \) score of merely 0.4864, thus reinstating the model’s performance to a level on par with other comparative methods. It is worth noting that we inadvertently reach the best performance for peak values up to now, implying that the deployment of Transformer encoder in concert with packet-level features intrinsically advocates for traffic peaks, and the employment of multi-task learning comes with a concomitant expense, sacrificing somewhat such performance to accommodate and compensate other categories of critical values.

7. In-depth analysis

This section is composed of three parts, a sequence of parametric analyses to investigate the universality and versatility of DeX, an attempt of model explainability that unravels the working logic, and an exploration of model practicability that elucidates the model overhead and the potential for further optimization.

7.1. Parametric analysis

We undertake 3 distinct sets of parametric analyses to comprehensively evaluate the performance of DeX and establish that the previously obtained outcomes are not a mere happenstance due to a specific model configuration. Notably, for the latter two sets of analyses, where the comparison against other baselines is needed, we confine our consideration to only three models (RF, XGB, N-BEATS) with comparative performance as elucidated by the initial experimental findings (Table 4).

7.1.1. Number of selected packets

We embark on an exploration of two additional scenarios for different numbers of input packets to reveal the possibility of further reducing the quantity of features. By halving the amount at a time, we consider the scenarios with \( W = 512 \) or 256 packets. Due to the substantial reduction in packet quantity, we opt to conduct the selection out of the 1024 nearest packets preceding targets, differing from the original case with 1024 out of 2048 packets to avoid excessively sparse selection, that may lead to a loss of crucial contextual information. According to the result in Table 6 selecting 512 packets still delivers comparable outcome without fundamentally compromising the performance even in contrast to 2048 packets, but 256 packets starts to exhibit a decline except for valley values (briefly explained in Section 7.2.1). Indeed, it is conceivable and inevitable to encounter performance setback with diminishing features. Nevertheless, the selection of only 512 packets constitutes merely

<table>
<thead>
<tr>
<th>Model</th>
<th>2048*</th>
<th>1024*</th>
<th>512</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall values [Mbps]</td>
<td>MSE ↓</td>
<td>MAE ↓</td>
<td>MAPE ↓</td>
<td>( R^2 ) ↑</td>
</tr>
<tr>
<td>DeX</td>
<td>0.0458</td>
<td>0.0748</td>
<td>0.0486</td>
<td>0.0557</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.1108</td>
<td>0.1147</td>
<td>0.1155</td>
<td>0.1294</td>
</tr>
<tr>
<td>MAPE ↓</td>
<td>0.1071</td>
<td>0.1057</td>
<td>0.1057</td>
<td>0.1190</td>
</tr>
<tr>
<td>( R^2 ) ↑</td>
<td>0.9285</td>
<td>0.9261</td>
<td>0.9242</td>
<td>0.9131</td>
</tr>
</tbody>
</table>

| Peak values [Mbps] | MSE ↓ | MAE ↓ | MAPE ↓ | \( R^2 \) ↑ |
| DeX | 0.1567 | 0.1698 | 0.1682 | 0.1993 |
| LSTM | 0.2327 | 0.2460 | 0.2474 | 0.2865 |
| MAPE ↓ | 0.1275 | 0.1263 | 0.1259 | 0.1521 |
| \( R^2 \) ↑ | 0.8388 | 0.8263 | 0.8270 | 0.7954 |

| Valley values [Mbps] | MSE ↓ | MAE ↓ | MAPE ↓ | \( R^2 \) ↑ |
| DeX | 0.0239 | 0.0243 | 0.0241 | 0.0207 |
| LSTM | 0.0754 | 0.0777 | 0.0756 | 0.0694 |
| MAPE ↓ | 0.1901 | 0.1769 | 0.1794 | 0.1758 |
| \( R^2 \) ↑ | 0.7030 | 0.6948 | 0.6997 | 0.7420 |

| Abrupt changes [Mbps] | MSE ↓ | MAE ↓ | MAPE ↓ | \( R^2 \) ↑ |
| DeX | 0.2646 | 0.2645 | 0.2756 | 0.2968 |
| LSTM | 0.3621 | 0.3574 | 0.3666 | 0.3865 |
| MAPE ↓ | 0.3648 | 0.3657 | 0.3627 | 0.3704 |
| \( R^2 \) ↑ | 0.6505 | 0.6507 | 0.6360 | 0.6080 |

* The results are obtained from ablation test 1 and the entire set of 2048 packets without packet selection in Table 5 and the original DeX with the selection of 1024 packets in Table 4 for a straightforward comparison.
a quarter of the initial quantity, yet still manages to attain results that consistently secure the highest rank among those in Table 7, further consolidating the efficacy of DeX, and opening up the possibility to reduce even more memory consumption, computational overhead, and model complexity.

7.1.2. Duration of predicted time window

In the following, we delve into the performance of predicting traffic throughput across distinct future time horizons, 300 and 1000 ms. In particular, we construct the datasets in a consistent manner, wherein 2048 packets translate to a duration of approximately 8 s, i.e., 27 \times 300 \text{ ms} = 8 s and 8 \times 1000 \text{ ms} = 8 s.

Table 7 presents all the results regarding different predicted time windows for DeX and other models. Overall, DeX still dominates the board with three minor exceptions in terms of MAPE, irrespective of the duration, justifying its versatility and robustness. Comparing all conditions including the original 500 ms, several insightful observations emerge: i) The 300-ms case fails in predicting peaks and valleys, e.g., DeX produces an R^2 score of only 0.5270 for valleys, and RF and XGB cannot even reach 0.4. Conversely, there is a notable improvement in performance concerning abrupt changes, with all models exhibiting MAPEs lower than 35% and R^2 scores exceeding 0.7 for the first time. This could be rooted in the more frequent updates of throughput values, which promptly and timely inform the dynamic traffic fluctuations. Yet, it could be for the same reason that traffic aggregated into shorter windows exhibits higher volatility, leading to elusive patterns and thus overall diminished performance. ii) In the 1000-ms scenario, DeX maintains its preeminence with further enhancement for peaks and valleys (e.g., R^2 scores rise from 0.8263 and 0.6948 to 0.8667 and 0.7174), but noticeable degradation for abrupt changes (e.g., an escalation in MAPE from 36.057% to 49.754%).

Table 8: Result of parametric analysis 3: different thresholds (α_P, α_α, β) for defining traffic extremes.

<table>
<thead>
<tr>
<th>Model</th>
<th>RF</th>
<th>XGB</th>
<th>N-BEATS</th>
<th>DeX</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.181</td>
<td>0.145</td>
<td>0.138</td>
<td>0.1287</td>
</tr>
<tr>
<td>MAE</td>
<td>0.2271</td>
<td>0.2305</td>
<td>0.2222</td>
<td>0.2093</td>
</tr>
<tr>
<td>MAPE</td>
<td>11.387%</td>
<td>11.649%</td>
<td>11.337%</td>
<td>10.946%</td>
</tr>
<tr>
<td>R^2</td>
<td>0.397</td>
<td>0.8397</td>
<td>0.8479</td>
<td>0.8592</td>
</tr>
</tbody>
</table>

Table 7: Result of parametric analysis 2: different duration (Δ) for predicted time window.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>(duration of predicted window, Δ)</th>
<th>MSE</th>
<th>MAE</th>
<th>MAPE</th>
<th>RF</th>
<th>XGB</th>
<th>N-BEATS</th>
<th>DeX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall values [Mbps]</td>
<td></td>
<td>0.0589</td>
<td>0.0580</td>
<td>0.0567</td>
<td>0.0657</td>
<td>0.0558</td>
<td>0.0512</td>
<td>0.0457</td>
</tr>
<tr>
<td>Peak values [Mbps]</td>
<td></td>
<td>0.2291</td>
<td>0.2223</td>
<td>0.2153</td>
<td>0.2010</td>
<td>0.1335</td>
<td>0.1378</td>
<td>0.1432</td>
</tr>
<tr>
<td>Valley values [Mbps]</td>
<td></td>
<td>0.7713</td>
<td>0.7780</td>
<td>0.7850</td>
<td>0.8083</td>
<td>0.8478</td>
<td>0.8429</td>
<td>0.8367</td>
</tr>
<tr>
<td>Abrupt changes [Mbps]</td>
<td></td>
<td>0.2190</td>
<td>0.2175</td>
<td>0.2185</td>
<td>0.2119</td>
<td>0.3259</td>
<td>0.3297</td>
<td>0.3553</td>
</tr>
</tbody>
</table>

Table 8: Result of parametric analysis 3: different thresholds (α_P, α_α, β) for defining traffic extremes.

<table>
<thead>
<tr>
<th>Model</th>
<th>RF</th>
<th>XGB</th>
<th>N-BEATS</th>
<th>DeX</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.181</td>
<td>0.145</td>
<td>0.138</td>
<td>0.1287</td>
</tr>
<tr>
<td>MAE</td>
<td>0.2271</td>
<td>0.2305</td>
<td>0.2222</td>
<td>0.2093</td>
</tr>
<tr>
<td>MAPE</td>
<td>11.387%</td>
<td>11.649%</td>
<td>11.337%</td>
<td>10.946%</td>
</tr>
<tr>
<td>R^2</td>
<td>0.397</td>
<td>0.8397</td>
<td>0.8479</td>
<td>0.8592</td>
</tr>
</tbody>
</table>

The choice of such amount of time windows mirrors our previous approach, wherein 2048 packets translate to a duration of approximately 8 s, i.e., 27 \times 300 \text{ ms} = 8 s and 8 \times 1000 \text{ ms} = 8 s.
observations can originate from the same reason of a longer predicted time window, which smooths out traffic variations and stabilizes throughput evolution. Such an effect facilitates the forecasting of peaks and valleys, thanks to the reduction of localized fluctuations, but renders the abrupt changes even more sudden and unexpected, as the gradually escalated patterns of traffic throughput vanish, significantly hampering the prediction. Nonetheless, DeX still yields the best outcome (e.g., an improvement of 0.0374 in $R^2$ score comparing to the second place), not to mention the overall decent performance and the longer time horizon, which affords a higher degree of freedom for system management to implement optimized policies.

### 7.1.3. Different thresholds for defining extremes

Previously, traffic extremities are defined by specific thresholds to optimize the model performance, and thus, we now elaborate on 4 extra conditions, varying the thresholds from the highest and lowest 10% values to 15% or 20% ($\alpha_{p,v} = 10\% \Rightarrow \alpha_{p,v} = 15\%$ or 20%) for peaks and valleys, and from inter-variations greater than 20% to 15% or 10% ($\beta = 20\% \Rightarrow \beta = 15\%$ or 10%) for abrupt changes. Simply put, we broaden our experiment to encompass more samples as traffic extremes to also examine the performance for sub-critical values. As expected, DeX still excels the others, regardless of variations in thresholds according to Table 8. The performance excess generated by DeX remains relatively stable across different thresholds for peaks and abrupt changes (e.g., the advantage in $R^2$ score for peaks with respect to RF is 0.0123 when $\beta = 20\%$, and is 0.0091 when $\beta = 10\%$), while it declines for valleys to an acceptable extend (e.g., the difference in $R^2$ score comparing to N-BEATS is 0.0862 for $\alpha_v = 10\%$, but decreases to 0.0528 for $\alpha_v = 20\%$), underscoring the consistent versatility and comprehensiveness of DeX, which is not only reliant on the predominance of performance regarding the original predefined thresholds.

### 7.2. Model explainability

Herein, we showcase several outcomes of the packet selection module and the multi-task learning pipeline, elucidating their operational mechanisms.

#### 7.2.1. Packet selection module

The derived packet selections across various scenarios involving different quantity of selected packets (initial 1024 packets in Section 5, modified 1024 packets with different predefined probabilities in Section 7.1.1, and 512 as well as 256 packets in Section 7.1) are presented in Figure 9 in which the uppermost 3 graphs depict the 2 aforementioned hypothetically optimal selections as baselines, the quartet of reddish figures below illustrate the smoothed distribution of resulting selection probabilities along the packet indices, showing the average probability value for every 8 packets, and the bottom 4 bluish figures elucidate the density of the corresponding packet selections, with darker regions signifying heightened packet density.

---

14Notes: i) The two-sided figures on top present the hypothetically optimal selection probabilities (linear one in Equation 4 and exponential one in Section 7.1.1), and consequently, the closest half packets ($N/2$) to the target are selected (top central figure); ii) The smoothed probabilities on bottom are for...
With regard to the probability of packet selection, it is discernible that convergence towards the hypothetically optimal probabilities persists consistently across the various scenarios, despite minor divergences in alignment. The integrated packet selection module enables DeX to meticulously strike a balance between optimally choosing input features and modulating the trainable parameters to generate Softmax probabilities towards the predefined ones, resulting in higher scores even for packets situated distally from the target. Indeed, the majority of selections are still allocated in temporal proximity to the prediction target, notwithstanding the broader distribution. Furthermore, the three cases of 1024 and 512 packets share a similar pattern of picking a portion of packets in the farside, which is likely attributed to the fact that they all occupy half of the original packet count. In contrast, no remote packets are elected in the case of 256 packets, and even the 59 packets absent in the target’s immediate vicinity (256 nearest ones) are still positioned closed to the boundary. This could originate from the exiguous 256 packets per se, which lack of sufficient margin for potential packets in distance. Moreover, alongside the performance indicated in Section 7.1.1 where 256 packets output suboptimal performance with an exception for valleys, we can safely deduce that the long-term packet features indeed foster the overall prediction, albeit with some hindrance in identifying valleys. Of noteworthy concern, although both instances of 1024 packets produce analogous performance, the ensuing packet selections are different. The packet selection module does not seek to pinpoint the absolutely and deterministically optimal locations of packets, but aim to uncover the practically effective packets that are suitable for a specific model training. Therefore, while dissimilar packets are selected based on distinct predefined probabilities, they still make comparable short- as well as long-term contributions, due to their respective roles during the associated model development.

7.2.2. Multi-task learning pipeline

Figure 10 showcases 4 time series of traffic throughput in terms of both ground truth and the corresponding predictions, with and without intervention of trainable multiplier, to exemplify the role of the multi-task learning pipeline in improving the regression outputs when it comes to abrupt changes. Accordingly, trainable multipliers can either magnify or compress the primordial regression outcomes, bringing them into closer alignment with the ground truth, especially in example 1, where the adjusted prediction is almost identical to the true value. Beyond the specific points of focus within the figures, a more profound instance is demonstrated at the tail end of traffic example 4, where the throughput experiences a sudden increase, but the unaltered prediction veers in the opposite direction. Remarkably, the trainable multiplier discerns such an erroneous behaviour as well as the abrupt surge, calibrating the prediction to attain a performance level deemed acceptable. Although it is barely possible to respond instantaneously to the very first abrupt change, the prompt and precise adaptations still demonstrate the effectiveness of DeX.

7.3. Model practicability

Given the real-time nature and the restricted time window, the time consumed by DeX for predictions stands as a critical consideration. While examining the implementation in reality remains challenging at present, we maintain confidence in its practicability and feasibility of the model. To provide context, we investigate the time needed for two versions of DeX to execute a single prediction across three different levels of CPU environments devoid of GPU acceleration. Based on the findings presented in Table 9, both models demonstrate acceptable consumption irrespective of the CPU, leaving at least four-fifths of the time available within the 500-ms window. Notably,

---

Notes: i) The presence of negative throughput samples is a consequence of the displayed figures showcasing the raw values emanating from the neural network, subsequently subjected to an inverse scaling procedure to replicate the actual throughput; ii) The magnified sub-figures explicitly indicate the magnitude of the multiplier, that modulates the original regression output to align with the ground truth.

---
DeX of 512 packet with a comparable performance merely requires 23 ms even in the worst case scenario. We envision sufficient temporal margin to employ possible optimization strategies, thereby validating the model practicability, let alone the moderately prolonged case of the 1000-ms time window.

Furthermore, we also provide insights into the model complexity regarding the number of parameters shown also in Table 9. At a first glance, both models exhibit a significant amount of parameters, but actually the majority (93.3% and 80.8%) are occupied by the FNNs in the multi-task learning pipeline, which can be readily customized to reduce the parameter quantity and enhance efficiency. In this regard, we curtail the size of the multi-task learning pipeline for DeX with 1024 packets, decreasing the number of neurons in the first layer of the FNNs in all tasks from 512 to 256, and consequently obtaining a reduction of roughly 47% in the total parameter count. We then evaluate the model on the test set and present the result in Table 10. Evidently, the trimmed model successfully achieves a comparable performance to the original DeX with 1024 packets.

Table 9: Time consumption for DeX to make a prediction in CPU environments.

<table>
<thead>
<tr>
<th>Model</th>
<th>DeX 1024*</th>
<th>DeX 512**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of parameters</td>
<td>1.69M</td>
<td>488.65K</td>
</tr>
<tr>
<td>Server tier</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intel Xeon Gold 6140</td>
<td>24 ms ± 307 µs</td>
<td>3.82 ms ± 195 µs</td>
</tr>
<tr>
<td>High-performance tier</td>
<td>42.3 ms ± 280 µs</td>
<td>11.9 ms ± 57.3 µs</td>
</tr>
<tr>
<td>Mid-range consumer tier</td>
<td>90.6 ms ± 550 µs</td>
<td>23 ms ± 287 µs</td>
</tr>
</tbody>
</table>

* The original model with 1024 selected packets. ** The modified model with 512 selected packets.

Table 10: Experimental result of DeX with less parameters.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>MSE</th>
<th>MAE</th>
<th>MAPE</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall values [Mbps]</td>
<td>0.0459</td>
<td>0.1118</td>
<td>10.615%</td>
<td>0.9284</td>
</tr>
<tr>
<td>Peak values [Mbps]</td>
<td>0.1684</td>
<td>0.2547</td>
<td>12.679%</td>
<td>0.8267</td>
</tr>
<tr>
<td>Valley values [Mbps]</td>
<td>0.0267</td>
<td>0.0818</td>
<td>19.300%</td>
<td>0.6674</td>
</tr>
<tr>
<td>Abrupt changes [Mbps]</td>
<td>0.2562</td>
<td>0.3515</td>
<td>36.359%</td>
<td>0.6616</td>
</tr>
</tbody>
</table>

Throughput prediction, akin to bandwidth or bitrate prediction, has gained considerable traction in academia. The work of [66] aimed to improve the selection of bitrate by predicting throughput based on data-driven approach. The authors analyzed millions of sessions, finding out similarities and stateful patterns, which were used to cluster sessions and develop a Hidden-Markov-Model (HMM) predictor. [57] paid attention to the average throughput prediction in cellular networks, exploiting a Random Forest (RF) [46] regressor based on a range of radio channel metrics and throughput measurements. They then extended the work in [68] by examining two more technologies, Support Vector Machine (SVM) [69] and Long Short-Term Memory (LSTM) [50] NN. Authors in [70] proposed a cross-layer solution to enhance transmission quality, particularly for video calls within cellular networks. Their approach hinged upon a linear adaptive filter, Recursive Least Squares (RLS) [45], to forecast forthcoming bandwidth based on historical capacities. In [71], a RF-based ML framework, namely LinkForest, was introduced to predict cellular link bandwidth in 4G Long Term Evolution (LTE) networks. In addition to historical throughput data, the authors also considered lower-layer metrics, e.g., Reference Signal Received Power (RSRP), as input features. The authors in [72] utilized public datasets of general Internet traffic to perform short-term bandwidth prediction. They adopted multiple ML algorithms, ranging from tree-based models to Deep Neural Network (DNN), and aggregated packets into time windows, in which various features, such as cumulative bitrate and number of packets, are computed. As a result, RF turned out to be a promising approach. Furthermore, the LSTM Recurrent Neural Networks (RNN) were implemented in [73] and [74] with customized designs. In the former, the authors investigate real-time mobile bandwidth prediction across diverse mobile network conditions. Their proposed LSTM model was pre-trained and subsequently, they augmented the framework by employing model switching and Bayes model fusion for online deployment. In the latter, the work aimed at improving adaptive video streaming by predicting bitrates to optimize QoE metrics. The authors proposed a reinforcement learning (RL) paradigm, wherein an LSTM combined with a Convolutional Neural Network (CNN) assumed responsibility for bitrate prediction. Unlike the former work that relied on historical bandwidth alone, they introduced multiple features, such as chunk throughput and size. Differently, [75] directly applied RL technique, proposing a hybrid bandwidth prediction solution, namely BoB, which was trained offline based on network traces, and implemented online to support a controller on the receiver side. Meanwhile, the focus of [76] was centered on Adaptive Bitrate (ABR) for HTTP-based video streaming. The first two works adopted Tree-based or DL-based models for throughput prediction, integrating the algorithms into ABR decision-making process to optimize QoE. The penultimate work intended to use K-means to cluster network conditions, measuring the corresponding feature vectors and leveraging DNN to capture temporal dynamics, which were then integrated into renowned RL-based ABR decision engine, while the last one utilized a Kaufman’s Adaptive Moving Average (KAMA) [80] method to predict bitrate.
for a fuzzy-logic controller to dynamically manage video rate and provide decision-making for video segment downloading. To summarize, we present the related works with considered methodologies in Table 11.

Regarding packet-level prediction, that is not confined to RTC, a rather limited corpus of research exists. Authors in [81] capitalized on multi-task DL approach to not only utilize packet-level information but also to predict packet-level characteristics, such as packet direction and payload length. They investigated multiple DL techniques as the backbone model, and compared the performance against Markov chain and Random Forest (RF) regressor. Specifically, packets featuring three predicted and three exogenous parameters (e.g., TCP window size) were arranged in a sequential manner to enable sliding window prediction. The study further provided intensive analyses of different types of traffic and ML models. Moreover, the Transformer architecture appeared in both [82] and [83]. The first work proposed FlowFormer to classify real-time network flow types (video, conference, and download). Rather than adhering strictly to the original Transformer architecture, the authors implemented multiple layers of attention-based encoder to extract features to then feed to a LSTM or a CNN model. Notably, packet-level attributes such as payload length were tracked and compared against predefined thresholds to be aggregated into corresponding chronological bins, whereby the quantities of packets in each bin were calculated as features. The second work sought to model and generalize network dynamics by exploiting the power of Transformer structure grounded in packet-level information, e.g., timestamps. The authors proposed the so-called Network Traffic Transformer (NTT) framework, in which the general architecture of Transformer was implemented except that they incorporated a hierarchical aggregation layer preceding the encoder to condense lengthy packet sequence, concatenating summarized older packets with the most recent ones. The model was initially pre-trained based on an end-to-end delay prediction, and the authors envisioned a replaceable decoder for other potential tasks.

To the best of our knowledge, our work stands as a pioneering effort in employing Transformer-based architecture in conjunction with packet-level information to predict throughput in RTC, laying focus on traffic extremes to bolster predictive performance. To thoroughly contextualize the novelty and significance of our model, we opt for a total number of 9 technologies that manifest superiority in the literature. Noteworthily, the methodology adopted in [76] is indeed able to discern abrupt changes thanks to the feature of chunk size, which, however, is unavailable in RTP-based traffic. Our model boasts a streamlined design of the architecture, efficiently and astutely harnessing a minimal set of packet-level information as features. Consequently, the need for resource-intensive processes, such as intricate feature extraction, exhaustive aggregation, and complicated calculations is eliminated, contributing to the lightweight nature of our proposed framework.

9. Conclusion

In this paper, our main objective is to predict the RTC traffic throughput, with a distinct emphasis on traffic extremes, encompassing peaks, valleys, and abrupt changes. We propose a novel DL framework named DeX, exclusively utilizing RTP packet-level information with the merit of ease of feature extraction, and consisting of three sophisticated devised components: a packet selection module that optimally extracts informative subset and reduces the total amount of input features, facilitating computational efficiency, a feature extraction block that partially incorporates a Transformer-based architecture to discern traffic intricacy, and a multi-task learning pipeline that is meticulously designed to improve the adeptness and adaptability for extremities. To consolidate the model universality and resilience, we anchor our work on ample RTC traffic collected under various conditions, compare our model against numerous technologies, and elaborate on diverse scenarios, undergoing thorough ablation studies and parametric analyses. As a result, we obtain satisfactory overall performance with preeminent outcomes for traffic extremes. Future work could involve endeavors to further reduce the model complexity, and additionally, we remain receptive to the prospect of incorporating exogenous factors, such as the router queue length when predictions are executed at the edge node, potentially continuing to enhance the performance. Furthermore, in order to further justify the generalizability of DeX, our work could also benefit from a more rigorous and systematic data collection campaign with a broader range of RTC applications.
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