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A recent research direction is focused on training Deep Neural Networks (DNNs) to replicate individual
subject assessments of media quality. These DNNs are referred to as Artificial Intelligence-based Observers
(AIOs). An AIO is designed to simulate, in real-time, the quality ratings of a specific individual, enabling
an automatic quality assessment that accounts for subjects characteristics and preferences. Training AIOs
is a promising but challenging research area due to the greater noise in individual raw opinion scores com-
pared to the Mean Opinion Score. Effective learning from noisy labels necessitates the training of complex
models on large-scale datasets. Unfortunately, this is challenging for AIOs as the media quality assessment
community lacks extensive datasets that include individual opinion scores. To address the complexity of the
task, we first created a dataset comprising two million samples, with synthetic labels derived from human
annotation. We then trained a customized network for image quality assessment, named Multi-Distortion
ResNet50 (MDResNet50), on this dataset. The weights of the MDResNet50 were subsequently utilized to ini-
tialize the learning process of each AIO, thereby avoiding the need to train a complex model from scratch on
a small-scale dataset with raw individual opinion scores. Computational experiments show that our approach
significantly advances the state-of-the-art in the AIO research. In particular: (i) we demonstrate through a
simulation the ability of AIOs to mimic two well-known behavioral characteristics of a subject, i.e., bias and
inconsistency, when scoring the media quality; (ii) we train and release DNN-based AIOs that, compared to
the state-of-the-art, exhibit a higher performance with a statistical significance in assessing multiple image
distortions; (iii) we train AIOs that more accurately mimic the sensitivity of real subjects to noise and color
saturation and also better predict the opinion score distribution compared to the state-of-the-art AIOs.
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1 INTRODUCTION

Subjective experiments provide individual opinion scores on the quality of media content from
a group of subjects with different characteristics, experiences and expectations. In general, the
individual opinion scores are averaged to obtain the so-called Mean Opinion Scores (MOS) of
that content. Traditionally, the research on media quality assessment has been mainly focused
on designing algorithms that can predict this MOS [2, 4, 22, 32, 32, 54]. Unfortunately, the
MOS does not preserve all the information contained in the individual opinion scores obtained
from a subjective experiment. This precludes the possibility to thoroughly assess the end users’
Quality of Experience (QoE) if one uses algorithms that predict only the MOS. Predicting
individual opinion scores rather than the MOS has therefore naturally become an interesting
research topic [21, 48, 51]. In recent articles [48, 53], Neural Networks (NNs) have been trained
(one for each subject) to mimic individual quality perception. These NNs are called Artificial
Intelligence-based Observers (AIOs).

AlIOs enable a far more complete objective assessment of the quality of media content perceived
by the end user. In fact, if one can accurately predict numerous individual opinion scores, then they
can be aggregated (for bias removal) as desired to obtain a scalar estimate of the perceived quality
to be optimized under the constraints imposed by the available network and storage resources. For
instance, the average can be taken, yielding the MOS, or the content might be processed so that the
minimum opinion score is above a certain threshold. However, the MOS or the minimum opinion
score do not tell the whole story, since, for instance, it is not possible to determine the percentage
of subjects dissatisfied with the quality being delivered with the available resources. In such cases,
individual opinion scores might be aggregated to estimate the distribution of opinion scores and
determine such a percentage. This distribution, in turn, might not answer all questions of interest.
Other typical questions: Which content providers might be interested in are: Who is not satisfied
with the quality of my content? How can I process my content in a way that a cluster of customers
with specific characteristics will appreciate its quality? Only individual opinion scores can provide
answers to these questions. Obviously, we cannot train an AIO for all possible subjects but similar
to how we conduct a subjective test, we may recruit subjects with different characteristics and
train their AIOs. Then, in practice, each AIO will allow us to predict the behavior of customers
with similar characteristics to the subject that the AIO is mimicking.

Although the prediction of individual opinion scores rather than the MOS allows a more com-
plete assessment of the end users’ QoE, obtaining effective models of individual subjects is very
challenging. In fact, the raw opinion scores directly collected from a subject are known to be
noisier than the MOS [18, 25, 52]. Therefore, the development of a model that can predict these
opinion scores has to deal with noisy ground-truth data. Unfortunately, effectively learning from
noisy data is still an open research question in the machine learning community [41]. The first
attempt to predict individual opinion scores on the quality of media content was presented in Ref-
erence [21]. The authors predicted the opinion scores of a subject through a random forest-based
model. The authors of References [48, 51], instead, used a shallow NN to predict the individual
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opinion scores. Random forests and shallow NNs are regression approaches that require hand-
crafted features. The authors of Reference [53] highlighted a number of issues related to the use
of hand-crafted features when modeling individual quality perception and suggested the use of a
deep Convolutional NNs (CNN5s) that can opportunely compute, from the input signal, the right
features for each subject. Moreover, the mechanism guiding the choice of an individual in terms of
the quality perception is rather complex and influenced by many factors [35]. It is therefore more
reasonable to mimic such a process with complex models such as deep CNNs with several hidden
layers rather than simple regression models.

This work aims at advancing the state-of-the-art toward mimicking the quality perception of
an individual with a deep CNN through a three-fold contribution.

(1) Simulation shows that a deep CNN-based AIO can model and mimic two fundamental behav-
ioral characteristics, i.e., the subject bias and inconsistency of the mimicked human subject
when scoring media quality.

(2) 19 Deep CNN-based AIOs that, compared to the state-of-the-art, exhibit higher performance
with statistical significance in assessing multiple image distortions, are trained and released,
together with the Multi-Distortion ResNet50 (MDResNet50), that is a deep CNN that we
trained in a way that makes it a suitable starting point for transfer learning in media quality
assessment.

(3) With respect to state-of-the-art DNN-based AlOs, the proposed AIOs can more effectively
mimic the sensitivity of real subjects to the noise and reduction of the color saturation, and
can predict the opinion score distribution with greater accuracy.

Our approach to train the AIOs involved two main learning steps. Specifically, we began by uti-
lizing a small-scale, subjectively annotated, dataset to create a large-scale dataset with synthetic
labels. As per the ITU-T guidelines (see Reference [15] for more details), the created dataset en-
compasses a wide diversity of content. This was achieved by sampling 100,000 images from the
ImageNet dataset, which is well-known for the variety of its content. Furthermore, the range of
each distortion (noise, blur, JPEG, and JPEG2000 compression) applied to the selected 100,000 im-
ages was carefully chosen to cover the entire quality spectrum. This was accomplished by mapping
the distortion parameters to the MOS values gathered in a previous subjective test. Subsequently,
we employed this synthetically annotated dataset to train the MDResNet50 in the initial learning
step. Finally, we conducted a second and final learning step, which utilized a small-scale, subjec-
tively annotated, dataset. This step commenced with the weights of the MDResNet50 as a starting
point, ultimately leading to the development of 19 AIOs.

Computational experiments conducted on several datasets highlighted the effectiveness of our
approach. In particular, it was shown that the trained MDResNet50 can represent a suitable starting
point for the training of new DNN-based models for Image Quality Assessment (IQA), as it is
able to extract features that generalize better to different contexts than those of several state-of-
the-art DNN-based models developed for blind IQA. Each trained AIO can assess multiple image
distortions with an accuracy that outperforms that of the state-of-the-art AIOs with a statistical
significance. Finally, when comparing the previously published deep CNN-based AIOs to the ones
proposed in this article, it was observed that the latter can better mimic the sensitivity of real
subjects to the noise and reduction of the color saturation in an image. For research reproducibility
and benchmarking, the 20 trained deep CNNg, i.e., the 19 AIOs and the MDResNet50, are made
freely available and can be downloaded at this link: https://media.polito.it/MD-AIOs.

This article is organized as follows. Section 2 reviews the state-of-the-art, followed by Section 3,
where the ability of an AIO to mimic two well-known characteristics of the subject behavior is
studied. The training process of the MDResNet50 is discussed in Section 4, followed by Section 5

ACM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 8, Article 255. Publication date: June 2024.


https://media.polito.it/MD-AIOs

255:4 L. Fotio Tiotsop et al.

that highlights the suitability of the MDResNet50 as a starting point to train AIOs on a small-scale
subjectively annotated dataset. In Section 6, the derivation of the AIOs from the MDResNet50 is
explained. The performance of the proposed AIOs is benchmarked in Section 7. Conclusions are
drawn in Section 8.

2 RELATED WORK

The MOS obtained from the opinion scores of a group of subjects has long been considered as
the gold standard or ground-truth quality of a media content. Several approaches to predict the
MOS have been proposed during the last decades, e.g., References [28, 34, 57, 58]. Although the
effectiveness of these approaches has been proven in many applications, several authors [11, 17, 31,
37,42,47,65] have pointed out the need to go beyond the MOS to achieve an exhaustive assessment
of the end users’ QoE.

The authors of Reference [12] argued that the MOS alone is not enough as a measure of the
end users’ QoE and that the Standard deviation of the Opinion Scores (SOS) should also be
considered; they proposed a second-order polynomial function to estimate the SOS from the MOS.
The authors of Reference [50] proposed a neural network-based approach to predict the SOS from
the scores of several objective metrics.

Other authors have proposed approaches to predict the whole distribution of the opinion scores
for a given stimulus [6, 17, 44, 55]. These approaches constitute a first step toward answering the
following question that is of interest for any media content provider: What is the percentage of
end users satisfied with the quality of the stimulus under evaluation?

Although the distribution of opinion scores addresses the aforementioned question, it does not
allow us to answer other important questions in this context. For instance, what are the character-
istics of the users that might not be satisfied with the quality of a given stimulus? How to encode
a given content in a way that an audience with specific characteristics is satisfied?

To overcome the limits of the approaches that predict the distribution of opinion scores and thus
address the aforementioned two questions, researchers have recently focused on how to train a
model that can predict the opinion scores of one subject [21, 48, 51, 53]. Predicting individual opin-
ion scores is however a challenging task, since the raw individual ratings gathered in subjective
tests are noisy [18, 52]. In fact, several approaches have been proposed to “clean” raw individual
opinion scores and thus to recover the true subjective quality of a media content [14, 25-27, 52, 59].
Training a model to predict raw individual opinion scores is therefore a learning task performed
with noisy labels. This type of learning tasks is data demanding [5] and unfortunately subjective
experiments to gather individual opinion scores are time consuming and resource demanding [49].

To overcome the lack of training samples for the training of AIOs, the authors in References
[48, 51] proposed an approach to combine different subjectively annotated datasets. In Reference
[53], the authors proposed to first train a deep CNN to classify JPEG compressed images into five
different levels of compression on a large-scale dataset, then to fine-tune its weights on a small-
scale subjectively annotated dataset. The idea of pretraining a network with synthetic labels before
fine-tuning it on a small scale dataset with human annotation has also been explored by several
authors for the MOS prediction, e.g., References [29, 63]. Unlike the synthetic labels used in these
papers, our labeling procedure is derived from human annotations of the considered distortions.
This makes our pretrained network with synthetic labels, as shown later in Section 5, a model that
is not only able to extract features that generalize well to different contexts, but can also be readily
used to predict the perceived quality, outperforming several state-of-the-art DNN-based models
fine-tuned on small-scale subjectively annotated datasets.

This work is different from the previous research on modeling individual opinion scores,
since it is shown for the first time that an AIO can mimic two well-known characteristics of
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the individual subject scoring behavior, i.e., the bias and inconsistency. Furthermore, this article
proposes an approach to train more robust AlOs. In particular, the performance of the proposed
DNN-based AIOs outperform with a statistical significance that of the state-of-the-art AIOs in
assessing multiple image distortions.

3 ON THE SUITABILITY OF DNNS AS A TOOL TO MIMIC INDIVIDUAL SCORING
BEHAVIOR

The neural process underlying the choices of an individual subject when assessing the quality of
media content is quite complex. Researchers have tried to explain it by proposing simplified models
of human behavior when assessing media quality. We will explain our approach to train a network
which tries to mimic the entire complexity of the process that guides the choices of an individual
subject in the next sections. First, in this section, through simulation, we show that the response of
the softmax layer of a deep CNN-based AIO can allow reproducing two behavioral characteristics
considered by a well-known and widely used model that explains subject behavior when assessing
media quality.

The results presented in this section show that the uncertainty of predictions of a deep CNN-
based AIO is correlated to the inconsistency of the mimicked subject. Thus, AIOs mimic the con-
fidence of the mimicked human subjects when scoring the quality although this is not explicitly
set during their training process. This result is therefore a preliminary step toward showing that a
deep CNN-based AIO is not just a mathematical function that simply maps an input media content
to the opinion scores of the related subject but it actually mimics some of the subject’s behavioral
characteristics when assessing the quality.

It is worth noting here that we rely on simulated subjects in this section, so that we know a priori
the exact behavioral characteristics of the simulated subject. We will first introduce the model
explaining the scoring behavior of a subject, which forms the basis of our simulation, then we will
train a deep CNN-based AIO to mimic a simulated subject with predefined characteristics. Finally,
we will present results showing the ability of the AIO to preserve the behavioral characteristics of
the subject it is mimicking.

3.1 Subject’s Bias and Inconsistency

Bias is a systematic tendency of a subject to provide low (negative bias) or high (positive bias)
opinion scores with respect to the average perceived quality. Inconsistency instead is a measure of
the inability of a subject to repeatedly provide accurate opinion scores while assessing the media
quality. In fact, subjects are known for not being able to reproduce their first opinion score when
rating the same media content several times.

The authors of Reference [27] argue that these characteristics, i.e., bias and inconsistency,
can reasonably capture the behavior of an individual subject while scoring the quality of media
content. In fact, denoted by r;; the opinion score of subject j, asked to score the quality of content
i, Reference [27] proposed the following model of the scoring behavior of a subject:

riqui+bj+N(0,0'j), (1)

where g; is the ground-truth quality of content i, b; and o; are, respectively, the bias and
inconsistency of the subject j.

To put it simply, this model says that when it comes to assessing the quality of any content, the
scoring behavior of each subject essentially depends on two elements, i.e., their bias and level of
inconsistency. Despite the rather simple character of this model, it has proved to be very effective
in the context of various applications in media quality assessment. For instance, in the ITU-T
Recommendation P.913 [16] this model has been recommended as an effective one to recover the

ACM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 8, Article 255. Publication date: June 2024.



255:6 L. Fotio Tiotsop et al.

subjective quality from noisy raw ratings. It is also worth noting that the model in Equation (1)
represents one the of most outstanding tools for outlier analysis in media quality assessment, since
it can point out participants with abnormal scores (subjects with particularly biased or inconsistent
opinion scores).

Therefore, the quality assessment community agrees on the fact that bias and inconsistency
are key aspects of individual behavior with regard to quality assessment. The question we want
to address in this section is to understand whether a deep CNN can model and mimic these two
characteristics by learning from the opinion scores of a subject.

3.2 Showcasing the Ability of a DNN to Mimic Subject Bias and Inconsistency

Our idea is that of using the model represented by Equation (1) to simulate the opinion scores of
a subject with a specified bias and inconsistency, then train a deep CNN, i.e., an AIO, to predict
these simulated opinion scores and finally check whether the trained AIO exhibits similar bias and
inconsistency as the simulated subject.

We aim at simulating the opinion scores of subjects on a five point Absolute Category Rating
(ACR) scale using the model in Equation (1). The five point ACR scale [15] is one of the most
commonly used scales in QoE assessment, where participants rate the quality of a stimulus using
discrete categories. It typically involves presenting the participant five possible opinion scores,
i.e., “Excellent,” “Good,” “Fair,” “Poor,” and “Bad,” and asking them to select the opinion score that
best describes their perception of the stimulus quality. Each opinion score represents an absolute
judgment of quality, independent of other stimuli or reference points. The five opinion scores
are usually associated with integers ranging from 1 to 5 to compute the MOS. Unless otherwise
specified, the five-point ACR scale will be considered the quality scale throughout this article.

We used the model defined in Equation (1) to simulate the ratings of 28 subjects for the im-
ages coming from the Release 2 of the LIVE IQA (R2-LIVE-IQA) [38] and KonIQ-10k [13] datasets.
While the R2-LIVE-IQA dataset focuses on the individual distortions such as blur, noise, JPEG, and
JPEG2000 compression, the KonlQ-10k dataset includes images whose quality is impaired by au-
thentic distortions, i.e., quality impairments that very often result from a complex combination of
the aforementioned distortions [13].

For each image i in both datasets, we denote by MOS; the MOS for that image and consider it as
the ground-truth quality. Then each simulated subject j was characterized by the couple of values
(biasj, inc;)that represents the exact bias and inconsistency of the simulated subject, respectively.
As it can be noticed from the experiments presented in Reference [27], when rating the quality on a
discrete scale ranging from 1 to 5, most of the subjects exhibit bias values mainly ranging from -0.5
to +0.5, and inconsistency values ranging from 0.25 to 1. To cover these ranges in our experiments,
we employed the following set of values: {0.25, 0.50, 0.75, 1.00} for inconsistency (inc;); and for
bias (bias;), in addition to {~0.50, —0.25, 0.00, 0.25, 0.50}, we also included +1 and —1 to model
particularly biased subjects.

The opinion score r;; of the simulated subject j for the image i was computed according to the
model described in Equation (1) by the following formula:

rij = Racr(MOS; + bias; + inc; - z), @)

where z is a number simulated from a normal random variable with zero mean and standard
deviation equal to 1, and Racr() is a function that converts a real number into a label on the five
point ACR scale. Rycr(x) returns: (i) 1if x < 1.5; (ii) the closest integer to x if 1 < x < 5; (iii) 5
if x > 5.

Once we obtained the opinion scores of each of the 28 simulated subjects for the images in
both datasets, we used them as ground truth to train the AIO mimicking each of the 28 simulated
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Fig. 1. Comparing the actual bias (left) and the actual inconsistency (right) of a subject to the overall bias
and inconsistency estimated from the predicted ratings provided by the AIO mimicking that subject. It can
be seen that the behavioral characteristics (bias and inconsistency) of the AlOs are strongly correlated with
those of the subjects.

subjects. For the moment, we omit the details of the two-step learning approach used to train the
AIO as they will be deeply discussed in Sections 4 and 6. Instead, we directly discuss the results
presented in Figure 1, which compare the bias and inconsistency of the AIO to the actual bias and
inconsistency of the corresponding simulated subject.

To estimate the overall bias and inconsistency of the AIO mimicking each simulated subject,
the AIOs trained on the R2-LIVE-IQA dataset were used to predict the quality of 250,000 images
with synthetic distortions (blur, noise, JPEG, and JPEG2000 compression) never seen during the
training process. In the case of the KonlQ-10k dataset, which contains much more images than
the R2-LIVE-IQA dataset (10.000 vs. 800), 80% of the dataset was used for the training and 20% for
testing the ability of the trained AIOs to mimic the bias and inconsistency of the related subjects.
For each image i in the test set, the softmax layer of the AIO mimicking the simulated subject
j predicted five probabilities that we denote by p! o b= 1,2,....5. pitj represents the predicted
probability that the simulated subject j score the quality of the image i as .

To obtain the overall bias of the AIO of each simulated subject shown in Figures 1(a) and 1(c),
following the definition of the bias provided in Reference [16], we computed the average of the
deviations between the predicted opinion scores of the AIO and the mean of the predicted opinion
scores by all the AIOs. The predicted opinion score OSJi of the AIO of the simulated subject j for
the image i is the mode of the probability distribution determined by the probabilities pfj, t =
1,2,....5,ie.,

1,2,...,5. (3)

OASf: = arg mtax{pitj}, t=
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The mean of the predicted opinion scores by the 28 AIOs for the image i (M OS;“ ) was then defined
as follows:
20 O"si

MOSAT = % (4)

The deviations between the predicted opinion score of the AIO of the simulated subject j and the
mean of the predicted opinion scores for each image i was computed as follows:

dev) = OS) — MOS{!. (5)

The overall bias shown in Figures 1(a) and 1(c) was therefore obtained by averaging the values of
dev{ for each simulated subject j, over all the images in the test set. The inconsistency mcf of the
AJO of the simulated subject j on the quality of each image i in the test set was expressed as the
variance of the probability distribution determined by the five predicted probabilities, i.e.,

2
incg':th.p;j_(Zt.pgj) : (6)
t t

By averaging the values of inc! over all the images in the test set, we obtained the overall incon-
sistency of each AIO shown in Figures 1(b) and 1(d).

The results presented in Figure 1 clearly show that the behavioral characteristic of each AIO
correlates well to those of the simulated subject it is mimicking. In fact, The AIOs of simulated
subjects with a high/low bias and inconsistency preserve these characteristics when it comes to
the quality prediction.

The results in Figures 1(b) and 1(d) are particularly interesting. In fact, for many classification
tasks, it is known that measures of uncertainty directly derived from the output of the softmax
layer are not suitable indicators of the humans’ confidence when performing the same task [36, 56].
However, in this particular case of single subject quality perception modeling, as highlighted by
the obtained results, the variance of the response of the softmax layer is strongly correlated to the
subjects’ inconsistency and thus to their confidence in repeating their first opinion score when
rating several times the quality of the same media content. This represents a first step toward
explaining why DNNs are expected to be a suitable tool for mimicking the quality assessment of
a single subject.

The results in Figures 1(a) and 1(c) showcase the ability of DNN-based AIOs to mimic not only
average participants (not biased subjects) but also participants with more skewed opinion scores
(particularly positively or negatively biased subjects). In other words, DNNs-based AIOs can effec-
tively mimic the fact that real observers have different expectations in terms of quality.

Although bias and inconsistency are fundamental aspects, they do not capture the whole com-
plexity of a subject’s scoring behavior. There are several other psychological factors that influence
the opinion scores of a subject on the quality of given media content. The opinion scores simulated
by the model described in Equation (1) clearly do not consider these additional factors that implic-
itly determine the opinion scores of a real subject. Thus, training a DNN to effectively predict the
opinion scores of a real subject rather than the simulated subjects considered in this section might
involve further complexity. Our goal in the next sections is to train deep CNNs-based AIOs that
learn how to assess multiple image distortions from the opinion scores of real subjects. Achieving
this goal is hindered by the fact that existing subjectively annotated datasets do not include, in gen-
eral, reliable individual opinion scores for thousands of images as required for an effective training
of a deep CNN with several hidden layers. Thus, the AIOs cannot be effectively trained directly
on small-scale datasets available in the literature. To overcome this lack of training samples, we

ACM Trans. Multimedia Comput. Commun. Appl., Vol. 20, No. 8, Article 255. Publication date: June 2024.



Multiple Image Distortion DNN Modeling Individual Subject Quality Assessment 255:9

will rely on the two-step learning approach introduced in Reference [53] and will generalize it for
multiple image distortions assessment.

4  FIRST LEARNING STEP: THE MULTI-DISTORTION RESNET50 (MDRESNET50)

The primary objective of our first learning step, where we derive the MDResNet50 from the
ResNet50, is to transform the ResNet50 into a novel network that eliminates semantic features
in favor of learning new ones tailored for image quality assessment. The t-SNE maps shown in
Figure 12 illustrate the successful achievement of this goal, as the MDResNet50 appears to clas-
sify the images based on the specific distortions affecting their quality, rather than relying solely
on their semantic features. The features learned by the MDResNet50 will then be leveraged in
Section 6 to derive the AIOs during the second learning step.

4.1 Large-scale Dataset with Synthetic Labels for the Training of the MDResNet50

The goal of our first learning step is to train a deep CNN that can extract effective and general
features for modeling the quality perception of an individual subject. It is therefore fundamental
to perform such a learning step on a very large-scale dataset to avoid overfitting, and thus to end
up with a deep CNN that can extract features having general validity.

Therefore, to train the MDResNet50, we created a dataset containing a very large number of
images and synthetically annotated the quality of each image in the created dataset. Our rules
to annotate the quality of each image are derived from the relationship between each considered
distortion and the average quality perceived by subjects during the LIVE IQA experiment [38].

We considered four different types of distortion, namely, Gaussian noise, Gaussian blur, JPEG
and JPEG2000 compression. In the R2-LIVE-IQA dataset, the level of each of these distortions is
controlled by a single parameter. The noise and the blur are controlled by the standard deviations
Onoise and af;jzer of the added noise and the blur’s filter, respectively. The JPEG compression is
controlled by the quality parameter q. Finally, the level of JPEG2000 compression is controlled by
the bit rate br of the version 2.2 of the kakadu codec [45].

For each type of distortion, we estimated a function linking the related parameter to the av-
erage subjectively perceived quality (average of the MOS values). The estimation was done by
performing a least square fitting of the values of the distortion parameter to the average subjec-
tively perceived quality. The curve showing the link between the average perceived quality and
the distortion parameter for each type of distortion is shown in Figure 2.

During the LIVE IQA experiment, the subjects provided opinion scores using a continuous scale
ranging from 0 to 100. In an attempt to map this scale into the five point ACR scale, a natural choice
would be to divide the scale ranging from 0 to 100 into five equal-sized intervals. Unfortunately,
this approach disregards some contextual influence factors of the subjective experiments that can
be taken into account if one proceeds differently. For instance, if subjects exhibit bias, then it
is likely that not all of the quality scale will be utilized. Additionally, the quality of the stimuli
selected for the test might not fully cover the quality scale based on the subjects’ ratings. For these
reasons, instead of dividing the entire 0 to 100 scale into five intervals with equal lengths, we firstly
identified the part of the scale that was actually used by the subjects during the subjective test, i.e.,
the range of variation of the y-coordinates of the points displayed in Figure 2. Only this range was
then divided into five intervals with equal lengths and mapped to the five quality labels in Table 1.
As aresult of this process, the intervals corresponding to “Bad” and “Excellent” appear to be wider
than those of the other labels (see Figure 2 for more details), as they also include the extremes of
the interval [0, 100], which were not utilized by the subjects during the test. This approach allows
us to better account for the contextual influence factors of the subjective tests, such as the potential
bias of the participants, in the synthetic labeling procedure.
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Fig. 2. Mapping the values of the parameters controlling each type of distortion to the average subjectively
perceived quality (average of the MOS values). The curves were obtained by performing a least square fitting
of the distortion parameter values to the average perceived quality.

Table 1. Rules to Synthetically Annotate Distorted Images

Distortion | Parameter Distortion Levels and Corresponding Labels
Noise Onoise [0.21,2.00] | [0.10,0.21) | [0.05,0.10) | [0.02,0.05) [0.00, 0.02)
Blur Ofitrer | [3.19,6.00] | [2.13,3.19) | [1.32,213) | [0.66, 1.32) [0.00, 0.66)
JPEG q [0.00, 12.00) | [12.00, 16.89) | [16.89, 28.72) | [28.72, 49.14) | [49.14, 100.00]
JP2K br [0.00,0.05) | [0.05,0.25) | [0.25,0.50) | [0.50,0.86) [0.86, 3.00]
’ Quality labels ‘ Bad ‘ Poor ‘ Fair ‘ Good ‘ Excellent ‘

More precisely, for each type of distortion in Figure 2, we defined the range Ryyqsisy as the
one delimited by the smallest and the largest values of the average subjectively perceived quality
in the dataset, i.e., the range of variation of the y-coordinates of the blue points in the graph.
For instance, for the JPEG compression, the range Rqyaiizy is the interval [30, 75]. We then split
the range Ryyaliry for each type of distortion into five intervals with an equal size. These five
intervals were then labeled, respectively, with ““Bad,” “Poor,” “Fair,” “Good,” and “Excellent,” as
shown in Figure 2. Finally, the interval corresponding to each of the five labels was projected on
the curve linking the distortion to the average perceived quality, and then mapped to the distortion
parameter to obtain the distortion range corresponding to each quality label (see Figure 2 for more
details). Table 1 summarizes the final annotation rules derived from our analysis. We relied on these
rules to synthetically annotate a dataset containing 2 million images.

To obtain these 2 million images, we selected 100,000 high quality images from the ImageNet
dataset [23]. From each of these 100,000 images, we generated 20 new images to include in our
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Fig. 3. The diagram details the training process of the MDResNet50. The architecture of the MDResNet50
differs from that of the ResNet50 by the use of a new fully connected and softmax layers. The weights of
the convolutional layers were initialized with those of the ResNet50, while the weights of the newly added
fully connected layer were initialized with random numbers generated by the Glorot’s network initialization
method. The MDResNet50 was trained with 1.5 million synthetically annotated images whose quality was
impaired by four different distortions. Once trained, the MDResNet50 predicts a five-class discrete probabil-
ity distribution after receiving an image as an input.

dataset. The 20 images were obtained by applying five different levels of each of the four distortions
considered in this work to the initial image selected from the ImageNet dataset. For each distortion
type, one level of distortion corresponds to a random choice of a distortion parameter value in
one of the five ranges presented in Table 1. In this way, the quality of each generated image was
annotated with the label corresponding to the range in which the distortion parameter used to
generate the image was selected. It is worth noting here that the created synthetically annotated
large-scale dataset cannot be considered as accurate as a dataset annotated by human subjects.
However, as shown later in Section 5, the MDResNet50 that learned from such a large-scale dataset
can extract very effective and general features for quality prediction.

4.2 Training Process of the MDResNet50

Figure 3 details the actions executed to train the MDResNet50. The architecture of the proposed
MDResNet50 is strongly inspired by that of the well known ResNet50 [10]. We chose a Residual
Network (ResNet) architecture for two primary reasons, i.e., training efficiency and empirical
evidence. Given that our approach involves multiple training processes (one DNN for each
subject), an architecture that ensures efficient training is essential. The authors of Reference [10]
demonstrated that DNNs with a ResNet architecture train faster compared to the plain networks.
Moreover, various authors in the media quality assessment community [53, 55, 61] have success-
fully employed the ResNet architectures, providing the empirical evidence for their suitability for
quality assessment tasks. In a preliminary analysis, we tested all the three ResNet architectures
commonly used in the literature, i.e., the ResNet18, ResNet50, and ResNet101. The ResNet50 and
ResNet101 performed similarly, while the ResNet18 achieved a lower initial performance. We
chose the ResNet50 over the ResNet101 as it has fewer parameters and thus lower computational
demand.
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We slightly customized the original ResNet50 architecture to create the MDResNet50. These
adjustments ensure that the MDResNet50, once trained, can serve as a starting point to develop
a DNN that can mimic individual subject quality assessments using the standard five-point ACR
scale, without requiring additional architectural modifications. In particular, to obtain the archi-
tecture of the MDResNet50, as shown in Figure 3, we replaced the fully connected and softmax
layers of the original ResNet50 with a new fully connected layer containing five neurons and a
softmax layer that outputs five values. These values represent, for a given input image, the choice
probability of each opinion score on the five point ACR scale, i.e., “Bad,” “Poor,” “Fair,” “Good,” and
“Excellent.” The MDResNet50 is therefore a deep CNN with 50 hidden layers. As it has been em-
pirically observed for many computer vision tasks, we expect that a network with such a large
number of hidden layers, when trained on a very large-scale dataset for quality assessment, learns
very effective and general features characterizing the quality assessment task that can be later
slightly fine-tuned to capture an individual quality perception.

We initialized the weights of the MDResNet50 as follows. For the convolutional layers, we kept
the weights of the ResNet50. For the newly added fully connected layer, the initialization occurred
with random numbers generated by Glorot’s artificial network weights initialization method [9].

Before starting the training process of the MDResNet50, we applied two main transformations to
our large-scale training set to obtain a network whose learned features have a robustness to noise
and a sensitivity to image color modification that are consistent with what one would expect from
human subjects.

In particular, for 33% of the images in the training set, we scaled the pixel values from the
interval [0 255] to the interval [0 1] and added a Gaussian noise with a standard deviation randomly
sampled in the interval (0 0.001). This noise basically corresponds to the quantity of noise that
would be introduced by the quantization of the original signal using 8 bits. Thus, it is expected to
be not perceptible by a human. By performing this transformation and keeping the synthetic label
of the original image, we aimed at obtaining a network that can extract features that account for
this aspect of the human visual system.

As shown later in the results section (see Figure 11(a) for more details), the state-of-the-art AIOs
trained to recognize and score degradation caused by compression and blur predict a decrease in
the quality of an image that is neither compressed nor blurry, solely because the image is pre-
sented with desaturated colors. To address this issue and ensure that the MDResNet0 is trained in
a way to effectively extracts features characterizing the four considered distortions independent of
whether the image is colored or grayscale, we removed the hue and saturation information from
33% of the images in the training set, converting them to grayscale images. We assigned these
grayscale images the same synthetic labels as to the initial colored images. In fact, the proposed
synthetic labeling procedure to create the training set of the MDResNet50 simulates subjective
tests that are conducted using a single-stimulus ACR method. In our specific case, subjects are
tasked with scoring their perception of mild to severe quality degradation caused by blur, noise,
and compression artifacts. Therefore, when rating grayscale images, subjects do not have a colored
reference image for comparison (given the single-stimulus nature of the test). Additionally, they
are not trained to recognize grayscale conversions as potential degradations. Instead, their train-
ing focuses on identifying quality degradation caused specifically by blur, noise, and compression.
Consequently, grayscale images appear to be undistorted to them unless any of the four degrada-
tions, which they are trained for, is applied. Therefore, we foresaw that presenting a given image
in grayscale or in color scale would not significantly alter a subject’s opinion score, as what really
matters in this case is the perception of the four degradations under assessment.

For the training, we split the transformed dataset of 2 million synthetically annotated images
into two different sets. We used 1.5 million images for the training and 0.5 million for the
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validation and testing. The training was done with the stochastic gradient descent with momen-
tum algorithm. The training settings were as follows: the learning rate was initially set to 1074,
and it was multiplied by 0.1 each five epochs. The momentum parameter was kept at 0.9 for the
whole training process. A five-class cross-entropy function was used as the loss function to guide
the training process. The training process lasted 8 days for a total of 20 epochs. The training was
performed on a computer running an Intel Core 19-10900X CPU with a clock speed of 3.7 GHz
and 64 GB of RAM; and a GPU with an NVIDIA GeForce RTX 3090 GPU with 24 GB of RAM.

As it can be seen from Figure 3, once trained, the MDResNet50 receives as an input a 224224
image patch and predicts five values, i.e., the five probabilities computed by the softmax layer.
During the training process of the MDResNet50, we resized the images before feeding them to
the network. Hence, to make inference with the trained network, an input image also needs to be
downscaled to match the required input size.

5 EFFECTIVENESS OF THE MDRESNET50 AS A STARTING POINT FOR TRANSFER
LEARNING FOR INDIVIDUAL MEDIA QUALITY ASSESSMENT

This section aims to clarify why the trained MDResNet50 is a good choice as a starting point for
training AIOs. This is achieved by highlighting the following three main facts through observa-
tions and numerical experiments: (i) the MDResNet50 extracts features for blind IQA that gener-
alize well to different contexts; (ii) the quality predictions provided by the MDResNet50 correlate
to the individual opinion scores with a statistical significance; (iii) unlike the other DNN-based
models, there is no need to modify the MDResNet50 architecture to use it as a baseline to train an
AIO to mimic an individual perception of quality on the widely used five-point ACR scale.

5.1 General Validity of the MDResNet50 Features

Given an input image i, let us call 7; the set of features extracted by the convolutional layers of
the MDResNet50 from the image i. The five probabilities predicted by the softmax layer of the
MDResNet50 clearly depend on the features 7;. Therefore, let us denote by p,(7;) t =1,2,...,5,
the predicted probability that the quality of the image i is scored as t. Then, the average quality of
the image i estimated by the softmax layer of the MDResNet50 can be expressed as a function of
F; as follows:

5
MOSMDResNetso(Fi) = Z t - pe(Fi)- (7)
=1

The effectiveness and general validity of the features #; extracted by the MDResNet50 for a
generic image i can be assessed by evaluating for instance the correlation between the predicted
quality MOSppRresNerso and the MOS in numerous testing conditions. Table 2 shows the values
of the Spearman Rank-order Correlation Coefficient (SROCC) between the MOS and the
MOSpDResNerso for 15 different testing conditions. For comparison sake, we included in the anal-
ysis seven other recent DNN-based blind IQA approaches to predict the MOS, i.e., NIMA [44], PAQ-
2-PIQ [61], DB-CNN [63], CNNIQA [20], MANIQA [60], HyperIQA [43], and the average quality
predicted by the Fuzzy Theory-based approach to predict the Opinion Score Distribution
(FTOSD) proposed in Reference [7]. The FTOSD was trained using the code available at Reference
[8]. For the NIMA model, we used the implementation available in Reference [24]. For the other
five measures, we employed the trained models made available in the PyTorch IQA tool [3].

Our trained DNN, i.e., the MDResNet50, excels in feature extraction, showcasing very good per-
formance and generalization capabilities. This is shown by the results presented in Table 2, where
the models were deployed to predict quality across diverse testing conditions, encompassing nu-
merous contexts distinct from the training data. Notably, when tested against the state-of-the-art
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Table 2. Spearman Rank-order Correlation Coefficient Between the MOS and the Prediction of the
Quality Provided by Different DNN-based No-reference Blind IQA Approaches

CSIQ LIVE-R2 TID2013 VCL-FER
Measures Gblur Gnoise JP2K JPEG || Gblur Gnoise JP2K JPEG || Gblur Gnoise JP2K JPEG || Gblur JP2K JPEG
CNNIQA [20] 0.70 0.03 0.67 0.23 0.76 0.38 0.52 0.21 0.82 0.05 0.85 0.53 0.75 0.61 0.02
NIMA [44] 0.61 0.44 0.75 0.64 0.58 0.30 0.76 0.74 0.81 0.56 0.89 0.78 0.60 0.66 0.37
DB-CNN [63] 0.73 0.61 0.87 0.25 0.77 0.70 0.91 0.47 0.89 0.64 0.92 0.66 0.74 0.79 0.52
HyperIQA [43] 0.82 0.70 092 0383 0.87 0.82 0.92 0.86 0.91 0.69 0.90 0.81 0.81 0.90 0.77
MANIQA [60] 0.59 0.70 0.82 0.82 0.74 0.67 089 0.87 0.87 0.57 0.86 0.80 0.67 0.77 0.75
PAQ-2-PIQ [61] 0.84 0.24 0.79 0.63 0.88 0.55 0.80 0.68 0.85 0.31 0.88 0.71 0.83 0.68 0.61
FTOSD [7] 0.87 0.77 0.91 0.92 0.96 0.96 0.90 0.93 0.91 0.85 0.92 0.95 0.94 0.85 0.90
MDResNet50 [Our] 0.91 0.67 0.91 0.94 0.93 0.96 0.87 0.90 0.88 0.82 0.91 0.92 0.90 0.83 0.91

The top three metrics are highlighted in bold.

approaches, our model delivered the highest performance in five testing conditions out of 15 and
was among the top three metrics in 12 testing conditions out of 15. This highlights the capability
of the trained MDResNet50 to extract features that adapt and perform well in varying scenarios.

It is very interesting to observe that learning from the synthetic labels, as demonstrated by the
MDResNet50, can yield competitive performance against highly accurate state-of-the-art models
such as HyperIQA and FTOSD, which were trained on subjectively annotated datasets. However,
it is crucial to emphasize here that our primary focus lies in training AIOs, i.e., DNNs capable of
mimicking individual perception of quality, rather than predicting the MOS. Therefore, the analysis
presented in Table 2 is mainly aimed at assessing the suitability of the MDResNet50 as a founda-
tional model for training an AIO to replicate individual quality perception on the five-point ACR
scale. The results unequivocally indicate that the MDResNet50 is well-equipped for this task, as it
extracts features enabling state-of-the-art performance in quality prediction. Furthermore, a model
like the MDResNet50, trained without subjective annotations, encounters a broader diversity of
the content during the training, leading to features with lower content and context dependency.
Consequently, we believe the MDResNet50 serves as an excellent starting point for transfer learn-
ing tasks aiming at the derivation of AIOs

5.2 Correlation Between MDResNet50 Output and Individual Opinion Scores

The correlation between the opinion scores simulated by the softmax layer of the MDResNet50
and the opinion scores of the 19 subjects whose AIOs will be trained in the next section was
also studied. The predicted opinion score on the five point ACR scale of the MDResNet50 on the
quality of an input image i can be simulated as the mode of the distribution determined by the five
probabilities p,(#7) t =1,2,...,5,1ie,

OSMDRESNE[SO(%) = arg mtaX{Pt(?-i)’ t= 1’ 27 ORI 5} (8)

The SROCC between the opinion scores of each of the 19 subjects and the OSpypresnerso Was
computed. The obtained SROCC values varied from a minimum of 0.37 to a maximum of 0.69. All
these correlations were tested to be different from 0 with a statistical significance, since all the
p-values were strictly smaller than 0.05. Thus, with more than a 95% of confidence, the hypothesis
that the features learned by the MDResNet50 do not capture some aspects of the individual quality
assessment of each of these 19 subjects can be rejected. This, from our point of view, is an additional
motivation to use the MDResNet50 as a baseline to derive the AIOs of these 19 real subjects.

5.3 Suitability of the MDResNet50 Architecture for the Training of AlOs

Unlike the other DNN-based IQA models tailored for a MOS prediction, the architecture of the
MDResNet50 can be used as it is to train an AIO that mimics an individual subject on the five-
point ACR scale. The MDResNet50 was customized to output five probability values, simulating a
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subject’s choices on the five-point ACR scale. It is worth noting here that modifying an architecture
typically involves an introduction of new layers and, consequently, an optimization of weights of
those new layers from scratch. Therefore, having an architecture that requires no modification
offers significant advantages by avoiding the need to train new weights from scratch on a small-
scale dataset, so reducing the risk of overfitting during the derivation of AIOs.

6 SECOND LEARNING STEP: DERIVING AIOS FOR MULTIPLE IMAGE DISTORTION
ASSESSMENT FROM THE MDRESNET50

We describe in this section the process implemented to train 19 AIOs starting from the MDRes-
Net50.

6.1 Small-scale Training Set

To train the AIOs, we relied on the data gathered during the first part of the Multiply Distortion
LIVE Image Quality Assessment (MD-LIVE-IQA) subjective experiment [19] for which the
raw opinion scores of 19 subjects were freely available. We aimed therefore at training the AIO for
each of these 19 subjects.

The first part of the MD-LIVE-IQA dataset contains a total of 225 distorted images. These images
were generated from 15 reference images. The quality of each reference image was impaired by
using three different levels of the JPEG compression and blur but also considering the application
of both blur and JPEG compression. The generated distorted images were shown to 19 subjects.
The subjects expressed their opinion scores on a 0 to 100 continuous quality scale.

To train the AIOs so that they mimic the quality scoring process of the related subjects on the
well-known and widely used five point ACR scale, we linearly mapped the raw opinion scores to
the interval [1 5] and rounded them to integers.

6.2 From the MDResNet50 to the AlOs

It is worth noting here that 225 training samples are rather limited to effectively train from scratch
a deep CNN with 50 hidden layers. Instead of starting from randomly generated weights to be
optimized from scratch, we started the training of the AIOs from the weights of our MDResNet50
that can readily extract useful features for quality prediction. So, the weight optimization process
mainly consisted in slightly modifying the features already learned by our MDResNet50 to obtain
new ones that characterize each individual quality perception. In this way, the weight optimization
process of the AIOs did not last that long and the risk to overfit the few available training samples
was minimized, thus preserving the effectiveness of the AIOs also on content not seen during the
training process.

Figure 4 summarizes all actions to derive an AIO from theMDResNet50. As it can be seen from
Figure 4, no action is required to derive the architecture of an AIO from that of the MDResNet50.
In other words, to train the AIO, we kept the architecture of the MDResNet50 and just performed a
second learning step to opportunely update the weights of the MDResNet50 and thus to transform
them into new ones that can extract features modeling the quality perception of each individual
subject to be modeled.

For each AIO, as it can be seen from Figure 4, we initialized the weights with those of the
MDResNet50. Then, we performed the training of the AIO of each of the 19 subjects using as
ground truth their 225 opinion scores taken from the training dataset described in the previous
section.

Before the training process of the AIO of each subject, a high percentage of the convolutional
layers of the MDResNet50 was frozen, i.e., the weights of these convolutional layers were never
modified during the training process yielding the AIO. This was done to preserve the high-level
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Fig. 4. The diagram details the training process of an AlO starting from the MDResNet50. The architecture
of each AIO is the same as that of the MDResNet50. All the weights of each AlO were initialized with those
of the MDResNet50. Each AlO was trained using the opinion scores of the related subject on the 225 images
representing the training set. Once trained, each AIO predicts a five class discrete probability distribution
after receiving an image as an input.

features learned by the MDResNet50 from the created large-scale dataset. The exact percentage of
frozen layers varied from one subject to another.

More precisely, the optimal percentage of the convolutional layers to be frozen for each subject
was identified through computational experiments. In particular, when training the AIO of each
subject, we used 80% of their 225 opinion scores as the training set and 20% as the validation
set. We trained the AIO several times by progressively increasing the percentage of the frozen
convolutional layers of the MDResNet50. The optimal percentage for each subject was the one for
which the AIO showed the highest performance on the validation set. As reported in Figure 4, the
percentage of the frozen convolutional layers ranged from a minimum of 80% to a maximum of 90%.

After freezing the optimal percentage of the convolutional layers, the training of each AIO was
performed with the stochastic gradient descent with momentum algorithm. The learning rate and
the momentum parameter were set to 10~* and 0.9, respectively, and kept fixed during the training
process. A five-class cross-entropy function was used as the loss function to guide the training
process. The optimal number of training epochs, i.e., the one guarantying the highest accuracy
on the validation set, varied from one subject to another. The minimum number of the required
training epochs was 10, while the maximum was 50. Figures 5(a) and 5(b) show, as an example,
the training and validation curves for two AIOs. The training process of the AIO displayed in
Figure 5(a) was interrupted after 10 epochs, since it can be seen that after that epoch the network
starts overfitting the training set. However, the training process of the AIO presented in Figure 5(b)
lasted for the full 50 epochs. In any case, the derivation process of an AIO from the MDResNet50
never resulted in a training process lasting more than 13 minutes on a computer running an Intel
Core i9-10900X CPU with a clock speed of 3.7 GHz and 64 GB of RAM; and a GPU with an NVIDIA
GeForce RTX 3090 GPU with 24 GB of RAM.

6.3 Making Inference with AlOs

Given an image i, to predict its quality with the AIO of the subject s, this image is first resized to
match the required 224*224 input size. The resized image can then be provided as an input to the
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Fig. 5. lllustration of the training progress of two AlOs. (a) The training process was stopped after 10 epochs
to prevent overfitting.

AIO. Clearly, resizing an input image might affect its perceptual quality. For instance, a change in
image aspect ratio during resizing may emphasize or mitigate the visibility of certain impairments.
Unfortunately, similarly as in this article, several previous works in media quality assessment have
disregarded that issue, since approaches to effectively and efficiently train deep CNNs for IQA that
allow arbitrary size for the input image are still at their early stage. We therefore see this limit of
our current work as a point to be addressed in a future contribution.

As it can be seen from Figure 4, when receiving an image i as an input, the softmax layer of the
AIO of the subject s predicts five probabilities that we denote by pif ¢t = 1,2,...,5. From these
probabilities the average perceived quality Q! of the AIO of the subject s for the image i can be
expressed as

5
Qi= > t-pll, )
t=1

while the predicted opinion score OS! of the AIO of the subject s for the image i on the five point
ACR scale is instead defined as

0S! = argmtax{pit t=1,2,...,5}. (10)

It is worth noting here that while the large-scale dataset used for training the MDResNet50
considers each distortion individually, our second learning step to derive the AIOs is executed
on the LIVE multiply distorted image quality dataset, where subjects also rated the quality of the
images degraded by a combination of blur and JPEG compression. This enables the proposed AIOs
to learn how to map features of individual distortions to the subjectively perceived quality of these
images and thus to learn how to make inference also when distortions are jointly applied.

7 BENCHMARKING THE PERFORMANCE OF THE PROPOSED AIOS

Before presenting the computational experiments and the obtained results, we remind the inter-
ested reader of the fact that the training of AlOs is rather a recent research direction. In particular,
to the best of our knowledge, the state-of-the-art on DNN-based AIO for blind IQA is mainly rep-
resented by this very recent paper [53]. So, we will benchmark the performance of the proposed
AlIOs with those proposed in Reference [53] but also with real observers.

7.1 Performance of AlOs in Assessing Multiple Image Distortions

The experiments involved evaluating the correlation between the predicted opinion scores gen-
erated by the AIOs and the subjectively perceived quality (i.e., the MOS) under various testing
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Table 3. Spearman Rank-order Correlation Coefficient (SROCC) Between the Opinion Scores of Each
One of the Mimicked Real Subjects and the MOS on the Training Set, i.e., the MD-LIVE-IQA Dataset

[Subjects | 1 [ 2 [ 3 [ 4[5 [ 6 [ 7 8 [9]10[11]12[13]14][15]16][ 17 [ 18 [ 19 |
[ SROCC | 0.84 [ 0.82 | 0.910.83 [ 0.88 | 0.83 [ 0.83 | 0.83 [ 0.84 | 0.87 [ 0.85 | 0.93 [ 0.85 | 0.60 [ 0.85 | 0.81 [ 0.93 | 0.84 [ 0.82 |

conditions. Subsequently, this correlation was compared with the correlation between the opinion
scores of real subjects and the MOS.

Let us denote by OS; the set of opinion scores given by the subject i to all stimuli in the dataset
and by OS 410, the opinion scores predicted by the AIO of the subject i. We compared the following
correlations: corr(0S;, MOS) and corr(OSaro,, MOS). The value of corr(0S;, MOS) is reported in
Table 3 for each subject. The correlation corr(OS;, MOS) serves as a benchmark or a reference to
assess the performance of the AIO of subject i. In fact, we believe that the AIO of the subject i
can be considered highly accurate when its quality predictions closely align with the MOS, much
like the correlation achieved by the mimicked real subject, i.e., if corr(OSazo,, MOS) is close to
corr(0S;, MOS).

Excluding subject #14 that clearly seems to be an outlier, the SROCC values between the ratings
of the real subjects and the MOS belong to the interval Ipenchmark = [0.81,0.93]. This range can
be used to analyze the performance of the proposed AlIOs. Figure 6 presents a heatmap showing
SROCC values between the AIO predictions (computed as defined in Equation (9)) and the MOS
for the various datasets and image distortion types. Notably, in many testing conditions, the AIO
predictions exhibited correlations exceeding 0.81, falling within Ipe,chmark- Therefore, in these
cases the proposed AIOs competed well with real subjects in assessing the considered distortions.
Some AIOs even achieved a remarkable 0.9 correlation with the MOS, despite being trained only
on 225 samples. This demonstrates the potential of our two-step learning approach.

It should be noted here that some of the AIOs struggled with predicting the quality of the noisy
and JPEG2000-compressed images. For example, the AIO of subject #12 achieved a low correlation
(0.16) with the MOS for the images including noise coming from the TID2013 dataset, while the AIO
of subject #8 showed an SROCC of 0.31 with the MOS for the JPEG2000-compressed images coming
from the VCL-FER dataset. This difficulty is not very surprising, given the fact that the noise
and the JPEG 2000, as distortion, are present only in our large-scale dataset used during the first
learning step. In the second learning step, the best subjectively annotated dataset we found for our
purpose only includes the distortions caused by the JPEG compression, blur and the combination
of both. So, it seems that some of the AIOs probably slightly overfitted the training set of the
second learning step that included only the distortions induced by the blur and JPEG compression
and unfortunately therefore lost the MDResNet50 capability to characterize the artifacts caused
by the noise and JPEG2000 compression.

The last row of the heatmap presented in Figure 6 shows the correlation between the mean of
the prediction of the AIOs (MOS-AI) and the MOS. Although the MOS-AI did not deliver the
highest performance for each individual testing condition, it showed a higher stability over all
the testing conditions as compared to the AIOs of the individual subjects. In fact, for almost all
the AIOs, the lowest correlation observed is smaller than the worse correlation between the MOS
and the MOS-AL

In Figure 7, we compared the overall performance, over all the 15 testing conditions (see Figure 6
for more details), of the proposed AIOs to that of the AIOs recently published in Reference [53]. It
is worth noting here that the AIOs published in Reference [53] were trained on the same dataset
as the ones proposed here, i.e., the MD-LIVE-IQA dataset. So, they mimic the same 19 subjects that
we are modeling also in this article. This makes the comparison possible. The overall performance
of each AIO across all the 15 testing conditions shown in Figure 6 was computed by applying
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Fig. 6. SROCC between the prediction of each AIO and the MOS for the different datasets and distortions.
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Fig. 7. (a) Comparison of the overall performance of the proposed AlOs to that of the AlOs published in Ref-
erence [53]; (b) p-values of statistical tests assessing the statistical significance of the superiority of the
proposed AlOs over the AlOs coming from Reference [53].

the Fisher’s Z transformation. It is important to note here that it is strongly recommended not to
average correlation coefficients. Instead, it is recommended to first perform a Fisher-Z transform
of the individual correlations, then calculate the average of these transformed values, and consider
the inverse transform of this average as the overall correlation. This approach has been utilized by
several authors in media quality assessment (e.g., References [1, 46]). Therefore, we employed the
same method to derive the overall performance of each AIO.

As it can be seen from Figure 7(a), for each of the 19 subjects, the proposed AIO outperformed
the state-of-the-art AIO published in Reference [53] in terms of the overall performance on the
considered datasets and for all the investigated distortions. Considering all the 15 combinations of
the datasets and distortions (see Figure 6 for more details), let us denote by p; the overall correlation
between the MOS and the predictions of the AIO, which we trained for the subject i in this work,
i.e., the proposed AIO. Similarly, let y; represent the overall correlation between the MOS and the
predictions obtained from the AIO published in Reference [53] for the subject i. To show that the
superiority of the proposed AIOs occurs with statistical significance, we conducted a statistical
test to examine the following null hypothesis: p; = y; against the alternative hypothesis: p; > y;.
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(a) std=0.05 (b) std=0.15 (c) std=0.25 (d) std=0.35 (e) std=0.45

Fig. 8. Visual effect of the Gaussian noise applied to the images in our sensitivity analysis. The level of
degradation is controlled by the standard deviation (std) of the Gaussian noise. We expect that a subject
tasked to rate distortion caused by noise, blur, JPEG and JPEG2000 compression perceives a decrease in the
image quality when moving from panel (a) to panel (e).

As it is shown in Figure 7(b), all the p-values are smaller than 6 * 107, Thus, we can confidently
reject the null hypothesis and favor the alternative hypothesis.

7.2 Sensitivity of the AlOs to Noise and Color Saturation

There are numerous aspects upon which a sensitivity analysis can be conducted. In this particular
case, our objective is to verify whether the proposed AIOs address specific limitations of the state-
of-the-art AIOs. As it will be elaborated upon later, these limitations include: (i) The state-of-the-art
AIOs exhibit sensitivity to noise that deviates from what is expected from a real subject behavior.
(if) Despite being trained to evaluate the quality degradation caused by factors such as the signal
compression and blur, the state-of-the-art AIOs predict a decrease in the quality of images that
are neither compressed nor blurred, solely due to reduction in color saturation. The decision to
examine the AIOs sensitivity to noise and color saturation was thus strongly motivated by the ne-
cessity to showcase the improvement of the proposed AIOs when it comes to the above-mentioned
limitations of the state-of-the-art AlOs.

After adding the noise to an image that a subject considers as an image of pristine quality, it is
expected that this subject perceives a lower quality. However, the reduction of the color saturation
does not specially introduce any of the distortions studied in this work, and thus an accurate
subject tasked to rate the annoyance of these distortions is expected to perceive the same quality
after the reduction of color saturation. We provided modified images as an input to both the newly
trained AIOs and the AIOs trained and released in Reference [53] to see, which AIOs better mimic
the expected behavior of real subjects. We modified the images by either adding Gaussian noise
or progressively reducing the color saturation. Figures 8 and 9 illustrate the applied modifications
to one image.

For the experiment, we selected from the ImageNet dataset 30 images whose quality was judged
as being pristine by all the AIOs, i.e., all the AIOs scored the quality of these images by predicting
“Excellent” as opinion scores. The selected images were never seen by the AIOs during their train-
ing process. We applied to each of these images different levels of noise or reduction of the color
saturation. The obtained images were then given as an input to the AIOs and a curve representing
the perceived quality of each AIO as a function of the applied modification was drawn.

Figures 10(a) and 10(b) show the average perceived quality of each AIO (computed as defined in
Equation (9)) as a function of the standard deviation of the added noise. Each plot corresponds to
one AIO and each curve of each plot represents the trend of the perceived quality for one image
as the standard deviation of the added noise increases. As it can be seen from Figure 10(a), the
AlOs trained in Reference [53] are not particularly sensitive to the noise. In fact, for several AlOs,
ie., #5, #9, #10, #11, #12, #15, and #17, the perceived quality remains constant when the standard
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(a) perc=80% (b) perc=60% (c) perc=40% (d) perc=20% (e) perc=0%

Fig. 9. Visual effect of the color saturation reduction applied to the images in our sensitivity analysis. The
modification is measured in terms of the percentage of the remaining color saturation with respect to the
original image. We expect that a subject tasked to rate distortion caused by noise, blur, JPEG and JPEG 2000
compression does not perceive a significant difference in the image quality when moving from panel (a) to
panel (e).
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Fig. 10. The average perceived quality by the state-of-the-art AlOs published in Reference [53] (left) and
the proposed AlOs (right) as a function of the standard deviation of the Gaussian noise added to the input
image. Each plot (excluding the one labeled as “AVG”) corresponds to one AlO and each curve in each plot
shows the trend of the perceived quality by the AlO as the standard deviation of the added noise increases.
The plot labeled as “AVG” shows the average of the trends exhibited by the 19 AlOs.

deviation of the noise increases. For the other AIOs, for some images, there is a slight decrease of
the perceived quality when the standard deviation of the noise increases.

The behavior of the AIOs trained in this work is shown in Figure 10(b). Except for a few AIOs (3
out of 19), in general, as the standard deviation of the noise increases, the proposed AIOs clearly
perceive a lower quality. The results show that although the proposed AIOs learned from the same
dataset, which was used to train the AIOs published in Reference [53], they have a sensitivity to
noise that is much more similar to that of real subjects. This can be explained by the fact that we
froze the convolutional layers of the MDResNet50 that extract high level noise related features and
allowed the AIOs, through the transfer learning process, to benefit from these features.

Figures 11(a) and 11(b) show the average perceived quality of each AIO (computed as defined in
Equation (9)) as a function of the percentage of the color saturation. On the x-axis 100% corresponds
to the original color saturation of the image, while 0% corresponds to a grayscale image, i.e., when
the image color has been totally desaturated. It can be observed in Figure 11(a) that the perceived
quality of several images by the AIOs trained in Reference [53] decreases when the color saturation
is reduced by more than 60%. In fact, these AIOs seem to perceive a very low quality when a
grayscale image is provided as an input.

Figure 11(b) presents instead the trend of the perceived quality provided by the proposed AIOs.
In general, as expected from a real subject, the proposed AIOs do not significantly change their
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Fig. 11. Average perceived quality by the state-of-the-art AIOs published in Reference [53] (a) and the pro-
posed AlOs (b) as a function of the percentage of the color saturation of the input image. Each plot (excluding
the one labeled as “AVG”) corresponds to one AIO and each curve in each plot shows the trend of the per-
ceived quality by the AIO as the image color saturation decreases. The plot labeled as “AVG” shows the
average of the trends exhibited by the 19 AlOs.

perceived quality when the color saturation of the input image decreases. In fact, for each AIO,
the curve associated with each image exhibits an almost constant trend. This result is particularly
interesting, because although the proposed AIOs never saw images with a partial reduction of the
color saturation during the training process, they are still able to mimic the fact that this kind of
modification does not have a significant impact on the quality of the image when one is assessing
the annoyance of impairments caused by blur, noise and compression. This is again an ability
inherited from the MDResNet50, which through the transformation into luminance component of
part of the training samples, has learned that the absence of color does not necessarily imply a
quality degradation.

7.3 Opinion Score Distribution Prediction

In this section, we assess the accuracy of AlOs in predicting the Opinion Score Distribution
(OSD). The experiments were conducted on six datasets. In the experiments, the ground-truth
OSD was predicted using: the proposed AlOs, the state-of-the-art AIOs published in Reference
[53], NIMA [44] and FTOSD [7]. The following six datasets were considered: parts 1 and 2 of
the LIVE multiply distortion experiment [19] (LIVE MD1 and LIVE MD2), sessions 1 and 2 of the
first release of the LIVE image quality assessment experiment [39] (LIVE R1S1 and LIVE R1S2),
the MICT [33] and the SJTU IQSD [7]. The effectiveness of each method was evaluated in terms
of the average Earth Mover’s Distance (EMD) [7] between the predicted distribution and the
ground-truth one. The lower the EMD, the better it is.

Table 4 presents the results of this study. It can be noticed from this table that the trained AIOs
outperform the state-of-the-art AIOs also in terms of predicting the OSD. When comparing the pro-
posed AIOs to the approaches explicitly designed for the OSD prediction, we find that while the
proposed 19 AIOs show competitive performance with NIMA, they generally lag behind FTOSD in
terms of OSD prediction accuracy. Nonetheless, the results remain highly promising, particularly
considering the fact that we attempt to predict the entire distribution with just 19 opinion scores.
We believe that incorporating more AIOs, each modeling a subject with different characteristics,
could further enhance the accuracy of AIOs in predicting the OSD. This is a point to investigate
in future work. Additionally, this analysis underscores the potential of AIOs, demonstrating their
competitiveness to predict the OSD while retaining information on individual preferences, a capa-
bility not available with approaches specifically tailored for the OSD prediction.
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Table 4. Earth Mover’s Distance (EMD) Between the Ground-truth Distribution of Opinion Scores and
the Predicted One

LIVE MD1 | LIVE MD2 | LIVE R1S1 | LIVER1S2 | MICT | SJTU IQSD
NIMA [44] 0.308 0.322 0.289 0.239 0.276 0.233
FTOSD [7] 0.189 0.173 0.206 0.213 0.297 0.109
AIOs from Reference [53] 0.120 0.294 0.369 0.372 0.335 0.300
Proposed AIOs 0.123 0.243 0.285 0.312 0.311 0.254

Table 5. Overall SROCC Between the MOS and the Prediction of the AlOs Trained With and Without
Our First Learning Step, i.e., Using Directly the ResNet50, VGG16, and ViT to Derive the AlOs Instead of
First Training the MDResNet50

AlOs 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

ResNet50 0.17 0.03 0.08 0.24 0.06 0.19 0.21 0.14 0.18 0.10 0.19 0.33 0.16 0.00 0.21 0.11 0.01 0.17 0.22

VGG16 033 | 048 | 038 | 034 | 031 | 030 | 025 | 045 | 039 | 027 | 037 | 042 | 039 | 017 | 033 | 024 | 045 | 029 | 035

ViT 0.38 0.48 0.45 0.43 0.28 0.46 0.55 0.50 0.48 0.45 0.60 0.51 0.22 0.50 0.24 0.46 0.4 0.37 0.32

MDResNet50 072 | 081 | 0.78 | 0.76 | 0.80 | 0.80 | 0.76 | 0.72 | 074 | 077 | 077 | 071 | 076 | 075 | 077 | 0.75 | 0.75 | 076 | 0.76

MDResNet50 perf > ViT perf:
Stat Test p-values

<1071 | <107 | <1071 | <107 | <107 | <1071 | <107 | <107 | <107% | <107 | <107* | <107! | <107 | <107* | <107 | <107 | <107* | <107 | <107*

7.4 Ablation Study: Importance of the MDResNet50

We investigated the impact of eliminating the initial learning step within our two-step learning
approach on the performance of the AIOs. Specifically, we compared the results achieved when em-
ploying the ResNet50 [10], VGG16 [40], and a Vision Transformer (ViT) model [30] pretrained
on the ImageNet dataset, as starting point for our second learning step, as opposed to our custom
MDResNet50, which was trained during the first step of our training process.

The outcomes are summarized in Table 5. The calculation of the overall SROCC was performed
similarly as in Section 7.1 and it encompassed all the 15 testing conditions, i.e., the datasets and
distortions (see Figure 6 for more details). Notably, the results revealed the fact that the MDRes-
Net50 serves as a superior foundation for the derivation of AIOs as compared to the ResNet50, the
VGG16 and the considered ViT model. In fact, the overall SROCC values between the MOS and
the quality predictions provided by the AIOs derived from the MDResNet50 outperformed those
derived from a direct use of the ResNet50, the VGG16, and the ViT. We also conducted statistical
tests to assess the significance of the superiority of the AIOs derived from the MDResNet50 with
respect to those obtained from the ViT model. The corresponding p-values are reported in Table 5.
All the p-values are smaller than 107, Hence, the use of the MDResNet50 yields AIOs that per-
form better with statistical significance. It is interesting to note here that, despite the ViT did not
perform better than the MDResNet50, it outperformed the original ResNet50. This suggests that
performing the proposed two-step learning approach with a ViT, as underlying architecture, could
yield AIOs with enhanced performance. This is coherent with the recent performance exhibited
by the ViT architectures in IQA [62]. We will further investigate this aspect in the future as an
extension of our current work.

Figure 12 shows a comparison of the 2D t-SNE maps of the features extracted by the ResNet50
and the MDResNet50 from input images whose qualities were degraded by different distortions. It
can be clearly seen from that figure that the MDResNet50 better distinguishes among the different
distortions compared to the original ResNet50, showing a distinct cluster for each type of distortion.
This further highlights the suitability of the MDResNet50 as a starting point for transfer learning
in image quality assessment compared to the original ResNet50 model.

8 CONCLUSIONS

In this work, we focused on the question of how to train a deep CNN that can effectively mimic
the quality perception of an individual subject, i.e., an AIO. We proposed an approach to create a
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Fig. 12. 2D t-SNE maps of the features extracted by the ResNet50 (a) and the MDResNet50 (b). It can be
noticed that the MDResNet50 better distinguishes among the different image distortions.

synthetically annotated dataset containing 2 million images whose quality was impaired by noise,
blur, JPEG, and JPEG2000 compression. We then trained the MDResNet50 on the created large-
scale dataset, ending up with a network that can extract effective features characterizing the four
considered distortions. The AIO of each subject was then obtained by performing a transfer learn-
ing step on the MDResNet50.

The training procedure described in the previous paragraph was first applied to train the AIOs of
20 subjects whose ratings were simulated in a way that their bias and inconsistency were known
a priori. We then showed that each trained AIO can accurately capture and mimic the bias and
inconsistency of the simulated subject, which was trained to mimic. This shows that the AIOs
can mimic these two fundamental aspects of the individual scoring behavior, i.e., the bias and
inconsistency. This result constitutes a first step toward proving the ability of AIOs to mimic the
certain well-known aspects of the individuals scoring behavior.

We then trained the AIOs of 19 real subjects and assessed their effectiveness. In particular, we
have shown that the overall performance of each AIO in assessing the four considered image dis-
tortions is quite close to the one achieved by the related real subject, which is mimicked. Moreover,
unlike the previously published deep CNN-based AIOs, the proposed AIOs have a sensitivity to
the noise and image color saturation that is more similar to that of real subjects.

Future work will consider the use of very recent large language model-inspired architectures
as well as ViT architectures to potentially enhance the AIOs performance as they have shown
outstanding performance in IQA [62, 64].
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