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ABSTRACT
Statistical dependencymeasures such as Kendall’s Tauor Spearman’s
Rho are frequently used to analyse the coherence between time
series in environmental data analyses. Autocorrelation of the data
can, however, result in spurious cross correlations if not accounted
for. Here, we present the asymptotic distribution of the estimators
of Spearman’s Rho and Kendall’s Tau, which can be used for sta-
tistical hypothesis testing of cross-correlations between autocorre-
lated observations. The results are derived using U-statistics under
the assumption of absolutely regular (or β-mixing) processes. These
comprise many short-range dependent processes, such as ARMA-,
GARCH- and some copula-based models relevant in the environ-
mental sciences. We show that while the assumption of absolute
regularity is required, the specific type of model does not have to
be specified for the hypothesis test. Simulations show the improved
performance of the modified hypothesis test for some common
stochastic models and small to moderate sample sizes under auto-
correlation. The methodology is applied to observed climatological
time series of flood discharges and temperatures in Europe. While
the standard test results in spurious correlations between floods and
temperatures, this is not the case for theproposed test, which ismore
consistent with the literature on flood regime changes in Europe.
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1. Introduction

Nonparametric measures of association between random variables such as Kendall’s Tau τ

and Spearman’s Rho ρS are frequently used to investigate dependencies in environmen-
tal data analyses [45,21,25,46,37]. They have convenient properties: They are invariant
under monotone transformations, depending only on the joint behaviour of the random
variables as captured by their copula [47]. What is often desired in statistical analyses of
environmental data are statistical significance tests to assess if an estimated statistical rela-
tionship between observations is due to random chance. The distribution of Kendall’s Tau

CONTACT David Lun lun@hydro.tuwien.ac.at Institute of Hydraulic Engineering and Water Resources
Management, Vienna University of Technology, Vienna, Austria. Karlsplatz 13, 1040, Vienna

Supplemental data for this article can be accessed here. https://doi.org/10.1080/02664763.2022.2137115

© 2022 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.
org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/02664763.2022.2137115&domain=pdf&date_stamp=2023-09-25
http://orcid.org/0000-0003-0382-3371
http://orcid.org/0000-0002-6118-0223
http://orcid.org/0000-0002-7587-4832
http://orcid.org/0000-0003-2227-8225
mailto:lun@hydro.tuwien.ac.at
https://doi.org/10.1080/02664763.2022.2137115
http://creativecommons.org/licenses/by/4.0/


JOURNAL OF APPLIED STATISTICS 2935

and Spearman’s Rho for testing the significance of cross-correlations is well understood for
independent and identically distributed (iid) random variables [22].

However, the assumption of independent observations is often unrealistic for environ-
mental data. Autocorrelation in observations results in higher sampling uncertainty for
the statistical estimation of parameters [13,30,32,51]. To assess the statistical dependence
between autocorrelated observations via a hypothesis test, the corresponding test statistic
needs to be adjusted, i.e. a different limiting distribution is required in the testing proce-
dure. It is understood that for positive autocorrelations the variance of the test statistics
is inflated [24,16]. That is because autocorrelation in stochastic processes tends to result
in realizations with patterns not occurring at all, or very rarely, for processes that are
only comprised of independent noise [31,13]. The peculiarities of the patterns depend on
the type of stochastic process and its dependence structure. Realizations of bivariate ran-
dom variables that are pairwise statistically independent but individually autocorrelated,
sometimes result in patterns, which can be mistakenly interpreted as dependence. This is
illustrated in Figure 1.

In panel (a) of Figure 1 a realization of a bivariate Vector Autoregressive Process of order
1 (VAR(1)) withGaussian noise and standard-normalmarginals is depicted. Themarginals
are statistically independent from each other, but are individually autocorrelated. The real-
ization conveys a pattern that could suggest dependence between the components as their
trajectories seem to align. The corresponding estimate of Spearman’s Rho for the bivari-
ate sample is roughly 0.46. Figure 1(b) depicts the asymptotic sampling distribution of the
estimator for Spearman’s Rho for iid observations, where the areas shaded in red depict
the critical region of the corresponding hypothesis test. For the sample in panel (a) the
test would result in a rejection of the Null Hypothesis. Panel (c) depicts the asymptotic
sampling distribution of the estimator accounting for autocorrelation in the components
proposed in this paper (see Corollary 2.1), resulting in a larger variance of the distribu-
tion and no rejection of the Null Hypothesis for the sample in panel (a), as the estimate
of Spearman’s Rho is outside the critical region. Repeating this simulation exercise 10,000
times for a sample size of 50, with parameters as stated above, results in approximately
31% rejections of the Null Hypothesis of pairwise independence at a significance level of
α = 0.05, when autocorrelation is not accounted for, corresponding to an inflation of the
type-1 error rate of the test. Using a distribution accounting for the presence of autocorre-
lation in the components for the hypothesis test maintains the prescribed nominal rate of
type 1 errors.

In this paper we present the asymptotic distribution of the estimators of Spearman’s Rho
and Kendall’s Tau for bivariate random variables, that are pairwise independent, but indi-
vidually autocorrelated. The result can be used to account for autocorrelation in hypothesis
tests of cross-correlations. The asymptotic distribution is derived under the assumption of
a strictly stationary, absolutely regular (or β-mixing) discrete-time stochastic process. We
also show the consistency of an estimator for the long-run variance of the test statistics
and the consistency of the test itself. Section 2 presents the main results as well as common
stochastic models in the environmental sciences to which they apply. Proofs can be found
in the supplementary material. Section 3 is split into two parts and contains simulation
studies investigating the size and power of the suggested hypothesis test for small to mod-
erate sample sizes. In the second part, the modified test is applied to smoothed time series
of annual flood peaks and temperatures from the European data set of [4]. The procedure
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Figure 1. (a) Realization of a bivariate VAR(1)-process Xt with Gaussian noise, normal marginal distri-
butions, individual AR(1)-parameters of 0.8, but no dependence between the components. Estimate of
Spearman’s Rho for the sample at the top left of the panel. (b) Asymptotic distribution of the estimator of
Spearman’s Rho ρS underH0 (no pairwise dependence) for independent observations. (c) Asymptotic
distributionof the estimator of Spearman’s RhounderH0 for dependent observations (seeCorollary 2.1).
In panels (b) and (c) the critical region for the corresponding significance test atα = 0.05 arehighlighted,
and the sample-estimate of Spearman’s Rho for the trajectory in panel (a) is depicted as a circle.

accounting for autocorrelation yields results that are consistent with the literature on flood
regime changes on the European scale.

2. Methodology

2.1. Main results

For a bivariate random variable Spearman’s Rho ρS and Kendall’s Tau τ are measures of
dependence that quantify the strength of monotonic relationships. They only depend on
the corresponding copula of the joint distribution and are independent from the marginal
distributions of the components of the bivariate random variable [47]. For a given random
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sample (Xi,Yi)1≤i≤n, they can be estimated using the ranks Ri (Ri is the rank of the i-th
observation, with rank 1 corresponding to the smallest observation). Their most widely-
used estimators are given by equations (1.1) and (1.2).

ρ̂S =
∑n

j=1(R
X
j − R̄X)(RYj − R̄Y)√∑n

j=1 (RXj − R̄X)
2 ∑n

j=1 (RYj − R̄Y)
2

(1.1)

τ̂ =
2
∑

1≤i<j≤n sgn(R
X
j − RXi )sgn(RYj − RYi )

n(n − 1)
(1.2)

Here, sgn refers to the sign-function. These rank correlation measures are often preferred
over the classical Pearson correlation in environmental data analyses, due to their robust-
ness, their suitability for heavy-tailed distributions and their ability to capture monotonic
dependencies in addition to linear dependencies, which are important properties for the
investigation of time series in environmental data analyses [26,45,25]. In addition to cross-
correlations, Spearman’s Rho and Kendall’s Tau are also used for detecting autocorrelation
in time series [19].

Our results concern strictly stationary, absolutely regular stochastic processes, which
comprise a wide variety of stochastic processes used in the environmental sciences.

Definition 2.1: Let (�,F ,P) be a probability space and A and B be two σ -fields. The
absolute regularity (or β-mixing) coefficient is defined as

β(A,B) = sup
1
2

I∑
i=1

J∑
j=1

|P(Ai ∩Bj) − P(Ai)P(Bj)| (2.1)

where the supremum is taken over all pairs of finite partitions {A1, . . . ,AI} and {B1, . . . ,BJ}
of � with Ai ∈ A for i = 1, . . . , I and Bj ∈ B for j = 1, . . . , J. Let (Z)i∈Z be a p-variate
strictly stationary stochastic process on (�,A,P). For a ≤ b let Fb

a = σ(Za, . . . ,Zb) be
the σ -field generated by {Za, . . . ,Zb}. The process (Z)i∈Z is called absolutely regular (or
β-mixing), if

βk = β(F0
−∞,F∞

k ) (2.2)

converges to 0 as k → ∞.

The β-mixing coefficient is a measure of dependence between σ -fields and lies between
0 and 1, where 0 corresponds to independence. β-mixing of stochastic processes refers
to the σ -fields generated by components of the process. β-mixing is a stronger mixing
condition than strong (or α-)mixing. Suchmixing conditions are often referred to as short-
range dependence (SRD) due to the fast decay of the autocorrelation. For a more detailed
description of absolute regularity and other mixing conditions see e.g. [6,7].
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Corollary 2.1: Let (Xi,Yi)i∈Z be a bivariate, strictly stationary, absolutely regular process
with absolutely continuous marginal distributions and β-mixing coefficients βk satisfying

∞∑
k=1

k · β
δ/(2+δ)

k < ∞ (3.A)

for some δ > 0. Under the assumption of independence between (Xi)i∈Z and (Yi)i∈Z, the
limiting distributions of the estimators of Spearman’s Rho ρ̂S and Kendall’s Tau τ̂ between
(Xi)i∈Z and (Yi)i∈Z are given by

√
nρ̂S

D→N

⎛
⎝0, 1 + 2

∑
j>0

ρX
S (j)ρY

S (j)

⎞
⎠ (3.1)

√
nτ̂

D→N

⎛
⎝0,

4
9

⎛
⎝1 + 2

∑
j>0

ρX
S (j)ρY

S (j)

⎞
⎠

⎞
⎠ (3.2)

where ρX
S (j) refers to the Spearman-correlation between Xt and Xt−j, and the analogue

applies to ρY
S (j).

Corollary 2.1 also holds for lagged cross-correlations. The asymptotic variances of the
estimators are very similar, with the variance for the estimator of Kendall’s Tau being
smaller than that for Spearman’s Rho. The asymptotic distribution of ρ̂S mirrors that
of Pearson’s correlation coefficient for pairwise independent, but autocorrelated obser-
vations, see e.g. equation 11.3.5 in [15] or Theorem 11.2.2. in [8]. The variance of the
estimators is inflated when both time series are autocorrelated, but not affected when
at most one component is autocorrelated, in which case it simplifies to the expression
for iid observations (see e.g. Sections 11.2. and 11.3. in [22]). The degree of inflation
depends on the magnitude and speed of decay of the autocorrelations of the components,
as captured by the sum of their cross-product. If negative autocorrelations are present, the
asymptotic variance can be smaller than in the case of independent observations. For a sta-
tistical hypothesis test, a consistent estimator of the long-run variance is required, which
is provided by Corollary 2.2.

Corollary 2.2: Let (Xi,Yi)i∈Z be a bivariate, strictly stationary, absolutely regular process
with absolutely continuous marginal distributions and β-mixing coefficients βk satisfying
equation (3.A). Let κ be a kernel function satisfying Assumption 1 in [29] (see supplementary
material) and bn be a non-decreasing sequence with bn → ∞ and bn = o(n1/2). Let κ and
bn also satisfy

n∑
j=1

√
j · κ

(
j
bn

)
= o(n1/2) (4.A)

Then

σ̂ 2 = 1 + 2
n−2∑
h=1

κ

(
h
bn

)
ρ̂X
S (h)ρ̂Y

S (h) P→ 1 + 2
∑
h>0

ρX
S (h)ρY

S (h) = σ 2 (4.1)



JOURNAL OF APPLIED STATISTICS 2939

ρ̂X
S (h) =

∑n−h
i=1 (RXi − R̄X)(RXi+h − R̄X)√∑n

i=1 (RXi − R̄X)
2 ∑n

i=1 (RXi − R̄X)
2

(4.2)

ρ̂Y
S (h) =

∑n−h
i=1 (RYi − R̄Y)(RYi+h − R̄Y)√∑n

i=1 (RYi − R̄Y)
2 ∑n

i=1 (RYi − R̄Y)
2

(4.3)

With the estimator from equation (4.1), a hypothesis test for testing the significance of
rank cross-correlations between time series can be applied, without explicitly specifying
the dependence structure of the data-generating process. The estimator of the long-run
variance uses a kernel function κ(.) that maps its inputs to the interval [−1, 1]. Its pur-
pose is to put more weight on autocorrelations for small lags, as these autocorrelations can
be estimated with higher accuracy than autocorrelations for large lags. Together with the
bandwidth, which is a function of the sample size, the kernel function has to fulfil some
regularity conditions, which can be found in [29] and equation 4.A, in order to achieve
consistency of the long-run variance estimator. The matrices of estimated autocorrela-
tions generated by the estimators from equations 4.2 and 4.3 are positive semidefinite [40].
Finally, the consistency of the hypothesis test is guaranteed by Corollary 2.3.

Corollary 2.3: Let (Xi,Yi)i∈Z be a bivariate, strictly stationary, absolutely regular process
with absolutely continuous marginal distributions and β-mixing coefficients βk satisfying
equation (3.A). Let κ be a kernel function satisfying Assumption 1 in [29] and bn be a non-
decreasing sequence with bn → ∞ and bn = o(n1/2). Let κ and bn also satisfy equation
(4.A). Under the assumption of pairwise dependence between (Xi)i∈Z and (Yi)i∈Z with
ρs, τ �= 0, the test based on the test statistics

Tρs =
√
nρ̂S
σ̂ 2 (5.1)

Tτ =
√
nτ̂

4
9 σ̂

2
(5.2)

with σ̂ 2 from equation (4.1) is consistent.

Proofs for all Corollaries in this section are provided in the supplementary material.

2.2. Examples of β-mixing time seriesmodels in environmental applications

There is a wide class of time series models in environmental applications that fulfil the
conditions of Corollary 2.1. ARMA-models are among themost popular stochastic models
for time series analysis in the environmental sciences [50,33,34,45,37]. Weakly stationary
ARMA processes are β-mixing if the innovations are absolutely continuous random vari-
ables [44]. In this case, theβ-mixing coefficients decay geometrically:βk = O(ρk) for some
0 < ρ < 1. This also guarantees that the summability condition in equation (3.A) holds.
[9] give necessary and sufficient conditions for the strict stationarity of ARMA processes.
Other modelling approaches in environmental data analyses include GARCH processes
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(e.g. [49,43]). GARCH processes are also absolutely regular under certain conditions (see
[10], especially table 1 and Proposition 12). [10] also give sufficient conditions for the strict
stationarity of various GARCH processes. Again, under these conditions the decay of the
β-mixing coefficients is exponential and equation (3.A) holds.

Other common modelling approaches include Gaussian processes with parametrized
autocorrelation functions [48]. Often realizations of these processes are transformed for
modelling purposes, for example via quantile-to-quantile transformations, to obtain a
desired marginal distribution. Assuming β-mixing of the parent Gaussian process, mix-
ing conditions for these transformations are preserved, as measurable functions (in this
case cumulative distribution functions and their inverses) of mixing processes result in
mixing processes [5]. The mixing coefficients of the transformed process are smaller or
equal to the mixing coefficients of the parent Gaussian process [5]. Sufficient conditions
for β-mixing of a discrete-time Gaussian process can be found in [28] (see Theorem 8 and
Lemma 6 in Chapter 4.4). These conditions are related to the spectral density of the process
and can be verified for a given autocorrelation structure. The asymptotic mixing rate, the
speed of decay of βk, can be obtained from Theorem 4.2 in [53]. For instance: For a sta-
tionary, discrete-time Gaussian process Cov(X0,Xk) = O(ρk) for some 0 < ρ < 1 yields
βk = O(ρk). Cov(X0,Xh) = O(k−γ ) with γ > 2 yields βk = O(k2−γ ).

M-dependent processes, such as finite-order Moving Average processes, are also com-
mon stochastic models in environmental applications. M-dependent processes are β-
mixing and equation (3.A) always holds. However, β-mixing processes do not include
long-range dependent processes such as Fractional Gaussian noise [38], which is also used
for modelling environmental data [31,32].

The assumptions on the kernel function in Corollary 2.2 and 2.3 are satisfied by a large
number of kernels, such as the Bartlett-kernel κ(t) = (1 − |t|)I[−1,1](t) and the quartic
kernel κ(t) = (1 − t2)2I[−1,1](t). The bandwidth bn needs to be chosen so that equation
(4.A) is satisfied.

3. Application

In this section we assess the performance of the testing procedures for rank cross-
correlations based on the results from Section 2.1 for small to moderate sample sizes and
compare it with the conventional testing procedure that does not account for autocorrela-
tions for two widely used stochastic models: A VAR(1)-model and finite Moving Averages
of independent innovations, corresponding to smoothed time series. Subsequently we
apply the testing procedures to smoothed time series of temperatures and discharges and
interpret the results.

3.1. Simulation studies

We compare the procedure based on the results from Section 2.1, which we refer to as the
‘modified test’, and the procedure assuming the bivariate stochastic process (Xi,Yi)i∈Z is
iid, which we refer to as the ‘classical test’. We only present results for Spearman Rho, as
the results for Kendall’s Tau are fairly similar. We use the test statistic

Tρs =
√
nρ̂S
σ̂ 2 (6.1)
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where σ̂ 2 is estimated via equation (4.1) for the modified test and set to
√
n/(n − 1) for

the classical test. In both cases, the significance is evaluated by using a normal distribution.
We use the quartic kernel

κ(t) = (1 − t2)2I[−1,1](t) (6.2)

and choose the bandwidth as bn = 3n1/4. There are procedures for adaptively choosing a
bandwidth based on data which may improve the performance of the testing procedure,
but they are not discussed in the present article.

We consider two different stochastic processes in our simulation study. For bothmodels,
an iid process can arise as a special case.

Model 1 :
(

Xi
Yi

)
=

(
ϕX 0
0 ϕY

) (
Xi−1
Yi−1

)
+

(
εi
δi

)
, i ∈ Z (7.1)

(
εi
δi

)
∼ N (0,
), 
 = VAR

(
εi
δi

)
=

(
1 ρ

ρ 1

)
(7.2)

Model 2 :
(

Xi
Yi

)
= 1

2q + 1

q∑
j=−q

(
1 0
0 1

)(
εi+j
δi+j

)
, i ∈ Z, q ∈ N (7.3)

(
εi
δi

)
∼ tv(0,
), 
 =

(
1 ρ

ρ 1

)
, ν > 0 (7.4)

Model 1 is aVAR(1)-model where the error term follows a bivariate normal distribution.
The parameters ϕX and ϕY determine the autocorrelation of the components of the pro-
cess. Model 1 becomes an iid process for ϕX = ϕY = 0. The Spearman cross-correlation
between the components of the process is ρs = 6

π
asin

(
ρ
2
)
(see e.g. [41]), where the model

parameter ρ also equals the Pearson cross-correlation between the components. Model 2
is a Vector Moving Average Process with independent innovations that follow a bivari-
ate t-distribution. The coefficients are chosen so that they sum up to 1 and are equal, and
depend on the order of the model. For q = 0, we obtain an iid process. The marginal dis-
tributions of Model 2 are heavy-tailed. For ν ≤ 2, the Pearson cross-correlation between
themarginals is undefined, whereas the Spearman and Kendall cross-correlations are well-
defined and finite for all ν > 0.Model 2 is a suitablemodel for smoothed time series, which
are frequently encountered in environmental data analyses if the long-term behaviour is
of interest. For both models, the marginal distributions of the components can be trans-
formed to any other distribution with absolutely continuous distribution function (via
quantile-to-quantile transformations) without affecting the mixing properties of the pro-
cess, the Spearman correlation between the components and the performance of the testing
procedure.

Figure 2 shows the observed frequency of type-1 errors for testing the significance of
Spearman cross-correlation between X and Y , as a function of different degrees of auto-
correlation, which is determined by the parameters ofModel 1 andModel 2 (also indicated
by colour), employing a two-sided test at a significance level of α = 0.05. The results are
based on 10,000 simulations for each parameter configuration shown in the figure. For
Model 2, two univariate independent t-distributions were used for the error term instead
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of a bivariate t-distribution with ρ = 0. We show results for two different sample sizes (40
and 200) indicated by open and full symbols. The type 1 error rate of a statistical test usu-
ally isn’t overly sensitive to the number of observations, as we control for sample size in
the test statistic. However, the adequacy of the asymptotic result (Corollary 2.1), as well as
the accuracy of the long-run variance estimate (Corollary 2.2) does depend on the sample
size. Sample sizes as small as 40 for individual time series are frequently encountered in
the environmental sciences, especially when annual values or extremes are of interest (see
e.g. [12,35,23]).

Figure 2 shows that the observed number of rejections under the Null Hypothesis is
strongly affected by the presence of autocorrelations. For small sample sizes (n = 40), the
modified test gives a slightly larger type 1 error rate than the selected significance level. This
is especially noticeable in the presence of strong autocorrelations. However, this effect van-
ishes with increasing sample size. On the other hand, not accounting for autocorrelations
in the components substantially affects the observed type 1 error rate, starting at moder-
ate levels of autocorrelation (e.g. ϕX = ϕY = 0.4, q = 1, orange shapes in Figure 2). In the
case of weakly autocorrelated component processes, the resulting type 1 error rate is only
slightly elevated, but the modified test is also able to maintain the type 1 error rate in this
case (blue shapes in Figure 1).

Figures 3 and 4 show the power of the testing procedures as a function of sample size
for different degrees of dependence between the components of the processes of Model 1
and 2, which is parameterized by ρ (see equations 7.1–7.4). Both figures have four panels,
corresponding to different degrees of rank cross-correlations between the components, and
depict the observed rejection frequencies for different scenarios of autocorrelation of the
component processes (indicated by colour) at a significance level of α = 0.05. The results
are based on 10,000 simulations for each parameter configuration shown in the figures.

Figure 2. Observed type1error rate for two-sided significance test of Spearman’s Rho forModel 1 (panel
a) and Model 2 (panel b) at α = 0.05 based on simulations (10,000 runs). Horizontal axes represent the
parameters of the models governing the autocorrelations of the components (ϕX = ϕY and ν = 4 for
all results shown here), shapes indicate which asymptotic distribution was used for the significance test,
i.e. Squares: classical test; Circles: modified test. Open symbols: n = 40, Full symbols: n = 200.
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Figure 3. Observedpower for two-sided significance tests of Spearman’s Rho forModel 1 (equations 7.1
& 7.2) and different sample sizes at α = 0.05 based on simulations (10,000 runs). Panels refer to results
for different values of the parameter ρ of Model 1. Horizontal axes represent sample size. ϕX = ϕY for all
results shown here. Shapes indicate which asymptotic distribution was used for the significance test, i.e.
(Open squares) classical test, (Full circles) modified test.

As expected, the power is larger for the classical test. In the presence of autocorrelations,
more volatility is expected in statistical estimation procedures. When they are accounted
for in statistical hypothesis tests, as in the modified test, the power is affected. In the case of
the smallest positive autocorrelations considered here, the loss in power for the modified
test is rather small (light blue dots in Figures 3 and 4) and for iid observations the difference
in power is close to zero (dark blue dots in Figures 3 and 4). For larger autocorrelations, the
loss in power is noticeable, especially for small to moderate cross-correlations (orange and
red shapes in panels (a) and (b) in Figures 3 and 4): the vertical distance between the open
and full red symbols in the top panels of Figures 3 and 4 is comparatively high and also
persists for sample sizes up to 500. However, for strong cross-correlations (e.g. ρ ≥ 0.7),
the loss in power goes to zero rather quickly with increasing sample size, as the power
rapidly tends towards 1 for both procedures.
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Figure 4. Observedpower for two-sided significance tests of Spearman’s Rho forModel 2 (equations 7.3
& 7.4) and different sample sizes at α = 0.05 based on simulations (10,000 runs). Panels refer to results
for different values of the parameterρ ofModel 2 (ν = 4). Horizontal axes represent sample size. Shapes
indicate which asymptotic distribution was used for the significance test, i.e. (Open squares) classical
test, (Full circles) modified test.

As shown in the simulation results in Figures 2–4, the modified test gives correct infer-
enceswhile controlling the rate of type 1 errors to a satisfactory level, evenwhen an estimate
of the long-run variance is used that does not assume any specific structure on the underly-
ing statistical model, besides the necessary assumptions on the data-generating process for
the results in Corollary 2.1 to hold. The higher power of the classical test comes at the price
of an elevated rate of type 1 errors, which can be substantial when strong autocorrelations
are present in both component processes (Figure 2). In the case of weak autocorrelations in
the components, the modified test gives a negligible loss in power when compared to the
classical test (Figures 3 and 4). For iid observations, the loss in power is practically zero. A
more conservative testing procedure with a lower rate of type 1 errors (see Figure 2) can
be achieved by increasing the bandwidth bn, which, however, also reduces the power (not
shown).
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3.2. Application to hydrological data

Spurious dependencies due to autocorrelated observations are relevant in quantitative
analyses of environmental data. Sometimes correlations between smoothed time series
are investigated in analyses of climatological data [54,17,39,42,27,20]. In the case of yearly
observations, the rationale of using smoothed time series is the interest in the joint long-
term behaviour of the series rather than their year-to-year variability [54,42]. However,
even if the individual observations are independent, the smoothed time series will be auto-
correlated, which in turn can lead to spurious cross-correlations. This can be counteracted
by using the modified test suggested in this paper.

We present an example from hydrology on the European scale. [4] analyse over 2000
series of annual maximum peak discharges from 33 countries with observations from 1960
to 2010. Annual maximum peak discharges are an indicator of the flood regime at a river
cross-section and used for the estimation of design floods in flood risk management and
in the evaluation of the impact of climate change on the water cycle (see e.g. [2,52,18]). A
trend analysis shows distinct patterns of flood regime changes on the European scale and
hydrological drivers of these changes are discussed in [4]. One of the main patterns is a
downward trend of flood peaks in Eastern Europe. The authors argue that temperatures
have increased all over Europe, but the effects of this increase on flood peaks are especially
drastic and relevant in Eastern Europe, where floods are mainly generated by snowmelt
(see their Extended Data Figure 6). Rising temperatures have led to less snow cover and,
therefore, smaller flood peaks occurring earlier in the year than some decades ago [3]. The
decrease in flood peaks and the increase in temperature in Eastern Europe occurs simulta-
neously on a decadal scale. In order to investigate this relationshipmore closely, we examine
Spearman correlations between series of flood peaks and average annual temperatures for
the catchments in the data set of [4]. The flood data can be downloaded from their sup-
plementary materials. Temperature data are annual averages of daily catchment averages
of gridded E-OBS data, see [14].

We analyse smoothed series of flood peaks and temperatures, as we are interested
in their long-term coevolution and whether they are dependent at a multi-annual scale
rather than for individual years. We apply a simple two-sided moving average filter of
five years with equal weights to the data, centred around the observations. This is simi-
lar to Model 2 from section 3.1 with q = 2. Annual maxima of flood peaks are modelled
with iid random variables in classical flood frequency analysis (see e.g. Chapters 17&18
in [36]). When applying a significance test for cross-correlation, one would expect a sig-
nificant relationship between flood peaks and temperatures in Eastern Europe, but not so
in other regions of Europe, where snow processes (and thus temperature) are much less
relevant for flood generation and hence flood changes [4]. Figure 5 shows the estimated
Spearman cross-correlation between smoothed series of flood peaks and average annual
temperatures.

Figure 5(a,b) show the estimated Spearman correlation between smoothed series of
annual flood peaks and annual average temperatures for the classical and the modified
significance test, respectively, at a significance level of α = 0.05. In panel (a) the tests sug-
gest a statistically significant relationship at roughly half of all locations (1126 out of 2360
stations). When we account for autocorrelation in the individual time series, this number
drops drastically, as can be seen in panel (b) (353 out of 2360 stations). Importantly, in the
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Figure 5. Estimated Spearman-correlations between annual series of flood peak discharges and aver-
age annual catchment temperatures. All series are smoothed via a two-sided moving average filter of
length 5 with equal weights, centred at the observations (similar to Model 2 with q = 2). The circles,
representing catchments, indicate the magnitude of the estimated Spearman correlations. The size and
the transparency of the circles indicate statistical significance at α = 0.05. Panel (a) depicts results of
the classical test, panel (b) those of themodified test. Flood data from [4], temperature data from E-OBS,
see [14].

latter case the statistically significant relationships are found almost exclusively for catch-
ments in Eastern and Northern Europe, where snow-processes govern flood behaviour
and thus temperature-driven changes are physically very plausible [4]. In the Alps and
to a smaller extent in the Ore Mountains some significant positive correlations remain
which are also very plausible. Increasing temperature has led to decreasing snowfall limits
in these mountainous regions, resulting in more liquid precipitation and increasing flood
peaks [1,11]. Overall, when accounting for autocorrelation in significance testing between
smoothed series of flood peaks and temperatures, those regions remain significant for
which very good physical reasons of such a relationship exist.

4. Conclusion

The statisticalmodelling of autocorrelated observations is associatedwith increased uncer-
tainty of statistical estimation procedures for parameters compared to the modelling of
iid observations and can result in spurious cross-correlations. The use of the asymptotic
distributions of estimators of cross-correlations, which account for autocorrelation in the
components, can improve the accuracy of statistical inference when dealing with obser-
vations with persistence. We presented the asymptotic distribution of the estimators of
Spearman’s Rho and Kendall’s Tau under the hypothesis of pairwise independence of
the components and β-mixing of the stochastic process, which can be used for statisti-
cal hypothesis testing. The modified testing procedure is consistent and simulations show
that the procedure also produces satisfactory results for small to moderate sample sizes.
Accounting for autocorrelation results in lower statistical power, which is expected. How-
ever, the loss in power is negligible when only weak autocorrelations are present in the
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components and essentially zero for iid observations (Figures 3 and 4). On the other hand,
not accounting for autocorrelation in the components does result in elevated rates of type
1 errors, which can be substantial (Figure 2). The suggested testing procedure was applied
to 2360 European series of annual maximum flood peak discharges and catchment average
annual temperatures. We used smoothed versions of the series, which introduces autocor-
relation to the observations, resulting in many spurious correlations between flood peaks
and temperature with the standard test. In contrast, with the test proposed here, the plau-
sible locations remain, which are consistent with the literature on flood changes on the
European scale. The proposed procedure can be used for analysing any pairs of time series
with short-range dependence in the environmental sciences. Possible extensions of the
results presented here include confidence intervals for the estimators of Spearman’s Rho
and Kendall’s Tau for a β-mixing process, which would require a consistent estimator for
the long-run variance under pairwise dependence of the components of the process, or the
asymptotic distribution of the estimators for long-range dependent processes.

Acknowledgements

The authors thankMartinWendler for checking the proofs presented in the supplementarymaterial.

Disclosure statement

No potential conflict of interest was reported by the author(s).

Funding

The authors would like to acknowledge funding from the Austrian Science Funds (FWF) ‘SPATE’
project I 4776, the German Research Foundation (DFG; grant number FOR 2416) and the FWF
Vienna Doctoral Programme on Water Resource Systems (W1219-N28).

Data availability statement

The flood data used in this paper are available at (https://github.com/tuwhydro/europe_floods). The
authors acknowledge the E-OBS dataset from the EU-FP6 project UERRA (http://www.uerra.eu)
and the Copernicus Climate Change Service, and the data providers in the ECA&D project
(https://www.ecad.eu). An R-Package (https://www.r-project.org/) for the modified testing proce-
dure presented here can be found at (https://cran.r-project.org/web/packages/corTESTsrd/).

ORCID

David Lun http://orcid.org/0000-0003-0382-3371
Svenja Fischer http://orcid.org/0000-0002-6118-0223
Alberto Viglione http://orcid.org/0000-0002-7587-4832
Günter Blöschl http://orcid.org/0000-0003-2227-8225

References

[1] P. Allamano, P. Claps, and F. Laio, Global warming increases flood risk in mountainous areas.
Geophys. Res. Lett. 36 (2009), pp. 24.

[2] H. Apel, A.H. Thieken, B. Merz, and G. Blöschl, Flood risk assessment and associated uncer-
tainty. Nat. Haz. Earth Syst. Sci. 4 (2004), pp. 295–308.

https://github.com/tuwhydro/europe_floods
http://www.uerra.eu
https://www.ecad.eu
https://www.r-project.org/
https://cran.r-project.org/web/packages/corTESTsrd/
http://orcid.org/0000-0003-0382-3371
http://orcid.org/0000-0002-6118-0223
http://orcid.org/0000-0002-7587-4832
http://orcid.org/0000-0003-2227-8225


2948 D. LUN ET AL.

[3] G. Blöschl, J. Hall, J. Parajka, R.A. Perdigão, B. Merz, B. Arheimer, and I. Čanjevac, Changing
climate shifts timing of European floods. Science 357 (2017), pp. 588–590.

[4] G. Blöschl, J. Hall, A. Viglione, R.A. Perdigão, J. Parajka, B. Merz, and M. Boháč, Changing
climate both increases and decreases European river floods. Nature 573 (2019), pp. 108–111.

[5] R.C. Bradley, Basic properties of strong mixing conditions, in Dependence in Probability and
Statistics, E. Eberlein and M. Taqqu, eds., Birkhäuser, Boston, 1986, pp. 165–192.

[6] R.C. Bradley, Basic properties of strong mixing conditions. A survey and some open questions.
Prob. Surveys 2 (2005), pp. 107–144.

[7] R.C. Bradley, Introduction to Strong Mixing Conditions, Kendrick Press, Heber City, UT, 2007.
[8] P.J. Brockwell, and J. Davis, Time Series: Theory and Methods, Springer, New York, 1991.
[9] P.J. Brockwell, and A. Lindner, Strictly stationary solutions of autoregressive moving average

equations. Biometrika 97 (2010), pp. 765–772.
[10] M. Carrasco, and X. Chen, Mixing and moment properties of various GARCH and stochastic

volatility models. Econ. Theory 18 (2002), pp. 17–39.
[11] A. Castellarin, and A. Pistocchi, An analysis of change in alpine annual maximum discharges:

implications for the selection of design discharges. Hydrol. Process. 26 (2012), pp. 1517–1526.
[12] D.D. Chiras, Environmental Science, Jones & Bartlett Publishers, Burlington, MA, 2009.
[13] T.A. Cohn, and H.F. Lins, Nature’s style: naturally trendy. Geophys. Res. Lett. 32 (2005),

pp. 23.
[14] R.C. Cornes, G. van der Schrier, E.J. van den Besselaar, and P.D. Jones, An ensemble version

of the E-OBS temperature and precipitation data sets. J. Geophys. Res. Atmos. 123 (2018),
pp. 9391–9409.

[15] J.D. Cryer, andK.S. Chan,Time Series RegressionModels. Time Series Analysis: with Applications
in R (Vol. 2), Springer, New York, 2008.

[16] R.T. Dean, andW.T. Dunsmuir,Dangers and uses of cross-correlation in analyzing time series in
perception, performance, movement, and neuroscience: the importance of constructing transfer
function autoregressive models. Behav. Res. Methods 48 (2016), pp. 783–802.

[17] D.B. Enfield, A.M. Mestas-Nuñez, and P.J. Trimble, The Atlantic multidecadal oscillation and
its relation to rainfall and river flows in the continental US. Geophys. Res. Lett. 28 (2001),
pp. 2077–2080.

[18] J. F. England, T. A. Cohn, B. A. Faber, J. R. Stedinger, W. O. Thomas, A. G. Veilleux, and
R. R. Mason, Guidelines for Determining Flood Flow Frequency – Bulletin 17C (No. 4-B5). US
Geological Survey (2019).

[19] T.S. Ferguson, C. Genest, and M. Hallin, Kendall’s tau for serial dependence. Canad. J. Stat. 28
(2000), pp. 587–604.

[20] F. Fiorillo, and A. Doglioni, The relation between karst spring discharge and rainfall by cross-
correlation analysis (Campania, southern Italy). Hydrol. J. 18 (2010), pp. 1881–1895.

[21] L. Gaál, J. Szolgay, S. Kohnová, K. Hlavčová, J. Parajka, A. Viglione, and G. Blöschl,Dependence
between flood peaks and volumes: a case study on climate and hydrological controls. Hydrol. Sci.
J. 60 (2015), pp. 968–984.

[22] J.D. Gibbons, and S. Chakraborti, Nonparametric Statistical Inference, CRC, New York, 2010.
(Statistics: a Series of Textbooks and Monogrphs).

[23] J. Hall, B. Arheimer, G.T. Aronica, A. Bilibashi, M. Boháč, O. Bonacci, and G. Blöschl,
A European Flood Database: facilitating comprehensive flood research beyond administrative
boundaries. Proc. Int. Assoc. Hydrol. Sci. 370 (2015), pp. 89–95.

[24] K.H. Hamed, The distribution of Kendall’s tau for testing the significance of cross-correlation in
persistent data. Hydrol. Sci. J. 56 (2011), pp. 841–853.

[25] Z. Hao, and V.P. Singh, Review of dependence modeling in hydrology and water resources. Prog.
Phys. Geogr. 40 (2016), pp. 549–578.

[26] D.R. Helsel, and R.M. Hirsch, Statistical Methods in Water Resources (Vol. 323), US Geological
Survey, Reston, 2002.

[27] R. Hurkmans, P. Troch, P.J. Uijlenhoet, J.F. Torfs, and M. Durcik, Effects of climate vari-
ability on water storage in the Colorado river basin. J. Hydrometeorol. 10 (2009), pp. 5).
doi:10.10.1175/2009JHM1133.1.

https://doi.org/10.10.1175/2009JHM1133.1


JOURNAL OF APPLIED STATISTICS 2949

[28] I.A. Ibragimov, and Y.A.E. Rozanov, Gaussian Random Processes (Vol. 9), Springer Science &
Business Media, New York, 2012.

[29] R.M. de Jong, and J. Davidson, Consistency of kernel estimators of heteroscedastic and autocor-
related covariance matrices. Econometrica 68 (2000), pp. 407–424.

[30] M.N. Khaliq, T.B.M.J. Ouarda, J.C. Ondo, P. Gachon, and B. Bobée, Frequency analysis of
a sequence of dependent and/or non-stationary hydro-meteorological observations: a review.
J. Hydrol. 329 (2006), pp. 534–552.

[31] D. Koutsoyiannis,TheHurst phenomenon and fractional Gaussian noise made easy. Hydrol. Sci.
J. 47 (2002), pp. 573–595.

[32] D. Koutsoyiannis, andA.Montanari, Statistical analysis of hydroclimatic time series: uncertainty
and insights. Water Resour. Res. 43 (2007), p. W05429.1-9.

[33] D. Machiwal, and M.K. Jha, Time series analysis of hydrologic data for water resources planning
and management: a review. J. Hydrol. Hydromech. 54 (2006), pp. 237–257.

[34] D. Machiwal, andM.K. Jha,Hydrologic Time Series Analysis: Theory and Practice. Springer, the
Netherlands and Capital Publishing Company, New Delhi, 2012.

[35] T. McMahon, G. Laaha, J. Parajka, M. Peel, H. Savenije, M. Sivapalan, and D. Yang, Pre-
diction of annual runoff in ungauged basins, in Runoff Prediction in Ungauged Basins:
Synthesis Across Processes, Places and Scales, G. Blöschl, M. Sivapalan, T. Wagener, A.
Viglione, H. Savenije, eds., Cambridge University Press, Cambridge, 2013. pp. 70–101.
doi:10.1017/CBO9781139235761.008

[36] D.R. Maidment, Handbook of Hydrology, McGraw-Hill, New York, 1993.
[37] R. Maity, Statistical Methods in Hydrology and Hydroclimatology, Springer, Singapore,

2018.
[38] B.B. Mandelbrot, and J.W. Van Ness, Fractional Brownian motions, fractional noises and

applications. SIAM Rev. 10 (1968), pp. 422–437.
[39] G.J. McCabe, M.A. Palecki, and J.L. Betancourt, Pacific and Atlantic Ocean influences on mul-

tidecadal drought frequency in the United States. Proc. Natl. Acad. Sci. U.S.A. 101 (2004),
pp. 4136–4141.

[40] A.I. McLeod, and C. Jimenéz, Nonnegative definiteness of the sample autocovariance function.
Am. Stat. 38 (1984), pp. 297–298.

[41] A. McNeil, R. Frey, and P. Embrechts, Quantitative Risk Management: Concepts, Techniques,
and Tools, Princeton University Press, Princeton, NJ, 2005.

[42] D.M.Meko, and C.A.Woodhouse, Tree-ring footprint of joint hydrologic drought in Sacramento
and Upper Colorado river basins, western USA. J. Hydrol. 308 (2005), pp. 196–213.

[43] R. Modarres, and T.B. Ouarda, Generalized autoregressive conditional heteroscedasticity mod-
elling of hydrologic time series. Hydrol. Processes 27 (2013), pp. 3174–3191.

[44] A. Mokkadem, Mixing properties of ARMA processes. Stoch. Process. Their. Appl. 29 (1988),
pp. 309–315.

[45] M. Mudelsee, Climate Time Series Analysis, Springer, Heidelberg, 2013.
[46] M.Naghettini,Fundamentals of StatisticalHydrology, Springer International Publishing, Cham,

2017.
[47] R.B. Nelsen, On measures of association as measures of positive dependence. Stat. Probab. Lett.

14 (1992), pp. 269–274.
[48] S.M. Papalexiou, and F. Serinaldi, Random fields simplified: preserving marginal distributions,

correlations, and intermittency, with applications from rainfall to humidity. Water Resour. Res.
56 (2020), pp. e2019WR026331.

[49] P. Romilly, Time series modelling of global mean temperature for managerial decision-making.
J. Environ. Manag. 76 (2005), pp. 61–70.

[50] J.D. Salas, Analysis and modelling of hydrological time series. In Handbook of Hydrology
19 (1993).

[51] F. Serinaldi, and C.G. Kilsby, Understanding persistence to avoid underestimation of collective
flood risk. Water 8 (2016), pp. 152.

https://doi.org/10.1017/CBO9781139235761.008


2950 D. LUN ET AL.

[52] L. Solin, andP. Skubincan,Flood risk assessment andmanagement: review of concepts, definitions
and methods. Geogr. J. 65 (2013), pp. 23–44.

[53] V.A. Volkonskii, and Y.A. Rozanov, Some limit theorems for random functions. II. Theory .Prob.
Appl. 6 (1961), pp. 186–198.

[54] J.R. Westmacott, and D.H. Burn, Climate change effects on the hydrologic regime within the
Churchill-Nelson River Basin. J. Hydrol. 202 (1997), pp. 263–279.


	1. Introduction
	2. Methodology
	2.1. Main results
	2.2. Examples of -mixing time series models in environmental applications

	3. Application
	3.1. Simulation studies
	3.2. Application to hydrological data

	4. Conclusion
	Acknowledgements
	Disclosure statement
	Funding
	Data availability statement
	ORCID
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [493.483 703.304]
>> setpagedevice


