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Abstract 

 

For the machining of industrial components, their accurate alignment on operative machines is a crucial step with significant impacts 

on the whole process, especially when dealing with large-scale elements. To achieve this alignment, a trained operator is needed along 

with expensive equipment, such as laser trackers, whose correct use requires the measurements of many significant points and is time-

consuming. The lack of a precise alignment comes with possible incorrect parts machining, resulting in quality concerns and potentially 

expensive rework. To face this problem, collaborative real-time photogrammetry is an effective solution for guiding untrained users in 

correctly positioning various measured and codified components to generate the best solution for machining high-volume parts. The 

solution proposed in this contribution is part of the TACCO project, co-financed by EIT Manufacturing (co-funded by the EU). It takes 

advantage of the TACCO system, where auxiliary components (scale bars, dome-shaped components, coded targets and a cross-

reference system) are placed on the object to be measured for their correct positioning in order to obtain an optimal photogrammetric 

reconstruction. This allows the reduction of the error ellipsoids on several uncoded targets, which are calculated through an iterative 

simulation carried out in a MATLAB environment. Unskilled operators are then guided through an Augmented Reality headset for 

their correct placement on the real-world object and for defining the positions and orientations from which to acquire images. This 

methodology will lead to an accurate measurement of the target points to be machined and, thus, a precise alignment process for the 

subsequent machining operations.  

 

 

1. Introduction 

Metrology is fundamental in the industrial field, especially when 

working with components of large dimensions. These elements 

are utilized in critical applications for relevant sectors such as 

Aerospace and Shipbuilding, as well as Energy and 

Transportation Infrastructures. Raw pieces deployed in these 

industrial fields can easily reach linear dimensions of tens of 

meters and require high-level accuracy when machined. Their 

use in such primary and relevant areas requires careful planning 

of every step, which makes up for their assembly and refinement. 

Large Volume Metrology (LVM) is crucial in ensuring that the 

elements or parts on which milling operations must be carried out 

are accurately measured and correctly positioned on the working 

machine. 

The current state-of-the-art for LVM includes the employment of 

expensive equipment such as Coordinate Measuring Machines 

(CMMs) or laser trackers, which provide high-level accuracy but, 

at the same time, require significant financial investments, 

dedicated facilities, trained personnel, and, more importantly, a 

considerable amount of time. An effective solution to this series 

of challenges can be found in the technique of Photogrammetry, 

which is the process of obtaining reliable and precise 

measurements from images (Bösemann, W., 2005; Wang, Q. et 

al, 2013; Galantucci, L.M. et al., 2016). Using high-resolution 

cameras and dedicated algorithms (Girelli et al., 2022), it is 

possible to accurately reconstruct three-dimensional models of an 

industrial component by acquiring multiple images of the 

aforementioned object, without requiring highly trained or 

skilled operators and in a relatively short time. Photogrammetry 

specifically beneficial for the accurate reconstruction of massive 

components without the use of cranes, mechanical arms or 

ladders, once again reducing costs, time and most importantly 

risks for human operators. The costs of high-resolution cameras 

and commercial software used for photogrammetric 

reconstruction are, in fact, negligible compared to those of a laser 

tracker or a CMMs, significantly lowering the amount of money 

needed for the metrological control in the industrial pipeline. 

 

1.1 TACCO Project 

This contribution addresses a part of the TACCO project for the 

fast and accurate zero-defect part set-up, composed of three 

modules:  

• M1 - Measuring with real-time interactive photogrammetry 

(explained in this contribution),  

• M2 - Fitting 

• M3 - Alignment.  

The goal of the project is to develop, by the end of 2024, an 

attractive and user-friendly Human Machine Interface (HMI) to 

guide inexperienced operators for the LVM of industrial 

components. The final objective of modules M1 + M2 is to 

handle components with dimensions of up to 30 meters and a 

relative accuracy towards 1:100.000. The project is co-financed 

by the European Union, specifically in the framework of the 

European Institute of Innovation and Technology (EIT) 

Manufacturing, with partners located in different European 

countries. It is considered an improvement of the VSET System 

(Mendikute et al., 2017), which takes advantage of calibrated, 

codified, and retroreflective auxiliary elements (Figure 1) for the 

accurate acquisition of the position of points to be machined.  

 

1.2 Related works 

The precise measurement of industrial components using the 

non-contact technique of photogrammetry has been studied for 

many years, with the definition of state-of-the-art industrial 

photogrammetry (Fraser, 1993) also covering those large-volume 

components, but with the limitations of a tedious film 

measurement stage. The impact of computer vision through the 
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last decades has significantly helped reduce the elapsed time for 

both the camera calibration and the data processing phase in high-

accuracy photogrammetry (Remondino & Fraser, 2005; Balletti 

et al., 2014). 

 

 

Figure 1. Example of a raw component with the additional 

elements placed on its surface: a) Dome-shaped auxiliary 

elements b) Uncoded target where machining has to be carried 

out; c) Cross Reference System (CRS); d) Calibrated scale bar. 

This happened thanks to techniques of automated self-

calibration, which include sensor modelling via both targeted 

arrays and targetless scenarios, enhancing the processes 

employed for close-range photogrammetry (Luhmann, Fraser & 

Maas, 2015). The simultaneous calibration and orientation 

assessment of multi-camera 3D measurement systems for LVM 

has also been conducted by using additional elements such as 

scale bars positioned around the volume and conducting self-

calibrating bundle adjustments (Luhmann, 2010; Franceschini et 

al., 2014; Sun et al., 2018; Sun et al., 2019). 

The use of these components, along with optical targets placed 

on the object for reconstructing their accurate position via close-

range photogrammetry, has had a crucial role in measuring large-

volume raw parts that must be machined with high-level 

precisions. (Puerto et al., 2022). Through the calibration and 

orientation of multi-camera systems for LVM, it is possible to 

highly increase accuracy, reaching levels of precision that come 

close to those of a laser tracker (LT), which also makes use of 

spherically mounted retroreflectors (SMRs) to achieve low 

measurement uncertainties for large volumes, but with a much 

smaller financial impact and with increased levels of automation, 

reducing the need of human intervention (Leizea et al., 2023). 

In this paper, the authors propose a procedure for assisting 

untrained operators in reaching relative accuracies towards 

1/100.000 via an iterative simulation that takes advantage of pre-

calibrated scale bars, codified and uncodified optical target to 

obtain their best placement on the object, along with the 

definition of the camera pose for the photogrammetric 

acquisition. 

 

2. Methodology 

To reach accuracies towards 1:100.000 with a photogrammetric 

approach, a user-friendly HMI and workflow must be defined to 

assist untrained personnel in positioning the pre-calibrated and 

codified auxiliary elements. These components will be 

fundamental in the scene reconstruction and, consequently, in the 

detection of target points to be machined (uncoded target - UT). 

To guide the user through the measurement process, while 

simultaneously increasing the quality and precision of the 

measurements made through photogrammetry, a methodology 

was devised to estimate the error of ellipsoids belonging to each 

uncoded target, according to predetermined user-selectable 

acquisition strategies. The simulations' inputs are essentially 

three:  

• a  properly designed .STL format object file of the industrial 

component,  

• the relative locations of the uncoded target points to be 

machined, and  

• a configurable external parameter table that defines every 

other aspect of the simulation.  

With all these elements, it is possible to recreate the different 

phases an operator would have to carry out to accomplish the 

measurement, but automatically and iteratively to reach an 

optimal solution. The simulation output is a list of the best-

defined positions of each auxiliary element of the implemented 

VSET, the TACCO system, along with the camera poses, which 

are the positions and orientations from which the images must be 

acquired to achieve an optimal result. Once all these positions are 

obtained, they are passed as STL format object files to the 

augmented reality viewer, which allows the operator to visualize 

precisely where each auxiliary element (cross reference system, 

calibrated scale bars, auxiliary coded target) has to be placed on 

the real-world geometry of the object to be machined. Finally, the 

user is guided in the image acquisition process, with a camera 

wirelessly connected to a PC for the ultimate reconstruction of 

the true and accurate location of the UTs with respect to the 

desired object. The following chart (Figure 2) summarizes the 

proposed pipeline of the authors’ work.  

 

 
Figure 2. Methodological pipeline 

 

2.1 Random object generation and camera pose definition 

At the beginning of the simulation, the first step is the 

identification of the surfaces of the object on which the auxiliary 

components of the TACCO system can be placed. Once the STL 

of the object is loaded, it is meshed as finely as possible to 

achieve a high number of mesh nodes while keeping it 

computationally light. The normal vectors of each node are then 

calculated, from which a single normal for each planar face is 
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determined to properly rotate each component and place it in the 

correct direction. The second step is positioning the UTs, whose 

relative locations are known a priori and provided by the user on 

the surfaces to be machined. These positions are then excluded 

from the list of possible nodes where the auxiliary components 

of the TACCO system can be placed. 

From the aforementioned process, a list of available positions for 

each planar face of the model is computed according to the 

geometrical constraint of the different auxiliary elements to be 

placed. Based on the maximum number of available auxiliary 

elements of each type some random positions are selected from 

random faces and elements are virtually placed on those 

positions, checking each iteration for possible collisions. The 

different types of elements inside this loop are placed in a 

predefined order, first Cross Reference, then the Scale Bars, and 

lastly, the Dome-Shaped auxiliary components, based on the 

element relevance for the final computation of the ellipsoids 

error. An example of the result of this process is shown in Figure 

3. 

 

 

a)  

b)  

Figure 3. Example of visualization of the normal vectors on the 

finely meshed object (a) and Positioning of the auxiliary 

elements (b). 

Once all the auxiliary components have been randomly 

positioned with no collision, the following step is the generation 

and definition of the camera poses according to the strategy 

chosen by the user. Three possible strategies have been selected: 

Spherical, Ellipsoidal, and Buffer (Figure 4), with the purpose of 

defining the best based on the object's geometry and the available 

space around it. The first acquisition strategy is based on 

generating a series of circular trajectories, forming a kind of 

hemisphere along the Z axis centered around the barycentre of 

the component to be analyzed. The second one is based on the 

generation of a series of ellipsoidal trajectories in which the two 

foci fall within the major axis of the component, forming an 

ellipsoid developing along the Z axis. Finally, the third strategy 

has trajectories following the contour of the element at a fixed 

distance, as if they were offsets from the component, generated 

every few meters along the Z-axis in relation to the element's 

height. An example of camera pose generation using this last 

strategy can be seen in Figure 5. 

Once all the camera positions are calculated based on the chosen 

strategy, there is a phase in which the error of each ellipsoid on 

the UT is calculated and compared to a user-selected threshold 

value, that defines the maximum admissible error for that 

measurement. This whole process is performed inside an outer 

loop where the random positions of auxiliary elements are 

recomputed until the above-mentioned threshold constraint is 

verified. When the maximum error falls within the selected 

threshold, the positions of the auxiliary elements, along with the 

camera poses, are saved and exported to be passed to the VR 

system. The duration of the simulation varies depending on 

several factors, including the size of the mesh and the number of 

available surfaces, the maximum number of auxiliary 

components to be positioned on the piece, the number of 

attempted runs of the simulation and the number of cores of the 

machine on which it is performed. 

 

 

 

Figure 4. A top-view schema of the three implemented 

strategies: spherical (a), ellipsoidal (b), and buffer (c). 

 

2.2 Montecarlo approach using Least Square Simulation 

One of the main issues highlighted by end-user partners who 

provided feedback and who had already tested the VSET system, 

was the methodology for positioning the auxiliary components, 

which was done randomly, and their distribution on the object 

greatly affected uncertainty. For this reason, a system design has 

been developed to assist the end-user, which includes the 

estimation of the best locations for the auxiliary elements 

(coordinate system bar, scale bars, dome-shaped components), as 

well as the number and poses of the images. In fact, another 

problem they encountered was that beyond a certain number of 

photos the system started slowing down in processing and 

calculation due to a bottleneck in the system. 

in the paper is to maximize the result (i.e. minimize the error of 

the ellipsoids) by reducing the number of images necessary to 

achieve the desired accuracy. These parameters are defined based 

on the accuracy and precision requirements of the TACCO 
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system (a minimum admissible semiaxis of error ellipsoid adm), 

fixed by the user to develop the specific industrial application to 

reduce the number of components and required images. 

 

 

 
Figure 5. An example of camera pose generation using the 

Buffer Acquisition strategy. 

Therefore, another of the objectives of the methodology proposed  

To solve this complex problem, a Monte Carlo approach has been 

proposed, which will be deeply explained in a following detailed 

contribution. The optimal solution can be found by minimizing a 

cost function that summarizes numerous analytical parameters 

connected with the requirement of the measurement system. 

 

2.3 Least square simulation of bundle block adjustment 

In the design phase of the measurement system, there are no 

available measures; then it is not possible to use real data: we thus 

need to develop a solution without real measurement, using a 

simulation approach. The algorithm used to obtain 

photogrammetric measures is the bundle block adjustment, 

which can be simulated (as all the least square adjustment 

problems) without the need for actual measurement by choosing: 

• a correct definition of reference system and other constraints 

(location of reference system bar and scale bars); 

• a real proposition of photogrammetric measurements 

according to the specific application (3D model of the raw 

component, uncoded targets, igloos, characteristics of the 

digital camera of the TACCO system); 

• a realistic hypothesis on the average measurement precision. 

This parameter is defined "a priori" before the adjustment 

as the standard deviation of measures and constraints: 

precision of scale bar length SB = 0.1 mm, precision of 

coordinates of reference system bar RS = 0.05 mm, 

precision of measured image coordinates I = p*dpixel (a 

fraction of the pixel size p = 0.2-1 pixel), "a priori" precision 

of unit weight 0 = 1 mm.  

Under the hypothesis that there are no measures with blunders or 

outliers, it is possible to assume that the “a priori" deviation is a 

good approximation of the “a posteriori" one: this consideration 

makes it possible to simulate the solution of the LSM adjustment 

from the point of view of precision estimation. 

Supposing the analytical model of collinearity equations, the 

characteristics of a digital camera, such as the focal length, pixel 

size and sensor size, the geometry of the measurement systems 

with the location of coordinate system bar, scale bars, igloos and 

uncoded points and the location and rotation of images (randomly 

defined in Monte Carlo approach), it is possible to compile the 

design matrix A (also known as coefficient matrix, model matrix 

or regressor matrix) of the simulated least squares method (LSM) 

of photogrammetric bundle block adjustment: 

 

𝐀𝐗 = 𝐓 + 𝐯                                     (1) 

where T is the column vector of the measures (known terms), X 

is the column vector of unknowns, and v is the column vector of 

residuals. 

Without real measures, it is not possible to evaluate the known 

term T and solve the LSM, but the normal matrix N = ATPA can 

be calculated using the weight matrix P (according to the “a 

priori” precisions of measures). 

The inverse normal matrix N-1 is estimated using the Monroe-

Penrose pseudo-inverse (Monroe, 1920, Penrose, 1955)  based on 

singular value decomposition (SVD) to prevent ill-conditioned 

problems of the equation system. 

The hypothesis of "a priori" 0
2 permits the estimation of 

covariance matrix of unknowns:   
 

 

𝐂𝐱𝐱 = σ0
𝟐𝐍−𝟏 =

|
|

… … … … …
… 𝜎𝑋𝑖

2 𝜎𝑋𝑖𝑌𝑖
𝜎𝑋𝑖𝑍𝑖

…

… … 𝜎𝑌𝑖

2 𝜎𝑌𝑖𝑍𝑖
…

… … … 𝜎𝑍𝑖

2 …

𝑠𝑖𝑚𝑚 … … … …

|
|
         (2) 

 

 

In a photogrammetric bundle block adjustment, a part of the 

solution is a set of 3D coordinates of uncoded targets where the 

TACCO system needs to guarantee the correct precision, then in 

the covariance matrix, the relative position contains 

variance/covariance values on these i-th 3D uncoded points 

(highlighted in the red block in the previous equation).  The 

eigenvalues and eigenvectors of this sub-covariance matrix are 

then used to calculate the size, shape and orientation of the 3D 

error ellipsoid representing the precision of the estimated 3D 

coordinates 𝐏𝐢 = (𝑋𝑖 , 𝑌𝑖 , 𝑍𝑖)𝑇 of i-th uncoded point. Rigorously, 

the error ellipsoid represents an iso-surface of the 3D Gaussian 

distribution, and allows the visualization of a 3D confidence 

interval with a specific level of confidence: generally, a 

confidence level of 95% is used, then in this case, the error ellipse 

defines the region that contains the 95% of all possible points that 

can be drawn from the underlying Gaussian distribution. 

The cost function is defined using the max semiaxis of the 

obtained ellipsoids of uncoded targets (max) which is selected 

and stored for guiding the Montecarlo iterative solutions, 

searching the minimum value: 

 

min(|𝜆𝑚𝑎𝑥 − 𝜆𝑎𝑑𝑚|)                               (3) 

 

Using the previously defined matrixes, the redundancy matrix R 

can be determined using: 

 

𝐑 = 𝐈 − 𝐀𝐍−𝟏𝐀𝐓𝐏                               (4) 

 

In the main diagonal, the redundancy matrix contains the values 

of the local redundancy of each measure. This local redundancy 

ri for the i-th measure is limited in the range [0, 1] and explains 

how is the influence of the i-th measure in the whole LSM 

adjustment. 

The redundant matrix is estimated to prevent solution with too 

small redundancy with small value of semiaxis of error ellipsoids. 

With this simulation, it is possible to design the whole system, 

allowing for the definition of an optimized cost function without 

any actual measurement.  

 

2.4 Procedure based on design orders 

To do so, a sequential workflow has been defined, inspired by the 

level order design of the geodetic network using least square 

simulation, where each step fixes a part of the final design: 
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• the zero order design (ZOD) permits to define the best 

location of reference system bar, located in the part of 

surface of raw component close to the centroid. At the end 

of this step, the location of reference system bar is fixed; 

• the first order design (FOD) is devoted to the definition of 

number and location of scale bars and igloos, starting from 

an hypothesis of image poses with high values of horizontal 

(80%)  and vertical (60%) overlapping. The procedure 

chooses the best solution according to the cost function (3); 

• the second order design (SOD) is applied with different 

image pose schema (previous Figure 5) varying horizontal 

(60-80%)  and vertical (40-60%) overlapping to simplify the 

photogrammetric block. 

 

Within the simulation, all the intrinsic parameters of the camera 

that will be later involved in the actual measurements are defined. 

Each target available in the scenario (uncoded targets, CSR, 

extremes of scale bars, and dome-shaped auxiliary elements) is 

checked in each image whether it is “included and visible”, and 

two equations are written for each point. Figure 6 shows an 

example of an optimal solution in which the errors computed on 

the ellipsoids are really small, with a magnification scale of 1000. 

 

 
Figure 6. Example of an optimal solution and error ellipsoid 

around an uncoded target with a magnification scale (yellow). 

2.5 Final solution implementation in an AR viewer for user 

guidance 

To assist inexperienced operators in acquiring images with the 

correct camera pose, a system has been devised to guide them 

toward suitable positions virtually. After evaluating different 

strategies between mobile phone apps and Augmented Reality 

devices, the latter one has been chosen, for which the most 

popular off-the-shelf and commercial AR viewers have been 

analysed, ultimately identifying in PICO 4 (Figure 7) the solution 

for the TACCO project, being cost-effective compared to others 

while at the same time providing the best resolution as can be 

seen in Table 1. 

 

 Resolution 

Refresh 

rate 

(Hz) 

FOV Storage 
Price 

(*) 

Meta 

Quest 

2 

1832x1920 60/72/90 97° 
128/256 

GB 

400 € 

450 € 

PICO 

4 
2160x2160 72/90 105° 

8 GB + 

128/256 

GB 

380 € 

430 € 

Vive 

XR 

Elite 

1920x1920 90 110° 

12 GB 

+ 128 

GB 

1.100 

€ 

Table 1. Specifications of the main available VR solutions 

(*) Prices updated to May 2023. 

With this device, the operator can visualize at the same time the 

real world with the manufactured piece and the virtual models 

coming from the simulation jointly with the best auxiliary 

elements location and camera poses for the TACCO System 

acquisition process. Three STL files generated from the 

simulation are needed: one that defines the geometry of the object 

to be machined, the TACCO system auxiliary components (cross 

reference system, scale bars, and dome-shaped elements) best 

positioned on the object, and finally, the well-determined camera 

poses around the object. 

 

 
Figure 7. PICO 4 AR System 

Among the different applications available, a free-to-use app 

whose primary purpose is digital 3D drawing called Gravity 

Sketch has been chosen. It offers many valuable tools, such as 

measuring, dividing elements into layers, and managing each 

element aspect by tuning its colour, transparency, and visibility. 

Most importantly, it allows the user to seamlessly switch from 

the VR environment of a white canvas with the STL models to 

an AR environment, perfectly combining the real and the virtual 

model. In the proposed workflow, once the models are exported 

from MATLAB and uploaded into the AR device via PC through 

the app managing site, the user can freely adjust the appearance 

and visibility of every element for each layer.  

The virtual model (Figure 8) can be roto-translated until it 

perfectly overlaps its real-world counterpart. The object model 

can then be turned off, allowing the operator to precisely place 

the auxiliary elements on the object and acquire the correct 

camera poses, depicted as spheres from where to capture each 

image. 

 

 
Figure 8. Virtual model of the component to be machined (light 

blue), auxiliary elements (red), and camera poses (green). 

Another interesting possibility to help the operator capture photos 

from the correct perspective is to show the user in the VR 

environment, at each camera pose, a synthetic image 

corresponding to the correct viewpoint from which to take the 

photo. These images are generated at the end of the simulation 

using some MATLAB toolboxes that let you create a synthetic 

environment in Unreal Engine in which you can place each model 

and auxiliary component with its real texture and simulate the 

acquisition phase. An example of a synthetic image created with 

this method is shown in Figure 9. 
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Figure 9. Example of synthetic image generated in Unreal 

Engine. 

3. First result and validation  

The proposed methodology was applied to simple blocks of 

various sizes to verify the applicability of the TACCO system in 

different scenarios. 

For each case, a set of 100 simulations was realized, defining the 

values summarized in Table 1, and highlighting the following 

results: 

• the minimum number of scale bars for a good solution is 4, 

also for relatively small objects; 

• with 5-6 scale bars, the simulation shows that the TACCO 

system can solve the problem for large raw components (< 

30 m) with a precision (95 %) of 0.3 mm, equivalent to about 

1:90000; 

• the solutions are not heavily influenced by the number of 

igloos that can change from 5 to 15 without significative 

impacts; 

• the number of images grows for large sizes of raw 

components to guarantee a high level of precision; 

• with the implemented schema of the photogrammetric block 

(buffer, spherical, ellipsoidal), the local redundancy of the 

UT is usually greater than 0.5 with mean values of 0.8: the 

solution estimated is not affected by poor redundancy in UT 

coordinates estimation; 

• the multiplicity is always high, varying in the range of 15-

25, with a mean value of 20: the solutions are controllable 

and reliable; 

• good results are obtained with distances from objects and 

images in the 4-8 m range. 

 

Block 

dimensions 

X,Y,Z 

[m] 

N. of 

scale 

bars 

N. of 

Igloos 

N. of 

images 

Max 

Semiaxis 

(95%) 

[mm] 

Mean 

Red. 

UT 

3x2x1 4 5-10 35-65 0.19 0.82 

5x3x1.5 4 5-10 37-78 0.23 0.75 

10x4x2 4 6-12 43-88 0.26 0.82 

20x5x2 5 6-12 52-130 0.29 0.85 

30x10x2 6 7-15 63-160 0.33 0.91 

Table 1. Summary of first results. 

To verify the goodness of the above-mentioned methodology, a 

comparison of the estimated precision has been done using the 

Fraser empirical formulas: 

 

𝜎𝑋𝑌𝑍 =
𝑞𝐷

𝑐√𝑘
𝜎𝑖                                       (5) 

where: 

• k is the mean number of images with the same point 

(multiplicity). 

• q is the shape factor (0.4-0.8), which describes the goodness 

of the configuration of spatial resection between images and 

is generally connected with the angles between intersecting 

homologous rays; 

• D is the mean distance between images and points; 

• c is the focal length; 

• 𝜎𝑖 is the precision of the measured image coordinates, 0.5 

pixel size in this case. 

 

The solution is simulated using the intrinsic parameters of the 

digital camera: Nikon Z6 II, 24.3 MP,  6048x4024 pixels, pixel 

size of 5.94 μm, lens Nikkor Z 35mm.  In Table , it is shown that 

the estimated precision is comparable to the one evaluated with 

the empirical formula of Fraser, confirming the goodness of the 

simulations. 

 

K q 4 8 D [m] 
  

111 222 D/c 

20 0.4 0.17 0.34 mm 

20 0.6 0.25 0.51 mm 

20 0.8 0.34 0.68 mm 

Table 2. The estimated σXYZ using the Fraser formula and the 

camera Nikon Z6 II, lens Nikkor Z 35mm. 

The proposed methodology will be improved, tested, and 

validated using a precise and accurate laser tracker: the Leica 

Absolute Tracker AT403 (Figure 11), capable of continuous 

measurements and reflector tracking features. It is used in 

industrial settings for large-scale metrology and quality control. 

The AT403 boasts a maximum measurement range of 320 

meters, with an accuracy of up to 10 microns, thanks to its 

advanced Absolute Interferometer technology. It can operate in 

various environmental conditions, such as extreme temperatures 

and vibration, without affecting the accuracy of the 

measurements.  

 

 
Figure 10.  The Leica Absolute Tracker AT403 

 

Validation will be carried out using a laser tracker as the ground 

truth measuring instrument to assess the goodness of the 

simulation in two different scenarios. For medium-sized objects 

(between 5 and 15 meters of linear length), the validation phase 

will be carried out by using a car since it satisfies different aspects 
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for the validation phase of the TACCO project: magnetic external 

elements can be firmly positioned on it with ease, it can be freely 

moved in an open environment, and virtual models can easily be 

found online. For bigger-sized objects (from 15 to 30 meters in 

dimensions), the tests will be carried out in one of the partner's 

facilities since similar-sized objects are already available, as well 

as a laser tracker.  

 

SPECIFICATIONS 

Accuracy (Absolute 

Distance Performance) 
± 10 μm (± 0.00039”) 

Accuracy (Absolute 

Angular Performance) 
± 15 μm + 6 μm/m 

Operating temperature -15˚C to +45˚C 

Laser Safety 

Class 2 Laser Product in 

accordance with the IEC 60825-

1 Second Edition (2014-05) 

Range Up to 320 m 

Figure 11. Leica Absolute Tracker AT403 and its specifications. 

 

4. Conclusions 

The methodology devised in the TACCO Project aims towards 

the relative accuracy of 1:100.000 while simultaneously creating 

a relatively low-cost and easy-to-use system for untrained 

operators to position the elements around the object to be 

machined and acquire images through a collaborative approach. 

The simulations carried out so far showed that using the level 

order design, it is possible to reach a very high level of accuracy, 

and once validated with actual measurements using laser 

trackers, a new milestone in close-range photogrammetry for 

industrial metrology could be set. 
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