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A B S T R A C T

Anthropomorphism of artificial systems is a key enabling factor to ensure effective and compelling human–
machine interactions in different domains, including immersive extended reality environments and cobotics
applications. Among the different aspects that anthropomorphism refers to, the generation of human-like
motions plays a crucial role. To this aim, optimization-based techniques, whose functional cost is devised
from neuroscientific findings, or learning-based approaches have been proposed in literature. However, these
methods come with limitations, e.g., limited motion variability or the need for high dimensional datasets. In
previous works of our group, we proposed to exploit functional Principal Component Analysis (fPCA) of human
upper limb movements, to extract principal motion modes in the joint domain and use them to directly embed
the human-like behaviour in the planning algorithm. However, this approach faces with translational issues
related to the computational burden and to the application to kinematic structures different from the one
used to describe human movements. To overcome this problem, we propose a general framework to generate
human-like motion directly in the Cartesian domain by exploiting fPCA. This solution permits to perform
obstacle avoidance with low computational time and it can be applied to any kinematic chain. To prove the
effectiveness of our approach, we tested it against a state-of-the-art human-like planning algorithm both in
terms of the accuracy of target reaching and human-likeness features of the generated movement.
1. Introduction

Human-likeness (HL) is a key characteristic for artificial systems
designed for a safe, effective and trustworthy human–machine inter-
action, e.g. with humanoid robots or virtual avatars (Bartneck, Kulić,
Croft, & Zoghbi, 2009; Riek, Rabinowitch, Chakrabarti, & Robinson,
2009). HL is a broad term which encompasses several characteristics
of the system, such as its design, appearance and motion (Rothstein,
Kounios, Ayaz, & de Visser, 2021). While much has been done to in-
crease the realism of body design, with a large spread of hyper-realistic
humanoids (Cominelli, Hoegen, & De Rossi, 2021; Glas, Minato, Ishi,
Kawahara, & Ishiguro, 2016; Hanson, 2023), the motion of these sys-
tems is far from the naturalness of human movements. The problem of
generating Human-Like movements is still under-explored, albeit rep-
resenting a key aspect for the realism, acceptability and predictability
of human–machine interaction (Abubshait & Wiese, 2017; Duffy, 2003;
Fong, Nourbakhsh, & Dautenhahn, 2003; Zanchettin, Bascetta, & Rocco,
2013).

Human motion has different key features which make it peculiar
with respect to movements generated by classical planning algorithms.

∗ Corresponding author.
E-mail address: marco.baracca@phd.unipi.it (M. Baracca).

For example, in Grimme, Lipinski, and Schöner (2012) the authors
analysed human hand motion in 3D space during reaching tasks, with
and without obstacles, finding that the movement paths are largely
planar. In Lacquaniti, Terzuolo, and Viviani (1983), the authors found
that there is a relation between the curvature of a path and the velocity
at which humans have to follow it. In Flash and Hogan (1985) the
authors observed that humans tend to minimize jerk during movement
execution.

Many researchers proposed strategies for generating Human-Like
movements in different applications (Gulletta, Erlhagen, & Bicho, 2020;
Nguiadem, Raison, & Achiche, 2020). One of the most popular solutions
to achieve HL is to formalize an optimization problem whose functional
cost is devised from neuroscientific observations. For example, in Pi-
azzi and Visioli (2000) the authors developed an optimization-based
framework to generate minimum-jerk trajectories building on Flash
and Hogan (1985), while Klein Breteler, Gielen, and Meulenbroek
(2001) exploited the minimization of the torque-change following the
model proposed in Uno, Kawato, and Suzuki (1989). However, such
optimization approaches usually build upon hypotheses on motion
vailable online 7 May 2024
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generation, which can reduce the variability of the planned movement
(and, sometimes also lack experimental support (Miossec & Kheddar,
2009)). To cope with this problem, an interesting approach was the one
proposed in Rosenbaum, Meulenbroek, Vaughan, and Jansen (2001)
where the authors proposed a model of motion planning based on
constraint hierarchy instead of optimizing some cost functions. In this
way, the model focuses more on satisfying the constraints related to
the desired task (e.g. final target arm posture, obstacle avoidance, etc.)
instead of minimizing a predefined cost index.

Another possible approach to generate Human-Like movements ex-
ploits learning and data-driven methods. This is a solution used very
often in the field of animations and computer graphics where, after
an extensive campaign of data recording via motion capture systems,
the recorded datasets are used to train neural networks to animate the
avatars (Kwiatkowski et al., 2022; Mourot, Hoyet, Le Clerc, Schnitzler,
& Hellier, 2022; Yin, Yin, Kragic, & Björkman, 2021). For example,
in Mordatch, Lowrey, Andrew, Popovic, and Todorov (2015) the au-
thors used a recurrent neural network to act as a near-optimal feedback
controller generating stable and realistic behaviour. Another example
is Rebol, Gütl, and Pietroszek (2021), where the authors used Gen-
erative Adversarial Neural Networks for synthesizing gestures directly
from speech. Some of these approaches are also applied in robotic ap-
plications for the generation of human-like movements with humanoid
robots (Schulz, Torresen, & Herstad, 2019). However, the common
limitation of learning-based methods is related to the need for reliable
datasets, whose dimensionality can be significant.

An interesting approach that lies in between model and learning-
based solutions exploits Dynamic Movement Primitives (DMP) (Schaal,
2006). The idea is to use a dynamical system with convenient stability
properties and modulate it with nonlinear terms such that it achieves
a desired attractor behaviour. One of the strengths of this framework
is the low number of demonstrations required to handle different
situations (Lentini, Grioli, Catalano, & Bicchi, 2020). This approach has
been extensively studied and used in literature (Saveriano, Abu-Dakka,
Kramberger, & Peternel, 2023). One problem that this method has to
deal with is related to obstacle avoidance. The solution presented in
several papers is to add a second nonlinear term to guide the evolution
of the dynamical system around obstacles. There are two ways to
compute this term: (1) through potential fields to repulse the system
from the obstacles (Ginesi, Meli, Roberti, Sansonetto, & Fiorini, 2021;
Ijspeert, Nakanishi, Hoffmann, Pastor, & Schaal, 2013); (2) through
neural networks learning the coupling term from a set of examples (Rai,
Sutanto, Schaal, & Meier, 2017; Sutanto, Su, Schaal, & Meier, 2018).
These approaches permit to handle also time-varying environments
given the negligible computational time required to compute this term.
However, the selection of the specific potential field could influence the
behaviour of the trajectory, which could lose its desired characteristics,
while implementing learning-based techniques could require a large
number of examples to generalize for a wide range of obstacle setups.

A possible solution to design an efficient Human-Like motion plan-
ning framework, overcoming the aforementioned issues, is to directly
embed main human motion characteristics in the algorithmic structure.
Many works in the literature addressed the analysis of human motion
to extract movement patterns and obtain a reduced yet meaningful
characterization of human kinematics (Santello et al., 2016). Regarding
the upper limb motion, in Averta et al. (2017) we exploited func-
tional Principal Component Analysis (fPCA) to identify a geometrical
basis of mathematical functions whose elements can be combined to
reconstruct the overall trajectory. These basis elements were also used
to develop a planning algorithm in the joint space domain, which
intrinsically embeds HL in the generated motion (Averta, Della Santina,
Valenza, Bicchi and Bianchi, 2020). This planner, however, is strictly
related to the kinematic description used to acquire human upper
limb data, and a mapping strategy is needed to generalize the plan-
ning outcomes to manipulators with different kinematic structures.
2

A solution to the latter problem was proposed in Averta, Caporale,
Della Santina, Bicchi and Bianchi (2020), where Cartesian impedance
control was used to implement fPCA-based planning with manipulators
with redundant anthropomorphic kinematic architectures — although
dissimilar with respect to the human model used for functional mode
extraction. However, these approaches in the joint space are associated
with non-negligible computational time: for example, while obstacle-
free planning can be solved in a closed form, devising a trajectory in
presence of obstacles requires solving an optimization problem, which
can require up to several seconds.

To address both the problem of mapping and the reduction of the
computational time, we propose a novel planning algorithm able to
compute Human-Like trajectories of artificial upper limb/arm directly
in the Cartesian domain. To this aim, we built upon the results we
presented in Baracca et al. (2022), where we showed that a geo-
metrical representation of the human end-effector trajectory in terms
of functional elements still holds in the Cartesian space, confirming
the outcomes reported in Averta et al. (2017) at the joint level. This
approach permits to obtain a reference trajectory with an intrinsic
Human-Like behaviour which can be applied to any kinematic chain
used for describing an artificial manipulator in a lower time than the
previous approach developed in the joint domain (less than 7 ms on
average).

The paper is organized as follows: we first give a brief introduction
to fPCA and we describe how the planning algorithm is structured;
then we test the proposed method in different scenarios comparing
the computed trajectories with the ones obtained via DMP; and in the
end, we discuss our outcomes together with the possible application
scenarios and future developments.

2. Methods

2.1. Functional Principal Component Analysis (fPCA)

Functional Principal Component Analysis (fPCA) is a statistical
method to identify a geometrical basis of functions whose elements can
be combined to reconstruct time series. In this section, we will provide
a brief introduction to the underpinning theory and its application
– without loss of generality – to the description of hand trajectories
(i.e. the trajectories of the end-effector of the upper limb kinematic
chain), while referring the interested reader to Ramsay, Hooker, and
Graves (2009) for more details. Given a dataset of hand motions,
the generic motion 𝑥(𝑡) can be represented as a weighted sum of a
et of basis functions 𝑆𝑖(𝑡), or functional Principal Components (fPCs)
xtracted from the dataset, that is:

(𝑡) ≃ �̄� + 𝑆0(𝑡) +
𝑠𝑚𝑎𝑥
∑

𝑖=1
𝛼𝑖◦𝑆𝑖(𝑡) (1)

here �̄� is the average pose of the hand, 𝑆0(𝑡) is the average trajectory
cross all the trajectories in the dataset, 𝛼𝑖 is a vector of weights, 𝑠𝑚𝑎𝑥 is
he number of basis elements, 𝑆𝑖(𝑡) is the 𝑖th basis element, the symbol
represents the Hadamard product (i.e. the element-wise product) and
∈ [0, 1] is the normalized time axis.

The first element of the functional basis or first fPC can be computed
rom the 𝑅 motions of the dataset as:

ax
𝑆1

𝑅
∑

𝑗=1

(

∫ 𝑆1(𝑡)𝑥𝑗 (𝑡)𝑑𝑡
)2

(2)

ubject to

𝑆1(𝑡)‖22 = 1 (3)

he other components 𝑆𝑖(𝑡) can be computed as:

ax
𝑆

𝑅
∑

(

∫ 𝑆𝑖(𝑡)𝑥𝑗 (𝑡)𝑑𝑡
)2

(4)

𝑖 𝑗=1
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subject to

‖𝑆𝑖(𝑡)‖22 = 1 (5)

𝑡𝑒𝑛𝑑

0
𝑆𝑖(𝑡)𝑆𝑘(𝑡)𝑑𝑡 = 0,∀𝑘 ∈ {1,… , 𝑖 − 1} (6)

n this manner, we can identify a basis of functional elements, ordered
n terms of the explained variance that each element accounts for.

For our purpose, to obtain a general representation of the human
and motion, we used the dataset proposed in Averta et al. (2021), con-
aining the recording of 30 different activities of daily living performed
y 30 different subjects belonging to three main classes of actions:
ransitive, Intransitive and Tool-mediated, which were assumed to be
epresentative of the human example (Averta et al., 2017). However,
n Baracca et al. (2022), we recomputed fPCA independently for each
articipant (90 trajectories for each participant) showing that, with
he same set of tasks, a stable functional representation in terms of
he shape of the fPCs can be extracted from a reduced dataset (90
ovements) even if it contains heterogeneous tasks. This is possible

hanks to the structure of fPCA, which allows us to handle datasets
ontaining time series that are very different from each other without
equiring a large number of examples. Instead learning-based methods,
o generalize on more variable patterns, require higher dimensionality
f the datasets. For example, in He et al. (2021), the authors recorded,
rom 10 different subjects, a total of 400 trials taking into account only

different reaching movements (similar to the ones that, in our clas-
ification, belong to the Intransitive movements). Deep learning based
olutions are notably even more data-hungry. To provide an example,
ecent generative based solutions require thousands of independent
otion examples replicated on tenths of different characters (Raab

t al., 2023).

.2. Planning algorithm

The fPCs extracted from a dataset that can be considered repre-
entative of the most common upper limb movements can be used to
lan trajectories that intrinsically embed HL. In the following section,
e provide a formalization of the planning problem starting with the
o-obstacle case, and then we extend the approach to deal with the
resence of an arbitrary number of fixed obstacles. Of note, fPCA is
erformed for each Degree of Freedom (DoF) separately that, in our
ase, are the Cartesian position and orientation of the hand with respect
o the centre of the chest. In the following, we report the equations for
single DoF of the end effector, while the extension to multiple DoFs

e.g. the six DoFs describing the pose of the end effector) is trivial.
The reconstruction of the single DoF trajectory can be attained as:

(𝑡) ≃ �̄� + 𝑆0(𝑡) +
𝑠𝑚𝑎𝑥
∑

𝑖=1
𝛼𝑖𝑆𝑖(𝑡) (7)

o find the coefficients �̄� and 𝛼𝑖 given a set of constraints to be satisfied
e can define an equation system to obtain the desired trajectory to be
lanned. For example, setting the initial and final position, velocity and
cceleration, the following equation system is defined:

1 𝑆1(𝑡0) … 𝑆5(𝑡0)
1 𝑆1(𝑡𝑓 ) … 𝑆5(𝑡𝑓 )
0 �̇�1(𝑡0) … �̇�5(𝑡0)
0 �̇�1(𝑡𝑓 ) … �̇�5(𝑡𝑓 )
0 �̈�1(𝑡0) … �̈�5(𝑡0)
0 �̈�1(𝑡𝑓 ) … �̈�5(𝑡𝑓 )

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

�̄�
𝛼1
𝛼2
𝛼3
𝛼4
𝛼5

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑥(𝑡0) − 𝑆0(𝑡0)
𝑥(𝑡𝑓 ) − 𝑆0(𝑡𝑓 )
�̇�(𝑡0) − �̇�0(𝑡0)
�̇�(𝑡𝑓 ) − �̇�0(𝑡𝑓 )
�̈�(𝑡0) − �̈�0(𝑡0)
�̈�(𝑡𝑓 ) − �̈�0(𝑡𝑓 )

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(8)

by solving the system we can obtain the desired planned trajectory

𝑥(𝑡) = �̄� + 𝑆0(𝑡) +
5
∑

𝑖=1
𝛼𝑖𝑆𝑖(𝑡) (9)

In the presence of obstacles, instead of numerical optimization, it is
3

possible to define a set of via points (e.g. points defined in the trajectory
omain through which the trajectory itself has to go (Vaughan, Rosen-
aum, & Meulenbroek, 2001)) and build a similar extended system of
quations to solve the problem in a closed form. In a nutshell, the idea is
o plan the trajectory in pieces between two successive points, ensuring
ontinuity at the junction point. This strategy moves the problem of
ollision avoidance to the selection of the best via points to guide
he trajectory around the obstacles. The optimal via point guarantees
ollision avoidance with a minimum path length. To find it, we can
se a sampling-based algorithm that selects a set of possible points
that ensure obstacle avoidance) inside the workspace and then identify
he one with the minimum path length. This approach exploits the
ow computational load in generating a single trajectory to perform

random sampling in space to find the best solution in a short time.
or our purpose, the velocity and acceleration values have to be set in
he via point as constraints to solve the equation system. Without loss
f generality, we set the velocity as the mean velocity to go from the
nitial to the final target point, while we decide to pass the via point
ith an acceleration equal to zero. The implementation of the proposed
lgorithm in MATLAB can be found at the following repository1

. Simulation framework

To evaluate the performance of our approach we tested it in simu-
ation against a classical DMP approach. We have chosen this type of
lanner as a comparison for testing our method because it is placed
n the middle between optimization-based techniques (usually compu-
ationally expensive) and learning-based techniques (that are faster to
ompute a solution but greedier in terms of data required for training
nd generalization). Briefly, a DMP for a single DoF trajectory 𝑦 of a
iscrete movement (point-to-point) is defined by the following set of
onlinear differential equation

𝜏�̇� = 𝐾(𝑔 − 𝑦) −𝐷𝑧 + (𝑔 − 𝑦0)𝑓 (𝑥)

𝜏�̇� = 𝑧

�̇� = −𝛼𝑥

(10)

here 𝑥 is the phase variable and 𝑧 is an auxiliary variable. Parameters
and 𝐷 are respectively the spring and the damping terms which

efine the behaviour of the second-order system described by in (10).
ith the choice 𝜏 > 0, 𝐷 = 2

√

𝐾 and 𝛼 > 0 the convergence of the
underlying dynamic system to a unique attractor point at 𝑦 = 𝑔, 𝑧 = 0
is ensured. The forcing term 𝑓 (𝑥) is defined as a linear combination
of 𝑁 nonlinear basis functions, which enables the robot to follow any
smooth trajectory from the initial position 𝑦0 to the final configuration
𝑔

𝑓 (𝑥) =
∑𝑁

𝑖=1 𝑤𝑖𝛷𝑖(𝑥)
∑𝑁

𝑖=1 𝛷𝑖(𝑥)
𝑥 (11)

sually, the classical implementation of DMP uses for the forcing term a
asis of Gaussian functions (Ijspeert et al., 2013). However, as discussed
n Ginesi, Sansonetto and Fiorini (2021), there are also other types
f basis functions that could be used, such as the mollifiers-like basis
unctions given by:

𝑖(𝑥) =

⎧

⎪

⎨

⎪

⎩

exp
(

− 1
1−𝑟(𝑥)2

)

, if 𝑟 < 1

0, otherwise
(12)

ith 𝑟(𝑥) = |𝑎𝑖(𝑥 − 𝑐𝑖)|, where 𝑐𝑖 is the centre and 𝑎𝑖 is the width of the
unction. To select the suitable number of functions for implementing
MPs, we run a preliminary analysis with different cardinality of the
asis of function elements. We started with 50 elements (which was
tated as the usual maximum number of functions to be used in Ginesi,
ansonetto et al. (2021)) and we brought it down to 10 elements

1 https://github.com/Marco-Baracca/HL-motion-generation.git.

https://github.com/Marco-Baracca/HL-motion-generation.git


Control Engineering Practice 148 (2024) 105968M. Baracca et al.

w
r
r

s
𝑟
s
p

3

p
a
d
M

c

𝜏

w
e
g
e

a
w
T
i
p
a
c
e
o
t

𝜏

T

𝐹

w
a
i
T

𝜏

w
p
d
c

𝜏

w

l
s
5
h
o
s
a
s
o

evaluating the jerk and the tracking performances. We found that the
performance levels of all the tested setups were comparable. For our
purpose, we used 21 functions. This solution exhibited a slightly lower
level of jerk compared to the other cardinalities we tested. To learn the
weights for the forcing term, we considered human reaching motions
extracted from the same dataset we used to perform fPCA (Averta et al.,
2021) and we trained DMPs on one of these movements. For additional
details on the building of this subset of motions, we refer the reader to
Section 3.1.

To implement obstacle avoidance, we used the strategy presented
in Park, Hoffmann, Pastor, and Schaal (2008), where a dynamic poten-
tial field was used in combination with DMP to deviate the trajectory
around the obstacles. In this work, the repulsive field is defined as:

𝑈𝑑𝑦𝑛(𝑦, 𝑧) =

{

𝜆(− cos 𝜃)𝛽 ‖𝑧‖
𝑝(𝑦) ,

𝜋
2 < 𝜃 ≤ 𝜋

0, 0 ≤ 𝜃 ≤ 𝜋
2

(13)

here 𝜃 is the angle taken between the current velocity 𝑧 and the
elative position of the trajectory with respect to the obstacle (with
espect to the latter the distance is defined as 𝑝(𝑦), while 𝛽 is a scalar

coefficient). Mathematically, given the equation in (13), the potential
field generates a repulsion force only when the trajectory moves to-
wards the obstacle, while in all the other cases it does not influence
the evolution of the dynamic system.

The validation of the planning algorithm is composed by different
parts. First, given that our approach is based on sampling, we have
studied how the output of the algorithm is influenced by the number
of samples taken. After that, we move to the evaluation of the Human-
Likeness of the generated trajectory which is divided into three parts:
(1) comparison with a set of real reaching motions extracted by the
original dataset; (2) large-scale simulation with different sets of obsta-
cles; and (3) a reduced set of scenarios that reproduce some daily living
activities, where the trajectories produced by the two planners served
as references for the controllers of an anthropomorphic kinematic
chain. More details regarding the simulation scenarios are provided in
the following. All the validation is performed using MATLAB R2020b.

3.1. Comparison with real human motion

To evaluate the Human-Likeness of the proposed approach and
DMPs, we compared it with a set of recorded human motions to check
the similarity of the output of the planning algorithm with them. Given
that the algorithm is designed to compute a trajectory to reach a desired
position from an initial point, we extracted from the dataset proposed
in Averta et al. (2021) 180 human upper limb reaching movements
and compared the similarity of the generated path with respect to the
human example. More specifically, given that the original dataset does
not contain this type of movement, we extracted for 3 subjects the
30 intransitive motions performed (3 repetitions of 10 different tasks)
and we manually segmented the forward and the backward motion of
each trial. For each example movement contained in this subset, we
extracted the initial and the final point, which were then used as start
and goal positions for the planning algorithms.

3.2. Large scale obstacle avoidance simulation

Given that we do not have a dataset of real human motion per-
forming reaching motion in the presence of obstacles, we performed
this evaluation in simulation comparing the output of our planning
algorithm with respect to DMP. To do this, we generated a large
number of simulation settings, where each of them is defined in terms
of a starting point, an ending point and a set of spherical obstacles. We
have decided to use spherical obstacles due to the ease of verifying
the collision on this shape. However, this choice does not limit the
extension of this framework to any general obstacle shape (O’Rourke &
Badler, 1979). We defined 4 different types of possible scenarios and,
for each group, we generated 1000 different realizations of it. The 4
4

e

different classes are: (1) 5 spherical obstacles with 𝑟 = 0.1 m; (2) 1
ingle spherical obstacle with 𝑟 = 0.2 m; (3) 3 spherical obstacles with
= 0.1 m and (4) 3 spherical obstacles with 𝑟 = 0.2 m. All these

cenarios were generated randomly extracting starting points, target
oints and the centres of the obstacles.

.3. Dynamic arm simulation

The second part of the validation regards the application of the
lanner to daily living sample tasks and the usage of these trajectories
s a reference to control an anthropomorphic kinematic chain. The
ynamic of the arm was simulated using the ‘‘Robotics Toolbox for
ATLAB’’ developed by Peter Corke (Corke, 2007).

To follow the Cartesian reference, we implemented a Cartesian
omputed torque controller defined as:

= 𝐽𝑇𝑀𝑋 (𝜉𝑑 +𝐾𝑉
̇̃𝜉 +𝐾𝑃 𝜉) + ℎ(𝑞, �̇�) − 𝐽𝑇𝑀𝑋 �̇� �̇� (14)

here 𝜉𝑑 , ̇𝜉𝑑 and 𝜉𝑑 are Cartesian desired position, velocity and accel-
ration, 𝜉 = 𝜉 − 𝜉𝑑 , ̇̃𝜉 = �̇� − ̇𝜉𝑑 , 𝐽 is the Jacobian, 𝑀𝑋 is the Cartesian
eneralized mass and ℎ(𝑞, �̇�) is the term related to gravity and coriolis
ffects.

However, the most common kinematic representation of the human
rm has 7 DoFs (3 for the shoulder, 2 for the elbow and 2 for the
rist), while a Cartesian controller has only 6 independent inputs.
o solve the redundancy of the kinematic chain, a common solution

s to design additional controllers projected in the null space of the
rimary controller. In our case, we exploited this additional DoF to
void collision with the whole arm (while the planner guarantees
ollision avoidance only for the end-point trajectory) and to control the
levation of the elbow. For collision avoidance, we can generate a set
f repulsive forces that push away the arm from the obstacles and use
hem to control torque as:

𝑜𝑏𝑠 = 𝐽𝑇
𝑒𝑙𝑏𝐹𝑒𝑙𝑏 + 𝐽𝑇

𝑎𝑟𝑚𝐹𝑎𝑟𝑚 + 𝐽𝑇
𝑓𝑜𝑟𝑒𝑎𝑟𝑚𝐹𝑓𝑜𝑟𝑒𝑎𝑟𝑚 (15)

he single repulsive force applied on the link is generated as:

𝑖 =
𝜉𝑖 − 𝜉𝑜𝑏𝑠

‖𝜉𝑖 − 𝜉𝑜𝑏𝑠‖
⋅
1
𝑑𝑖

(16)

here 𝑑𝑖 is the distance between the 𝑖th point in the kinematic chain
nd the centre of the obstacle. Regarding elbow posture, we can simply
mplement a joint impedance controller to keep a desired static posture.
he control torque can be computed as:

𝑒𝑙𝑏 = −𝐾𝑣�̇� +𝐾𝑝(𝑞 − 𝑞) (17)

here 𝑞 is the desired arm posture. In our implementation, 𝑞 is com-
uted as mean posture when the participants were in the rest position
uring data recording in Averta et al. (2021). These two control actions
an be added to the main controller (14) as 𝜏𝑛𝑢𝑙𝑙:

𝑛𝑢𝑙𝑙 = 𝑃 (𝜏𝑜𝑏𝑠 + 𝜏𝑒𝑙𝑏) (18)

here 𝑃 = 𝐼 − 𝐽𝐽𝑇 is the Cartesian space null projector.
To perform these simulations, we selected 5 different tasks from the

ist of tasks contained in Averta et al. (2021) (Hitchhiking, Block out
un from own face, Stop gesture, Exultation and Self-feeding). These
tasks span most of the possible movement directions of the human

and. For each task, four different scenarios are simulated: (1) without
bstacles, (2) a single obstacle in the middle of the hand path, (3) a
ingle obstacle in the elbow proximity and (4) the previous 2 obstacles
t the same time. Furthermore, to avoid collision with any part of the
imulated hand, we set a clearance zone of 0.2 m from the surface
f the obstacles to take into account the volumetric occupancy of the
nd-effector.
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Fig. 1. Average computational time and failure rate for each scenario varying the
number of samples used by the planning algorithm to find a suitable trajectory.

4. Results

4.1. Sampling density evaluation

Since our planning strategy is based on sampling, the first step is to
evaluate how the number of samples used to find a possible trajectory
affects the behaviour of the algorithm both in terms of computational
time and characteristics of the trajectory returned. For this reason, we
considered the same scenario described in Section 3.2 and we tested
our algorithm using different numbers of samples, ranging from 10 to
104.

In terms of failure rate, the proposed algorithm achieved an overall
failure rate which ranges from 0.8% using 10 samples only, to 0.18%
using 104 samples. Regarding the computational time, it ranges from
0.848 ms using 10 samples to 46 ms using 104 samples. Merging these
two pieces of information we found that 103 represents the most ef-
fective trade-off to fulfil performance and computational requirements,
with an average computational time of 6.88 ms and a failure rate of
0.2%. In Fig. 1 the average computational time and failure rate are
computed for each scenario separately for different numbers of samples.
Of note, even if the computational time shown is low and suitable for
one-shot planning of relatively long trajectories, it is generally larger
compared to DMPs. In fact, while our approach has to compute the
entire trajectory in advance, DMP allows computing it in real time,
while the system is moving, making the latter more suitable for dealing
with unstructured environments, e.g. where obstacles move and the
trajectory must be recomputed at run time.
5

Table 1
Average RMS distance [m] between real human movement and the ones generated by
the proposed algorithm (fPC) and DMP.

fPC DMP

RMS distance 0.0306 ± 0.0194 0.0411 ± 0.0256

Table 2
Median of average jerk of the real movements, our approach (fPC) and DMP [m∕s3].

Real fPC DMP

0.1976 0.0884 1.1503

Then, we evaluated if the different sampling densities affect the
average jerk of the computed trajectory. To do this, we applied the
Kruskal–Wallis test (Kruskal & Wallis, 1952) to check if the average
jerk values obtained for each sampling density come from the same
distribution. We applied this test for each scenario separately and we
found that the number of samples used by the algorithm does not affect
the jerk of the computed trajectory.

4.2. Comparison with real human motion

The first index we considered is the similarity between the Cartesian
path of the human example movements and the ones produced by our
proposed approach and DMPs. To this aim, we computed the Root Mean
Square (RMS) distance between the real path and the one produced by
the two algorithms. In Table 1 the values of this metric are reported for
both our algorithm and DMP-based one, showing that they have similar
performances in generating a path similar to the ones done by humans.

Another metric is related to the jerk of the computed trajectories.
We computed the jerk for each trajectory contained in this subset and
compared it with the ones obtained by the two planning algorithms.
In Table 2 the median of the average jerk for each group is reported.
We can see that DMP returns trajectory with a higher level of jerk
with respect to our approach. We can also observe that real movements
tend to have a jerk slightly higher with respect to the one returned
by our approach. This can be explained by the fact that, given that
the data of the real movements comes from measurements which, also
after filtering, can contain residual noise that could amplify the level
of computed jerk.

4.3. Large scale obstacle avoidance simulation

To compare the two planning algorithms we used different metrics
to assess the effectiveness in reaching the target and the capability to
maintain the human-likeness of the computed trajectory.

The first step is to check the capability of the proposed approaches
to compute a trajectory which reaches the target in a given time. In
our comparison, the two algorithms are based on completely different
planning techniques that can have different problems in guaranteeing
the reaching of the goal. For example, our approach is based on via-
point sampling and, as shown in Section 4.1, it could be possible to not
find a suitable trajectory. On the other hand, DMP generates trajectories
exploiting a dynamic system and the convergence behaviour to the
target point could strongly depend on the obstacle configuration in the
scenario. To evaluate this aspect we have computed the distance from
the desired point at the final time. In Table 3 the mean values and their
relative standard deviation computed with respect to the five scenarios
are reported. We can observe from these results that the fPCA-based
planner can reach the target exactly at the desired time while DMP has
a variable error depending on the configuration of the obstacles.

After this first assessment, we can move to evaluate the HL of
the two algorithms. To do this we used the jerk of the trajectory.
We can observe from Table 4 that the fPC-based solution outperforms
consistently the DMP.



Control Engineering Practice 148 (2024) 105968M. Baracca et al.
Table 3
Final target error at desired final time [m].

fPC DMP

Scenario 1 2.12 ± 2.02 ⋅ 10−14 3.24 ± 5.42 ⋅ 10−2

Scenario 2 1.87 ± 1.75 ⋅ 10−14 0.80 ± 1.25 ⋅ 10−2

Scenario 3 1.87 ± 1.71 ⋅ 10−14 1.84 ± 3.24 ⋅ 10−2

Scenario 4 2.06 ± 1.98 ⋅ 10−14 2.30 ± 4.56 ⋅ 10−2

Table 4
Median of the mean jerk [m∕s3].

fPC DMP

Scenario 1 0.22 1.19
Scenario 2 0.21 1.59
Scenario 3 0.22 1.31
Scenario 4 0.26 1.28

Fig. 2. An example of trajectory computed by our algorithm in the presence of
obstacles. The starting point, the goal point and the viapoint are respectively drawn in
blue, red and black. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

Higher level of jerk (𝑝 < 0.01 Wilcoxon rank sum test) obtained by
the DMP planner is related to the specific structure of the planner itself.
In fact, the usage of a basis of function to learn the desired behaviour
as done in DMP produces a ripple in the velocity profile, which brings
to a higher level of jerk.

In Fig. 2 we have reported an example of a Cartesian trajectory
computed with our approach while in Fig. 3 its position and velocity
temporal evolutions are depicted. It is interesting to note that the
behaviour shown by our planner, in terms of velocity profiles, is similar
to the one reported in Flash and Hogan (1985).

4.4. Dynamics arm simulation

The second part of the validation involves also the dynamic of the
kinematic chain. The goal is to check if the properties found in the
previous analysis are also preserved by a manipulator which uses a
Cartesian controller to follow the computed trajectory as reference. A
snapshot of these simulations is reported in Figs. 4 and 5.

The first step, as done in the previous analysis, is to test the
capability of the two planners to compute a trajectory to reach the
target pose. Our planning algorithm is able to find a feasible trajectory
for each of the 20 scenarios taken into account. Instead, the DMP has a
final median error norm of 0.049 m. However, with this technique, there
are two scenarios (‘‘Hitchhiking’’ task with 2 obstacles and ‘‘Stop’’ task
with 2 obstacles) which have noticeable errors in reaching the final
pose (respectively 0.13 m and 0.48 m).

After that, we can evaluate the HL of the movement generated by
the planners themselves and the combination between the planning
algorithm and the controller. To quantify this property the main index
6

Fig. 3. Temporal evolution of the trajectory depicted in Fig. 2. In the first image, each
Cartesian direction is shown separately (in black the viapoint used by the planning
algorithm). In the second image, the plot of the velocity norm achieved by the
computed motion is depicted.

Table 5
Median of reference hand trajectory jerk.

Translation [m∕s3] Orientation [rad∕s3]

fPC 0.28 0.31
DMP 1.65 3.19

used in this work is the jerk of the motion produced. Given that
the end-effector trajectory has 6 DoFs, to keep the consistency of the
measurement units, we split the jerk analysis into two values, one for
the end-effector translation and one for the rotation. The first step is
to evaluate jerk for the reference trajectories computed by the two
algorithms. For each trajectory, the mean of the jerk norm of the
movement is computed. The results are reported in Table 5. We can
observe a significant difference between the jerk values produced by
the two methods. The statistical difference between the two planning
algorithms was tested with the Wilcoxon rank sum test which fails to
reject the null hypothesis with a 𝑝 < 0.01.

The same analysis was performed also on the actual simulated
arm motion to check if the control policy affects the smoothness of
the movement. In this case, we have evaluated both the Cartesian
performance (as done for the reference movements) and the joint
behaviour. For the joint domain, we have computed for each movement
the average jerk across all the seven joints of the kinematic chain. From
the results reported in Table 6, we can see that the proposed approach
performs better than the DMP. Also in this case the statistical difference
was tested using the Wilcoxon rank sum test and it fails to reject the
null hypothesis with a 𝑝 < 0.01.
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Fig. 4. Simulation of self-feeding task with two obstacles. The desired trajectory is depicted in green and the viapoint in purple. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
Fig. 5. Simulation of hitchhiking task with two obstacles. The desired trajectory is depicted in green and the viapoint in purple. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
Table 6
Median of real arm trajectory jerk.

Translation [m∕s3] Orientation [rad∕s3] Joint [rad∕s3]

fPC 0.32 0.97 0.78
DMP 1.87 5.77 3.00

5. Conclusion

To conclude, in this paper, we present a new approach to compute
Human-Like movement directly in the Cartesian domain. This algo-
rithm exploits fPCA to extract human motion principal features and it
directly embeds them in the trajectory without using optimization to
guarantee Human-Likeness. We compared our method with Dynamic
Motion Primitives and we tested for the effectiveness and the Human-
Likeness of the planners. We demonstrated that using as reference real
human motion, our approach shows a similar accuracy in terms of
Cartesian path and a lower level of jerk with respect to DMP. We also
showed that this lower level of jerk is maintained in the presence of
obstacles and performing dynamic simulation with a simulated arm. We
also tested the computational time required by our approach to provide
a complete characterization. We found that it needs 6.88 ms on average
to return a feasible trajectory.

In future developments, this planner will be implemented also in
real robotic manipulators to further test the adaptability of our ap-
proach to real scenarios. This step will open a new test phase where this
planning algorithm could be used in human–robot interaction scenarios
to study if Human-Like behaviour produced by the framework improves
the safety and the efficiency of this interaction. Other possible future
developments could be the exploitation of the low computational time
of the algorithm to perform dynamic tasks, such as the grasping of
moving objects, or in the case of unstructured scenarios where fast
replanning is required to avoid dangerous collisions. In the latter case, a
possible solution could be also the integration of the proposed planner
with a contact detection system (such as artificial skin (Luu, Nguyen,
Nguyen, et al., 2023) or proprioceptive information (Zurlo, Heitmann,
Morlock, & De Luca, 2023)). This type of framework would permit a
rapid reaction to the collision and perform a prompt replanning of the
trajectory exploiting the contact information.
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