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Abstract—Conventional route planning services typically offer the same routes to all drivers, focusing primarily on a few standardized factors such as travel distance or time, overlooking individual driver preferences. With the inception of autonomous vehicles expected in the coming years, where vehicles will rely on routes decided by such planners, there arises a need to incorporate the specific preferences of each driver, ensuring personalized navigation experiences. In this work, we propose a novel approach based on graph neural networks (GNNs) and deep reinforcement learning (DRL), aimed at customizing routes to suit individual preferences. By analyzing the historical trajectories of individual drivers, we classify their driving behavior and associate it with relevant road attributes as indicators of driver preferences. The GNN is capable of representing the road network as graph-structured data effectively, while DRL is capable of making decisions utilizing reward mechanisms to optimize route selection with factors such as travel costs, congestion level, and driver satisfaction. We evaluate our proposed GNN-based DRL framework using a real-world road network and demonstrate its ability to accommodate driver preferences, offering a range of route options tailored to individual drivers. The results indicate that our framework can select routes that accommodate driver’s preferences with up to a 17% improvement compared to a generic route planner, and reduce the travel time by 33% (afternoon) and 46% (evening) relatively to the shortest distance-based approach.

I. INTRODUCTION

Over the past few decades, the number of people migrating to urban areas has been on the rise, reaching now more than half of the world population and expected to double by 2050 [1]. To address the challenges posed by rapid urbanization, cities are employing technological solutions across multiple domains to ensure their effective operation. The adoption of technological solutions in the transport domain is collectively referred to as intelligent transportation systems (ITS). Cooperative ITS solutions [2], in particular, are becoming mainstream, with a focus on sharing information with other vehicles and road infrastructures to enable advanced vehicular applications. Specifically, such cooperative solutions foster the development of data-driven models wherein a driver can make informed decisions based on real-time traffic data to enhance road safety, traffic efficiency, and driving experiences [3]–[5].

Vehicle route planning is one such application that can benefit from utilizing information shared between vehicles and road infrastructures [6], [7]. Effective route planning can improve people’s lifestyles as they spend a substantial amount of time commuting, and also impact significantly relevant factors like people’s health, air quality, and fuel consumption [8], [9]. In addition to traffic efficiency, it is crucial to incorporate user preferences to enhance the driving experience – creating next generation cyber-physical social systems (CPSS) [10]. Current routing service providers often lack personalized route planning options apart from generic options like toll avoidance, highlighting the need for facing this challenge. Previous approaches proposed in the literature typically leverage only historical driving data [11], or focus on identifying risk factors associated with specific road segments [12] such as areas with potential criminal activities [13].

Unlike existing works, to effectively address personalized route planning, we propose a robust, context-aware route planner that considers both traffic-related information and driver preferences to determine customized route for the driver. We employ a novel framework that combines two machine learning paradigms: GNN to represent the road network as graph-structured data, and DRL for its decision-making capabilities in highly dynamic environments. The integration of these approaches fosters the development of a framework that can make informed decisions accounting for dynamic traffic-related information and individual preferences. To the best of our knowledge, we are the first to combine GNNs with DRL to address personalized and context-aware route planning systems. We evaluate the performance of the proposed framework using a realistic road traffic network [14] through the open-source traffic simulator SUMO [15].

Our main contributions are thus as follows:

(i) We present a novel framework that integrates GNNs with DRL, leveraging real-time traffic information of the road network represented as graph-structured data. With the help of carefully curated reward components, the framework is capable of providing tailored and time-efficient routes for drivers.

(ii) We determine drivers’ preferences by analyzing their driving behavior. In particular, we classify drivers’ behavior into aggressive and normal based on historical driving data. Subsequently, we identify individual drivers’ preferences that correspond to specific road attributes observed during normal driving behavior.

(iii) We introduce a flexible training approach to handle various driving preferences where a generic model is trained considering the generic traffic routing options. Subsequently, multiple models are trained on this generic model, each tailored to specific driving preferences, incorporating driver’s satisfaction rewards to provide person-
alized routes. This also allows our framework to accommodate the multiple variations of evolving driver’s preferences. Experimental results reveal that models trained to prioritize driver’s preferences can achieve up to a 17% improvement in selecting routes preferred by drivers when compared to the generic model, while reducing the travel time by up to 46% relatively to the shortest distance-based approach.

II. RELATED WORK

Vehicle route planning is a widely explored topic, and numerous methodologies have been proposed to determine efficient routes to reach a destination considering multiple factors, including travel time, distance, fuel consumption, charging time of EV, and environmental impact [7], [16]–[18]. Early route optimization systems utilized k-shortest path (kSP) algorithms [19], primarily relying on static features like travel distance and employing Dijkstra’s algorithm [20] or the Bellman-Ford algorithm [21] to determine the shortest path. However, the shortest path in terms of distance does not necessarily equate to the fastest route due to dynamic factors like traffic congestion and road conditions.

Recent technological advancements and the integration of real-time data have led to the development of new methodologies, particularly variants of kSP algorithms [18], accounting for dynamic factors such as travel time, alternative vehicle routes, and real-time traffic conditions. Furthermore, optimal velocity profiles have been proposed for vehicles to align with traffic flow and traffic light management strategies to mitigate frequent braking [22], [23]. These methodologies, however, often prioritize factors like travel time and distance, overlooking human preferences, whereas few studies [11], [24], [25] account for human preferences in route optimization tailored to drivers’ preferences.

Few studies [12], [25] leveraged crowdsourced data for route planning: Quercia et al. [25] suggested routes based on noise level and scenic views, while Abdelrahman et al. [12] accounted for road quality and individual preferences. Li et al. [24] utilized drivers’ historical data to identify frequently traveled routes and make suggestions that incorporate familiar landmarks along the path while minimizing the number of route segments through dynamic programming techniques. Similarly, Dai et al. [11] proposed taxi route planning based on historical driver data, prioritizing travel time and fuel efficiency, while Souza et al. [13] prioritized safe areas using historical crime data along with sporadic traffic reports for travel time estimation. However, neither of these approaches utilized real-time traffic information, which could lead to inaccurate travel time estimation, particularly in non-recurring traffic situations. Similarly, Schoenberg and Dressler [7] tackled route optimization for EV charging. One major disadvantage of the proposed approaches is their inability to provide routes in near real-time manner, as it takes time to identify the solutions using Pareto front-based optimization techniques. The computation time comparison taken by RL-based route recommendation systems with respect to Pareto optimal algorithms highlights that RL-based systems take negligible time to suggest routes compared to other approaches [16].

There are a few studies utilizing reinforcement learning (RL) to find a suitable path between the source and destinations based on different factors, which are represented as rewards [16], [26]–[28]. Sarker et al. [16] proposed a methodology to find a suitable path considering fuel consumption, travel time, air quality, travel distance as rewards and further allow for tuning the reward components according to human preferences. A Q-learning based algorithm for finding the shortest path in a grid-based environment is employed in [26], which is less intricate than real-world networks used for framework validation. In contrast to such methodology using graph-structured data to represent states, our approach can address generic, possibly more complex, scenarios.

Graph-structured data indeed facilitate efficient information exchange between nodes and maintaining up-to-date information on all available paths and their corresponding traffic conditions. Although GNN and RL techniques are utilized in [27], [28], these solutions primarily focus on the traveling salesman problem with an assumption of relatively stable traffic conditions. However, the vehicle route planning presents an additional challenge which aims to identify the optimal route between source and destination considering highly dynamic factors. We address such vehicle routing problem by considering factors such as travel time, congestion level, and driver satisfaction, employing both GNN and DRL. By utilizing such a framework, real-time traffic information is effectively integrated into the graph structure, enabling the provision of near real-time routing solutions compared to traditional algorithms.

III. PRELIMINARIES

In this work, we integrated graph neural networks and reinforcement learning to harness the advantages of representing road networks as graph-structured data and to leverage the decision-making capabilities of RL in providing a scalable and time-efficient personalized route planner. GNNs play a role in encoding road network-related information as graph structures, effectively capturing relationships and dependencies between nodes. They capture both local and global information by passing messages between neighboring nodes. In the context of the road network, nodes represent intersections and edges represent road connections between nodes, each associated with features to effectively represent the road network for the route planner task at hand. The reinforcement learning agent considers such graph-structured data representing the road network attributes as environment states to make decisions based on the graph-structured data using the GNN-based DRL policy network.

A. Graph neural networks

A graph neural network is a type of neural network that deals with graph-structured data. Graph-structured data contains a set of entities represented as nodes, and connections be-
between them are represented as edges, making them suitable for representing complex relationships that capture dependencies and interactions between nodes. Such representation of data as graphs has gained significant attention in recent years due to its effectiveness in various domains [29], such as recommendation systems, social networks, and molecular biology. GNNs can be applied to various tasks: node-level classification within a graph, edge-level prediction to identify if two nodes share an edge, and graph-level prediction to predict the property of an entire graph. In this work, we utilize the graph-level task to predict the global representation of the entire graph.

The core operation of the GNN is the message passing process that takes place between nodes and their neighbors. At each iteration, each node receives information from its neighbors’ feature vectors and aggregate the messages received from its neighbors. The message passing and aggregation operation can be defined as

\[
m^{(l)}_i = \sum_{j \in \mathcal{N}(i)} M(h^{(l)}_i, h^{(l)}_j, e_{ij})
\]

where \( M(\cdot) \) represents the neural network as a function approximator, \( h^{(l)}_i, h^{(l)}_j \) represent the features vectors of nodes \( i \) and \( j \) (resp.) at iteration \( l \), and \( e_{ij} \) represents the features of the edge between nodes \( i \) and \( j \). Later, each node updates its feature vector based on the aggregated messages and its own previous feature vector using the approximated function approximator.

After repeating the message passing process for a certain number of iterations, a readout function is employed to aggregate all final node representations into a graph-level representation as the output. The output of the readout function can be utilized for the downstream tasks such as graph classification/regression.

In this work, we make use of the graph isomorphism network with edge features (GIN-E) [30] architecture, which is a variant of the Graph Isomorphism Network (GIN) [31]. It extends the GIN model by incorporating edge features into the graph representation. The main advantage of using the GIN-E variant is the capability to associate both node features and edge features when updating node representations during the message passing process. Such variation is crucial for the use case discussed in this work, as the edge features play a vital role in determining the available routing options.

**B. Reinforcement learning**

Reinforcement learning is a type of machine learning paradigm wherein an RL agent iteratively interacts with the environment, taking action and receiving feedback in the form of reward. This interaction is typically formalized as a discounted Markov Decision Process (MDP), denoted as a tuple \( (S, A, P, R, \gamma) \), representing the state space, action space, state transition probability, reward, and discount factor, respectively. Moreover, the agent’s policy \( \pi \) represents its decision-making strategy aimed at optimizing the expected discounted reward.

Q-learning [32] is an RL algorithm designed to find the optimal policy \( \pi \), given the Markov decision process. The idea behind the Q-Learning is to iteratively interact with the environment to learn the optimal action-value function \( Q(s, a) \) representing the expected cumulative future rewards by taking action \( a \) in state \( s \) assuming the agent follows the current policy \( \pi \) thereafter. During the learning process, the action-value function \( Q(s, a) \) is updated using the Bellman equation

\[
Q(s, a) \leftarrow Q(s, a) + \alpha (r(s, a) + \gamma \max_{a'} Q(s', a') - Q(s, a))
\]

where \( Q(s, a) \) represents the current Q-value for state \( s \) and action \( a \), \( \alpha \) represents the learning rate, \( r(s, a) \) represents the immediate reward after taking action \( a \) in state \( s \), \( s' \) represents the resulting state after taking action \( a \), and \( a' \) indicates the possible actions to take in the resulting state \( s' \).

As the basic Q-Learning algorithm encounters difficulties in learning an optimal policy with high-dimensional state and action spaces, DRL employs a deep neural network as function approximator, enabling it to manage complex decision-making tasks. In this study, the deep neural network adaptation of the Q-Learning algorithm, the deep Q-network (DQN) [33], is used to learn the optimal policy.

**IV. PERSONALIZED AND CONTEXT-AWARE ROUTE PLANNING**

In this section, we present our framework for personalized and context-aware route planning. To achieve the desired outcome, we have to address two key questions: (1) how to determine the desired path for the given driver, and (2) how to provide a route that meets the driver’s individual preferences, without compromising the traffic efficiency factors such as travel time and traffic congestion level. We tackle these challenges using two main components:

1) a driver behavior classifier, which links the driver’s behaviors with the road network attributes using historical driver data, which helps to identify the individual preferences of the driver based on their driving pattern, and

2) an approach that combines the benefits of GNNs and DRL to learn an optimal policy for personalized end-to-end route selection, with the goal to maximize driver’s satisfaction while minimizing travel time and mitigating global congestion on the road network.

The integrated framework combines graph-based learning and RL, updating both model parameters simultaneously to create a robust, adaptive system capable of making decisions based on real-time data from the graph-structured road network. Further, to enhance flexibility and accommodate multiple driver preferences, a generic model is initially trained on traditional traffic-related factors such as travel time and traffic congestion. Subsequently, multiple driver preference-oriented models are trained based on this generic model, each with satisfaction rewards tailored to different drivers’ preferences. The framework is designed to receive routing requests from vehicles in the form of a tuple <source, destination>,...
aiming to identify routes that connect them while prioritizing factors such as driver’s satisfaction, global congestion, and travel time. It is important to note that we approximate the requested route as a junction closest to the drivers starting point (referred to as the source junction) to the destination junction closest to the desired destination point.

A. System model

We represent the road network as a directed graph \(G=(V, E)\), where the vertex set \(V\) represents the roads junctions and the edge set \(E\) models the roads connecting two road junctions. As an example, edge \(e_{ij}=(v_i, v_j)\) corresponds to the road connecting the junctions \(i\) and \(j\). A route \(R=\langle e_{ij}, e_{jk}, \ldots \rangle\) is a list of edges connecting a sequence of road junctions, where consecutive edges share a vertex. Each edge carries a set of attributes that represent the current state of the network. Table I summarizes the road network attributes between vertices \(i\) and \(j\) at any given time \(t\).

The vehicle-related features are extracted from historical driving data to classify the driver’s behavior and provide personalized routing solutions that align with their preferences. Table II summarizes the features utilized to classify and associate the driver’s behavior with the road attributes.

B. Characterizing the driver’s behavior and preferences

In the context of route planning, there are several approaches to factoring in the driver’s preferences to provide personalized routes for drivers [11], [12]. In our study, we analyze the drivers behavior by considering both static and dynamic environmental attributes, to identify their preferred route.

We build upon the work by Takahashi et al. [34], which also divides the environmental attributes into static and dynamic. The static elements comprise the information related to the physical topology of the road, e.g., road length and number of lanes. The dynamic elements represent temporal attributes such as the current traffic situation, accidents, or weather. Among them, we select four major attributes to represent the road environmental vector \(\text{h}_{ij}(t)\), which contains information about both the physical road topology and the dynamic information associated with any given edge \(e_{ij}\). The road environmental vector is defined as

\[
\text{h}_{ij}(t)=\{\zeta_{ij}, \psi_{ij}, \nu_{ij}, \kappa_{ij}(t)\},
\]

where the vector components are as defined above.

The road environment vector conveys information about the road or edges, including factors such as road type \(\zeta\), number of lanes \(\psi\), road complexity \(\nu\), and current traffic conditions \(\kappa(t)\in[\text{low, high}]\). To match these attributes with individual preferences, we study how drivers behave on roads with specific attribute combinations, gaining insights into their preferences and tendencies. To understand driver preferences, we leverage the driver’s historical data and associate them with the corresponding road environmental vector \(\text{h}\) to define the driving preference vector \(p\). Subsequently, the road characteristics associated with the normal driver’s behavior are identified as the preferred attributes for travel.

Figure 1 illustrates the process of identifying the driver’s preference vector. Initially, we extract edge information from the road network database. For each edge, we utilize the \((\dot{x}, \dot{y}, \dot{\theta}, \dot{\phi})\) parameters to classify the driver behavior \(B_e\). Once the driving behavior is determined, the driver preference identifier utilizes the road attributes vector \(\text{H}\) for each edge and associates them with the driving behavior. Subsequently, the preference identifier associates the road attributes vector with the frequent normal driving behavior, considering it as the driver’s preference vector \(p\).
C. GNN-based DRL agent

We now describe our GNN-based DRL framework. We follow a similar approach as described by Almasan et al. [35], which addresses the optical transport network routing use case. In a nutshell, the GNN component is used for modeling the topology and the attributes of the road network as a directed graph. The latter is then used as environment for the DRL agent. As mentioned before, we leverage the GIN-E architecture [30] – a variant of GNN that facilitates the information exchange between the graph vertices, encompassing both node and edge features. The DRL counterpart utilizes a DQN-based algorithm [33], [35], which takes the graph-structured network state as input and predicts an action to determine the route. The DRL uses the Q-value estimate provided by the GNN, based on the current network state and learns to minimize the mean-squared Bellman error (Equation (2)).

**State space:** The DRL state, \( s(t) \in \mathcal{S} \), is the network state, defined by the edge-level features between vertices \( i \) and \( j \) at any given time \( t \) (see Sec. IV-A), i.e.,

\[
s(t) = \{ \rho_{ij}(t), U_{ij}(t), \Gamma_{ij}(t), \psi_{ij}, \chi_{ij}, \xi_{ij}, \nu_{ij}, \mathcal{F}_{ij}(t) \}.
\]

Note that the network state described above comprises all the main parameters that we are aiming to include in optimizing the route selection process at the network topology level.

**Action space:** Upon receiving a route request at time \( t \), the DRL selects an action, \( a(t) \in \mathcal{A} \), with \( \mathcal{A} \) denoting the set of end-to-end routes from the requested source to the destination. Given the complexity of the network topology, the number of feasible route options from a source to a destination may be very high. Since estimating the Q-values for every possible combination could significantly affect policy convergence, we limit the action space \( \mathcal{A} \) to a set of \( K \) candidate routes. The value of \( K \) is a tunable hyperparameter aimed to achieve a good trade-off between the optimal route selection and the complexity to evaluate all the feasible routes (i.e., from source to destination) [35]. Based on the current travel time, we determine the \( K \) candidate paths for each source-destination pair from a set of feasible routes. The selected route is expressed in the network state by an attribute named “selected path”, using an indicator function takes 1 for the selected edges and 0 for the others. The DRL then estimates the Q-value based on the updated network states, learning to maximize cumulative rewards.

**Reward components:** We define the reward, i.e., the numerical value received from the environment as feedback for the DRL agents action, as a multi-objective function. It comprises three components: (i) the driver’s satisfaction, based on the history of the driver’s behavior and preferences on the selected route; (ii) the time taken to reach the destination; and (iii) the global traffic flow to ensure smooth vehicular mobility in the considered area. More formally, the reward can be written as:

\[
r(s(t), a(t)) = \omega_p \cdot r_p(s(t), a(t)) + \omega_t \cdot r_t(s(t), a(t)) + \omega_f \cdot r_f(s(t), a(t))
\]

where \( \omega_p \), \( \omega_t \), and \( \omega_f \) are weighting coefficients and \( r_p(s(t), a(t)) \), \( r_t(s(t), a(t)) \), and \( r_f(s(t), a(t)) \) are the reward components representing driver satisfaction, time-taken to reach the destination, and global traffic flow at time step \( t \), respectively. Each component allows values in the range \([0,1]\).

**Driver satisfaction:** The driver satisfaction reward component has been formulated to provide a high reward for routing the vehicle along roads (edges) that are aligned with the driver’s preference vector \( p \) derived from the driver’s behavior. It is not always possible to identify a route that solely caters to the driver’s routing choice; therefore, to encourage the DRL to choose a route with road attributes similar to the drivers preferences, we utilize the weighted cosine similarity score, \( S_c \), to model the reward component. \( S_c \) between the driver’s preference \( p \) and the road attributes \( \mathbf{h} \) is calculated for each edge along the selected route. Moreover, it is possible to assign priority factors to specific elements of the driver’s preference vectors, indicating which elements must correspond with road attributes during the route selection process. Based on these priority factors, a list of values \( S_p \) is generated: A value of 1 indicates that the preference vector element mentioned in the priority factor aligns with the corresponding road attribute. The similarity value \( (S_c) \) is computed for each edge in the selected route, and the mean of these values corresponds to the driver’s satisfaction reward. Finally, the driver’s satisfaction reward is formulated as

\[
S_c = \min(\text{mean}(S_p), S_e) \quad (4)
\]

\[
r_p(s(t), a(t)) = \text{mean}(S_c) \quad (5)
\]

**Time to reach the destination:** This reward is modeled using an error function \( \text{erf} \) between the ideal time and the actual time to reach the destination from the source node. The ideal time \( T_i \) is computed based on the distance between each node pair from the source to destination with the speed limit specified between them. Note that the ideal time does not account for the time to cross the junction or the waiting period at traffic lights. The actual time \( T_a \), instead, is calculated based on the current average speed along the route, which includes the current traffic conditions as well. The reward function is designed to provide the maximum reward if \( T_a = T_i \); however, the function is also modeled to provide a lower reward even if they reach the destination before the ideal time, so as to discourage the driver from exceeding the speed limit.

\[
r_t(s(t), a(t)) = \begin{cases} 1 - \text{erf} \left( \frac{T_a - T_i}{T_i} \right), & T_a \geq T_i \\ 1 - \text{erf} \left( \frac{T_i - T_a}{T_i} \right), & T_a > T_i \end{cases} \quad (6)
\]

**Global traffic flow:** The occupancy percentage \( \rho_{ij} \) for each edge \( ij \) in the road network is obtained by calculating the length of vehicles on the road along with their minimum gap, divided by the road length. The occupancy percentage represents the current global traffic flow. To avoid congestion, the DRL is encouraged to route the vehicle through less crowded routes by providing a reward based on the global mean occupancy rate as

\[
r_f(s(t), a(t)) = 1 - \text{mean}(\rho_{ij}) \quad (7)
\]

**Learning process:** The learning process comprises two steps. First, a generic GNN-based DRL model is trained
with global traffic flow and time-to-reach-destination reward components, focusing solely on traffic route optimization. The rationale behind this choice is to establish a generic model that addresses the core process of route optimization, namely, traffic route optimization. Second, to accommodate personalized and context-aware factors, the generic model is further trained to consider the driver’s satisfaction reward component, referred to as driver preference models. This two-step learning process provides us with the flexibility to incorporate different variations of driver’s preference vectors \( P \) on top of the basic routing functionalities provided by the generic model. Since multiple driver preference models are trained, an identifier is necessary to select the appropriate DRL model as per the requesting driver’s preferences. Hence, during the inference phase, we employ a cosine similarity scoring function to map trained models to driver’s preferences. Then we select a model with an environment attribute vector \( h \) that is similar to the driver’s preferences \( p_v \), and the selected model is used to determine the most suitable routes for the driver. Figure 2 outlines the proposed GNN-based DRL framework.

The framework constantly monitors real-time data from the vehicle and the current traffic congestion status to change the route if necessary. The suggested route is re-planned if any of the three following conditions are satisfied: (i) Driver deviates from the suggested route; (ii) Real-time estimation of driver’s behavior diverges from the behavior previously associated with the preference vector; (iii) The current route’s traffic condition has changed, causing a significant delay in the estimated time of arrival compared to the ideal time.

V. PERFORMANCE EVALUATION

We evaluated the performance of the proposed framework using a real-world road network with mobility traces sampled from the Luxembourg SUMO Traffic (LuST) Scenario [14]. We extracted a portion of the Luxembourg road network that comprises 44 intersections and 122 roads, with 5 intersections containing traffic lights. We selected an 8:00am morning rush hour scenario for training, while the inference phase utilized data from the 1:00pm and 6:00pm datasets, corresponding to the afternoon and evening rush hours, respectively.

A. Model pre-training

Initially, the generic model is trained solely using time to reach the destination and global traffic flow reward components to find the optimal route based on time and congestion levels. Once the generic model achieves satisfactory and consistent rewards, the best-performing model is selected and further trained to incorporate driver’s satisfaction rewards to determine personalized routes. In both steps, we run the GNN-based DRL framework for 150 steps per simulation episode, meaning that 150 vehicles are introduced into the road network with source and destination nodes randomly sampled from the road network. The training process is repeated until stable and reasonable rewards are achieved. Additionally, we freeze the learning process every 30 episodes during training, and conduct five evaluation episodes to assess the generic agent’s performance. In both pre-training and training concerning driving preferences, the number of candidate paths (k) is set at 4. During training, the DQN utilizes an \( \epsilon \)-greedy exploration process to encourage the agent to explore the action space and avoid local minima. The \( \epsilon \) value gradually decreases as the training progresses.

As depicted in Figure 3, training process comprises of 3,500 episodes with weighting coefficients \( \omega_t=0, \omega_r=0.7, \omega_f=0.3 \) corresponding to the reward components defined in Equation (3). During training, the generic agent achieved an average episodic reward of 0.7. The fluctuations in the training rewards indicate that the \( \epsilon \)-greedy exploration effectively explores the action space, while the evaluation episode rewards are relatively stable. During the inference phase, we chose the best model and ran 5 episodes with different random seeds, resulting in the agent achieving average rewards of 0.76 and 0.77 for the afternoon and evening traffic data, respectively. As a performance metric, we calculated the median difference between the expected and ideal travel time \( (T_i) \) from the source to the destination, which is 24 s (afternoon) and 23 s (evening). Furthermore, compared to the shortest distance-based approach, our framework shows an improvement of 33% (afternoon) and 46% (evening) in the mean time difference. Additionally, the cumulative distribution function (not
included in the paper due to space constraints) underlines that, on average between afternoon and evening data, the time difference is less than 22 s for 80% of instances in case of the generic model, whereas it is 46 s for the distance-based approach, thus indicating longer waiting time.

To further evaluate the chosen model, we selected a specific source and destination node for a routing request, with a traffic light positioned between them. In the first scenario (Figure 4 labeled as scenario 1), the traffic light displays a red signal, and it is estimated to take another 120 seconds for the light to turn green. Therefore, instead of opting for a direct path, an alternative path with a shorter estimated travel time is chosen to avoid the waiting time. In the second scenario (Figure 4 labeled as scenario 2), although the traffic light is still red, the estimated time for the green light is less than 20 s. Consequently, a shorter path is chosen compared to the first scenario. These outcomes demonstrate the advantage of incorporating dynamic traffic-related features into the framework to select the most suitable path between the source and destination.

### B. Training driver’s preferences

As the second step in the training process, the selected generic model is further trained to accommodate driver preferences with weighting coefficients $\omega_P=0.6$, $\omega_I=0.3$, $\omega_f=0.1$, accounting for driver’s satisfaction, time, and congestion reward, respectively. In this case, we trained two driver preference-based models (in short $DPM$) with variations of the driver preference vector $P$ representing road type, number of lanes, road complexity, and traffic condition: (i) [straight, two, simple, low], and (ii) [straight, one, simple, low]. The first variation, represented as DPM-V1, prefers straight roads with two lanes, simple intersections, and low traffic, while the second variation (DPM-V2) opts for single-lane over two-lane roads. Additionally, the driver’s satisfaction reward is designed to prioritize road type and the number of lanes, while road complexity and traffic condition were given lower priority. For the training process, training was conducted for 3,000 episodes with evaluations every 30 episodes, similar to the first case. Figure 5 shows the training progress of the second step. As in the first case, the best model was selected based on the reward value during the inference phase, focusing on the evening rush hour.

During the inference phase, DPM-V1 and DPM-V2 achieve mean driver’s satisfaction rewards of 0.58 and 0.80, respectively. In comparison, routes chosen by DPM-V1 and DPM-V2 contain edges with similarity value greater than 0.5, $(S_s>0.5)$ 21% of the time and 72% of the time (resp.). The lower similarity reward of DPM-V1 is due to the fewer number of two-lane roads (40) compared to single-lane roads (68) in the road network. Moreover, the driver preference-based agent had to select a route from $k$ candidate paths that balance both travel time and driver satisfaction; thus, it is challenging for DPM-V1 to choose a route with preferred attributes without compromising the travel time reward. Even when the number of candidate paths ($k$) is increased from 4 to 5, the mean driver satisfaction reward remains at 0.58 for DPM-V1 and 0.81 for DPM-V2, suggesting that expanding the action space to account for more routes does not necessarily lead to better outcomes. When compared to the generic model, DPM-V1 show a 17% improvement in selecting preferred routes, while DPM-V2 achieves a 7% improvement. The minor improvement by DPM-V2 is because the road network attributes predominantly align with its preferences. In terms of computation time, averaging over 750 steps, it takes about 0.16 s to identifying a route per source-destination request.

To compare the routes chosen by the two models, identical source and destination pairs were selected to determine the route. As depicted in Figure 6, DPM-V1 (brown path) selected the path with two lanes, whereas DPM-V2 (black path) chose the route with a single lane to reach the same destination, indicating personalized routes catering to the driver’s preferences as expected. Although this work presents only two models, multiple variations can be trained atop the generic model based on preference vectors.
VI. CONCLUSIONS

We presented a framework for a personalized and context-aware route planner that integrates driver preferences into route selection using a novel GNN-based DRL framework. We exploited the advantages of GNNs by representing road network data as graph-structured data and employed reinforcement learning to learn the dynamics of the environment. GNN leverages the message-passing process to share road network attributes across multiple nodes of the graph efficiently and collaborates with DRL to identify optimal routing paths, guided by reward components focused on driver’s satisfaction, travel time, and congestion. The framework offers flexibility to train multiple preference variations and assigns importance to each preference factor as per the driver’s wish. We evaluated the proposed approach with a realistic road network extracted from the LuST scenario, showing that the framework effectively learns the driver’s preferences. Specifically, the driver’s preferences models showed up to 17% improvement in selecting routes aligned with driver’s preferences compared to the generic model, which focuses on traditional traffic factors, and a decrease in the travel time by up to 46% relatively to the shortest distance-based approach. Future work will focus on improving the action space of the DRL to enhance the route selection process and the driver’s preference vector to encompass additional relevant road attributes. Additionally, larger road networks will be employed to assess the computational efficiency and scalability of the proposed framework.
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