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Abstract—Time Sensitive Networking (TSN) is fundamental
for the low-latency, reliable, and energy-efficient networks that
will enable the Industrial Internet of Things (IIoT). Wi-Fi has
historically been considered unfit for TSN, as channel contention
and collisions prevent deterministic transmission delays. How-
ever, this issue can be overcome using Target Wake Time (TWT)
to instruct Wi-Fi stations to wake up and transmit in non-
overlapped TWT Service Periods (SPs) and sleep in the remaining
time. In this paper, we first formulate the TWT Acceptance and
Scheduling Problem (TASP), whose objective is to schedule TWT
SPs as to maximize traffic throughput and energy efficiency
while respecting Age of Information (AoI) constraints. Then,
since the TASP is NP-hard, we propose the TASP Efficient
Resolver (TASPER), a heuristic strategy to find near-optimal
solutions efficiently. Finally, we compare TASPER with several
baselines through numerical analysis and simulations, which we
performed using a TWT-compatible simulator based on ns-3. We
demonstrate that TASPER schedules traffic with up to 21.23%
higher priority-weighted admission ratio and saves up to 7.42%
energy compared to the ShortestFirst strategy, all while satisfying
AoI constraints for 99.5% of transmissions.

Index Terms—target wake time, scheduling, time-sensitive
networking, IIoT

I. INTRODUCTION

The recent rise to prominence of new technological
paradigms, including the Industrial Internet of Things (IIoT),
Artificial Intelligence (AI), and cyber-physical systems, has
radically changed the industrial domain, paving the way for the
so-called Industry 4.0 [1]. One of the key innovations of Indus-
try 4.0 is the concept of smart factories, where interconnected
systems, data-driven decision-making, real-time data analytics,
energy efficiency, and production automation redefine tradi-
tional manufacturing. Specifically, the usage of IIoT-based
sensor and actuator devices is envisioned to supervise the
whole industrial process, by controlling stations in production
lines and detecting possible faults and anomalies. The timely
and reliable communication of such devices is fundamental
to prevent costly interruptions to the production chain, and,
therefore, avoid substantial monetary losses. However, the
shared nature of the wireless channel could be the source
of unacceptable delays, as interference and collisions from
concurrent devices may undermine the successful transmis-
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sion of alert messages. While the usage of a retransmission
mechanism could help in ensuring the delivery of the mes-
sage, this may still have an impact on the so-called Age of
Information (AoI), i.e., the time elapsed since the generation
of the information until it is received by the intended recipient.
Indeed, a message with a high AoI might get too old to
be useful, e.g., if a production anomaly is reported too late,
it may leave insufficient time for effective countermeasures,
potentially leaving a production chain stoppage as the sole
solution. To overcome this issue, dedicated wireless channels
could be assigned to each IIoT device. However, this solution
is rarely feasible due to the sheer scale of IIoT networks,
which may consist of hundreds, if not thousands, of devices
sharing limited spectrum resources. Hence, the only viable
possibility is to schedule the utilization of shared spectrum
resources accurately. In such a perspective, Target Wake Time
(TWT) is a perfect fit for time-sensitive IIoT. TWT is a feature
introduced in Wi-Fi 6 (IEEE 802.11ax) that allows an Access
Point (AP) to schedule when each station (STA) in the network
should wake up to transmit and receive data. Such a feature
brings several advantages:

• Energy saving: IIoT devices may be battery-powered,
thus having limited energy capacity. By allowing devices
to mostly sleep and wake up only during specific sched-
uled times to exchange traffic, they can save substantial
energy and improve battery life;

• Channel contention mitigation: by coordinating wake
times, STAs can take turns accessing the channel, reduc-
ing the likelihood of collisions and contention. This no-
ticeably improves the determinism in the communication,
when dealing with safety-critical scenarios, and improves
communication latency, thus reducing the AoI.

Overall, TWT represents a key enabler for latency-sensitive
IIoT networks. However, while it defines how to manage the
synchronization mechanism, it does not state when to wake up
STAs. Hence, this calls for the design of an efficient scheduling
mechanism to support TWT-based spectrum allocation in IEEE
802.11ax IIoT networks. Such a solution should guarantee a
maximum AoI to STA messages while maximizing the energy
efficiency of the network. Indeed, a device should not wake
up too early to save as much energy as possible, nor too late,
to ensure the timely delivery of packets.

Given the timeliness and importance of the problem, we
propose the TWT Acceptance and Scheduling Problem Effi-



cient Resolver (TASPER), an algorithmic solution for energy-
efficient, AoI-constrained TWT scheduling in Wi-Fi networks.
Our contributions can be summarized as follows:

• We devise a novel model for TWT-enabled IIoT Wi-Fi
networks, where STAs generate AoI-constrained traffic.
Such a model captures the relationship between the traffic
generated and transmitted by the Wi-Fi STAs, the STA
power states, and the associated energy consumption.

• We build upon this model to define the TWT Acceptance
and Scheduling Problem (TASP), whose objective is to
minimize the rejected (i.e., not scheduled) traffic and
energy consumption while guaranteeing the satisfaction
of the maximum AoI constraint. Finding a solution to
the TASP comprises the choice of (i) whether to admit
the traffic and (ii) the target wake time(s) of each STA in
the network. The possibility of rejecting traffic allows for
a schedule with sufficient room for higher-priority traffic.

• As the TASP is NP-hard, to solve it efficiently we devise
a novel heuristic strategy, which builds upon the BALAS
algorithm in [2]. Our approach is specifically designed
to account also for energy consumption and to find a
solution in an amount of time comparable with the inter-
beacon interval of the Wi-Fi networks;

• We evaluate our scheme, leveraging a realistic TWT-
enabled 802.11ax simulator, and show that it offers
substantial improvements over baseline strategies. Specif-
ically, TASPER obtains up to 21.23% higher priority-
weighted admission ratio and saves up to 7.42% energy
compared to the best baseline, i.e., ShortestFirst.

II. RELATED WORK

IEEE 802.11ax, commercially known as Wi-Fi 6, has been
standardized in 2021 [3]. Compared to the previous amend-
ment, IEEE 802.11ac, it offers new features such as Orthog-
onal Frequency Division Multiple Access (OFDMA), uplink
Multi-user MIMO (MU-MIMO), and TWT [4]. TWT, which
has been refined in IEEE 802.11ax but originally proposed in
IEEE 802.11ah, provides stations with a new mechanism that
allows them to agree on their active and doze times. This
reduces energy consumption and improves network delays
thanks to the avoidance of medium access contentions [5].
The standard defines the TWT mechanism but provides no rule
or criteria for agreement settings, leaving the implementation
details to equipment vendors. Finding the optimal agreement
is essentially a scheduling problem, a class of problems that
deals with the allocation of resources (or machines) to jobs
over time periods to optimize one or more objectives.

Several works have investigated scheduling strategies based
on TWT. In [6], two TWT schedulers are proposed: a max-
rate scheduler, which aims to maximize the overall network
throughput, and a proportional fair scheduler, which instead
tries to best balance network throughput and fairness so that
a minimal level of service is guaranteed to all users. They use
the ns-3 simulator to evaluate the performance and show the
benefits in terms of throughput and fairness. In [7], a power
save scheme for higher energy efficiency and better throughput

for UL traffic is proposed for overlapping basic service set
(BSS). However, such a scheme schedules TWT windows of
the same duration, thus wasting radio resources in case of
short transmissions. As for TWT applied in the IIoT, [8] tries
to extend a wired Time Sensitive Networking (TSN) network
to the wireless domain, employing TWT to isolate concurrent
traffic according to the priority and showing that this approach
leads to lower latency for high-priority traffic.
Novelty. The innovative features that differentiate our work
from the state of the art are two-folded:

• Energy-Saving Scheduling: to the best of our knowl-
edge, this is the first work on time-sensitive traffic
scheduling that addresses energy-saving besides trying to
maximize the number of scheduled transmissions.

• AoI requirements: existing scheduling problems are
designed to comply with latency requirements and do not
account for information freshness. Instead, our problem
considers AoI constraints to guarantee that the delivered
data is not outdated and provides new, fresh information.

III. TWT OPERATION AND MOTIVATING FINDINGS

Target Wake Time allows STAs to negotiate awake periods
with the AP to exchange traffic and to enter a doze mode
during the remaining time to save energy. The awake period,
also called Service Period (SP), is the time period in which
a station is awake to receive or send data. A TWT session,
which can be composed of one or more periodic SPs, requires
a preliminary TWT agreement between the TWT requesting
STA and TWT responding STA. The parameters and features
that are negotiated for the agreement are:

• Target Wake Time: time instant in which the STAs should
wake up (if they are not already) for the TWT session;

• TWT Wake Interval: time interval between subsequent
SPs for the STA (0 if the session is explicit);

• Minimum TWT wake duration: minimum time duration
STAs should stay active since the beginning of the SP;

• TWT Channel: usage of subchannel selective transmis-
sion (SST) to exchange traffic in a SP;

• TWT Protection: usage of mechanisms to protect a SP
from transmission of other STAs, such as Network Allo-
cation Vector (NAV) protection.

Moreover, a TWT session can further be characterized as:
• Individual, if only a couple of STAs are involved; Broad-

cast, if the AP schedules a group of STAs together;
• Explicit, if it requires a new agreement to schedule

another SP; Implicit instead if SPs are periodic;
• Trigger-enabled, when the AP uses Trigger frames to

schedule STA transmissions;
• Announced, in which STAs send a dedicated frame (e.g.,

PS-Poll) when the SP starts, to signal that they are awake;
• Flexible, when the next TWT of a periodic session can

be changed without requiring a new agreement.
Besides optimizing energy consumption, TWT can also be em-
ployed to provide deterministic latency to devices communi-
cating over a shared wireless medium. However, the contention



and collision resolution mechanisms employed in Wi-Fi intro-
duce randomness. Consequently, the timing of channel access
and successful data transmissions is not deterministic. This
leads to an unacceptable level of unpredictability, especially
for time-critical Industry 4.0 use cases. This concept is demon-
strated in Fig. 1, which shows the average latency of 8 STAs
with TWT enabled and disabled, in a scenario simulated
by our ns-3-based solution (details in Sec. VI), and as the
payload size is increased. All STAs generate traffic at the
same time, and the TWT approach schedules non-overlapped
windows for each STA. TWT lets the user maintain a latency
almost equal to the one the devices would experience without
any contention, with low jitter and higher determinism (the
confidence intervals are indeed smaller). Instead, if TWT is
disabled and contention occurs, the latency is much higher,
and its variation is significantly more evident.

TWT alone does not provide any guaranteed AoI, as Wi-Fi
frames could wait in the transmission queue, before they
are scheduled in a TWT window, for more than what the
maximum tolerable AoI allows. For this reason, it is imperative
to use a scheduling strategy aware of transmission buffer
generation times and deadlines. This behavior is presented in
Fig. 2, which introduces in the top diagram an example of a
TWT acceptance and scheduling problem. For a scheduling
solution to be feasible, the transmission (black bars) cannot
overlap in time, as they would cause channel contention.
Instead, they have to be scheduled sequentially within the grey
bars, which indicate the ranges of transmission that respect
the deadlines. If a naive FIFO approach is used (middle
diagram), only a few transmissions can be scheduled, as other
transmissions are canceled because they miss the deadlines. If
instead the optimal strategy for scheduling the highest number
of transmissions is used (bottom diagram), more transmissions
can be accommodated (twice in this specific case). Note
that either approaches are aware of deadlines, which prevents
transmissions that would violate them.

IV. SYSTEM MODEL

A BSS has M + 1 IEEE 802.11ax High Efficiency (HE)
STAs: a single AP STA (AP hereafter) and M non-AP STAs
(STA hereafter). STAs have to send time-sensitive traffic to the
AP which, to avoid non-deterministic delays due to channel
contention, employs the TWT mechanism to isolate the STA
transmissions in the time domain while trying to schedule the
highest amount of traffic. Traffic is sent by a STA in the
AP-scheduled TWT SPs. During a SP, the scheduled STA
makes a single transmission (TX hereafter) of the content
of its transmission buffer, which carries time-sensitive traffic
generated at the application layer. A scheduling period, i.e.,
the time interval between consecutive scheduling decisions,
is delimited by beacon frames transmitted periodically every
Tb by the AP and includes the TWT scheduling decisions
valid until the next beacon transmission. A beacon period is
divided into D slots of duration Ts = Tb/D. A slot defines
the temporal resolution of TWT scheduling, meaning that a
TWT window starts at the beginning of a slot and lasts for
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a discrete number of slots. Note that, in a scheduling period,
a single STA may be scheduled multiple times if more than
one TX is requested. Every STA m is associated with a signal
quality level lm, which sets the maximum data rate ρm(lm)
that can be reliably used by the STA to exchange traffic, and
that varies according to the STA capabilities and the network
configuration (e.g., channel bandwidth, MIMO).

The traffic that has to be scheduled by the AP is composed
of n TXs. The i-th TX is characterized by (i) the source STA
mi, (ii) the buffer size bi, that corresponds to the amount of
data that mi has to transmit to the AP, (iii) the release time ri,
i.e., the time the buffer generated by an application is ready to
be transmitted, (iv) a hard AoI deadline di within which the
TX has to be received, and (v) a priority vi associated with
the criticality of the information contained in the i-th TX. We
assume the propagation delay to be negligible, i.e., the TX is
received as soon as the sender ends its TX. Once the maximum
data rate ρm and the byte size of the TX bi are known, the
time duration pi of every TX can be determined through an
analytical expression or experimentally. Note that, for the sake
of simplicity, ri, pi, and di are all expressed in time slots.

The m-th STA is characterized by a specific transmission
power P tx

m . We assume P tx
m to be constant regardless of the

adopted data rate. Hence, the per-slot energy consumption of
STA m is equal to Etx

i = P tx
m ·Ts when the STA is performing

the i-th TX. Therefore, the TX of transmission time pi requires
an overall energy of Etx

i · pi. Similarly, when active, i.e., in
a state ready to transmit traffic, the m-th STA requires P rx

m

power, thus consuming Erx
i = P rx

m · Ts every slot. To avoid
waste of energy, before and after the i-th TX, STAs transition
from the sleep state to the active state and vice versa. Such
transitions are associated with the total energy cost Eonoff

i ,



TABLE I: Notation

Symbol Description
mi∈{1,...,M} Wi-Fi STA performing the i-th transmission

lm Signal quality level of the m-th STA-AP link
ρm(lm) Maximum data rate for the m-th STA

pi(ρm, bi) Time duration of the i-th buffer transmission
D Number of time slots in a scheduling period
Tb Time interval between consecutive beacon frames
Ts Time duration of a slot, which defines time granularity
ri Release time for the i-th transmission
di AoI deadline for i-th transmission
vi Priority of the i-th transmission
P tx
m Power consumed by mi when transmitting

P rx
m Power consumed by mi when active

Etx
i Energy consumed by mi in a transmission time slot

Erx
i Energy consumed by mi in a time slot while ready

Eonoff
i Energy consumed by mi by activating and deactivating
sij Auxiliary parameter, taking 1 if mi=mj , 0 otherwise
xi Transmission admission binary variable
yij Transmission sequence binary variable
zi Transmission completion time variable
ei Total energy consumed by mi for the i-th transmission

which may not be convenient in case of very short sleep times
when, instead, staying active may save energy.

Ideally, our goal is to find a schedule that can accommodate
all of the TX requests, while also keeping an eye on the
overall energy consumption of the system. However, in the
case of several overlapping TXs with similar requirements,
scheduling all of them may not be possible. In such cases,
we can reject one or more TXs, e.g., those with the lowest
priority, or the longest ones. The choice of which TXs to reject
strictly depends on the trade-off between energy consumption
and traffic priority. For instance, the scheduling algorithm may
choose to discard long, albeit high-priority, TX to reduce
energy consumption. These two objectives are weighted by
the α coefficient, which sets the relative importance of the
two objective components.

We consider the decision variable to be as follows:

• x = [xi], defined as the transmission acceptance vector,
where the generic element xi is binary and indicates
whether the i-th TX is admitted;

• y = [yij ], defined as the transmission sequence matrix,
whose element yij is binary and takes 1 when the i-th
TX is scheduled right before the j-th;

• z = [zi], defined as the completion time vector containing
the integer completion time for TXs.

In this formulation, two dummy TXs 0 and n + 1 are
defined to help in modeling the sequence of transmissions.
They take the first and the last position of the sequence and
are characterized by release dates, transmission times, and
priority equal to 0, while the deadlines are instead equal to
the maximum deadline of all TXs.

According to the definitions and the constraints above, the
optimization problem is formulated as follows:

TWT Acceptance and Scheduling Problem (TASP)

min
x,y,z

n∑
i=1

[
α ·

(
(1− xi) · vi

)
+ (1− α)eixi

]
(1a)

s.t.
n+1∑

j=1,j ̸=i

yij = xi ∀i = 0, · · · , n (1b)

n∑
j=0,j ̸=i

yji = xi ∀i = 1, · · · , n+ 1 (1c)

zi + pjyij + di(yij−1) ≤ zj∀i = 0, · · · , n
∀j = 1, · · · , n+ 1, i ̸= j

(1d)
(ri + pi)xi ≤ zi ∀i = 1, · · · , n+ 1 (1e)
zi ≤ dixi ∀i = 0, · · · , n+ 1 (1f)

ei ≤ Eonoff
i + piE

tx
i ∀i = 0, · · · , n+ 1 (1g)

ej ≥ yij
(
sijE

rx
j (zj−pj−zi)

+(1− sij)E
onoff
j

)
+piE

tx ∀i = 0, · · · , n

∀j = 1, · · · , n+ 1, i ̸= j
(1h)

z0=0, zn+1=max
i=1,···,n

{di}≤D (1i)

x0 = 1, xn+1 = 1 (1j)
xi ∈ {0, 1}, yij ∈ {0, 1} ∀i = 0, · · · , n

∀j = 1, · · · , n+ 1, i ̸= j
(1k)

The cost function (1a) is the weighted sum of the rejection
cost and the energy cost over all the requested TXs. The
rejection cost is given by the priority of rejected tasks, while
the energy cost is determined by constraints (1g) and (1h).
Constraints (1b) and (1c) force each accepted TX to precede
and succeed only one other TX. Constraint (1d) makes sure
that if the i-th TX precedes the j-th, the completion time
of the former precedes the one of the latter summed by the
transmission time pj . Instead, if the i-th and j-th TXs are
not sequential, zj ≥ 0. Note that (1d) ensures the elimination
of cycles in the transmission sequence [9]. Constraint (1e)
ensures that the completion time of an accepted TX is not
less than the sum of its release date and transmission time. The
deadline requirement (1f) dictates that the completion time of
an accepted TX cannot exceed its deadline.

Related to the energy aspects, (1g) sets the upper limit for
the energy consumption of a TX, which is equal to the sum
of the energy associated with the activation and deactivation
of the radio transceiver, and the energy consumed for the
transmission. Conversely, (1h) sets the energy consumption
lower bound, which depends on whether the current TX is
performed by the same STA that performed the one that
precedes (sij). If the STA is the same, instead of going to sleep
and in the active state again, it stays active, saving energy and
consuming proportionally to the time between the end of the



preceding TX zi and the beginning of the current one in the
zj−pj slot. Finally, (1i) and (1j) set x and z for the dummy
TXs, while (1k) forces x and y to be binary.

Using the common three-field scheduling
notation of [10], the TASP can be described as
1|SCsi,td; rj ; reject; d̄j |

∑
wjUj , i.e., single-machine

sequence-independent completion-dependent batch setup
cost scheduling with release dates, deadlines and rejection.
In this context, Uj is the unit penalty of job j and wj is
its weight, so

∑
wjUj is the weighted number of tardy

(i.e., not accepted) jobs. The batch setup cost refers to the
STA activation cost for one or a batch of TX, considering
possible idle times between TX (completion-dependent), and
the subsequent deactivation cost.

The problems closest to ours are (i) the Order
Acceptance and Scheduling (OAS) [2], described by
1|rj ;STsd; reject; d̄j |

∑
j /∈R wjTj −

∑
j /∈R vj , as it includes

a cost for job setup similar to our activation and deactivation
energy, and (ii) the single-machine Job Interval Selection Prob-
lem (JISP) [11], described by 1|rj ; reject; d̄j |

∑
Uj , which

can be considered as a special case of the OAS that only
tries to maximize the number of accepted tasks. Both such
problems consider AoI constraints for TXs (i.e., maximum
completion times for jobs), however, they do not model the
cost associated with energy consumption. To the best of our
knowledge, a formulation equivalent to the TASP has never
been proposed before. The TASP includes both integer and
continuous variables, and one quadratic constraint (1h), there-
fore it belongs to the MIQCP class, whose problems are known
to be NP-hard [12]. Moreover, even without considering (1h)
and the energy term of (1a), such a simplified problem, which
can be referred to as the single-machine Job Interval Selection
Problem (JISP) (i.e., 1|rj ; reject; d̄j |

∑
wjUj), is demonstrated

to be NP-hard [11]. The optimal solution for the TASP can
be calculated using MIQCP solvers such as Gurobi and IBM
CPLEX. However, as scheduling decisions are to be timely
calculated on a per-beacon period basis by a possibly low-
power AP, they cannot be calculated for non-trivial problem
instances. Since TASP is clearly NP-Hard, we propose a
heuristic algorithm to efficiently find solutions.

V. HEURISTIC ALGORITHM

Given the high complexity of the TASP, we devise a
heuristic strategy, named TASPER (TASP Efficient Resolver),
to find solutions for the TASP in a quick and efficient way.
As the TASP is closely related to the Order Acceptance
and Scheduling (OAS) problem (see Sec.II), we developed
TASPER by extensively modifying BALAS, a heuristic algo-
rithm proposed in [2] to solve the OAS. As compared to the
original algorithm, TASPER is tailored to specifically fit the
TWT scheduling problem, with a particular focus on energy
saving. This approach perfectly matches our scenario as we
are interested in finding solutions that, while sub-optimal,
can be derived in an amount of time as small as the inter-
beacon interval of the Wi-Fi network. The basic idea behind
TASPER is to treat the TWT scheduling as the best path-

finding problem in a decision diagram. Here, vertex i of the
diagram corresponds to the scheduling of the i-th TX at the
time ti = zi−pi. The edge between vertex j and vertex i is
accordingly associated to a reward ri = αvi+(1−α)(1−ei),
with vi and ei normalized in [0, 1]. In such a perspective, the
goal of the TASPER algorithm is to find the best path, i.e., the
one with the highest cumulative value, between the dummy TX
0 (the source) and the dummy TX n+1 (the sink). Hence, TX 0
is always scheduled first. Note that maximizing the cumulative
reward ri corresponds to minimizing the objective function
(1a). First, the remaining TXs are ordered according to their
latest start time di − pi. According to the TASPER algorithm,
the next TX can be selected only among those falling in a
specific time window, the so-called neighborhood. The latter
is defined by the ŵ parameter, i.e., the neighborhood size.
Specifically, a TX j is within the neighborhood of transmission
i if its release time rj is at most ŵ time slots before or after
the completion time of TX i, zi. Here, the ŵ parameter value
gauges the trade-off between the algorithm complexity and the
optimality gap. Indeed, the larger the ŵ, the broader the choice
of the TX to be scheduled, with a clear impact on the problem
complexity. Accordingly, given an already scheduled TX i, its
neighborhood can be defined as Ni = {j : |rj − zi| ≤ ŵ}

The key idea of the TASPER is to recursively select the
dominant TX choice in the neighborhood Ni, that is the one
that yields (i) the highest reward ri, and (ii) the shortest
completion time for the same reward. In such a way, it is
possible to select the TXs with a high rejection cost, as well as
a low completion time, to leave more room for the scheduling
of other TXs. This allows the maximization of the overall
reward and the number of accepted TXs as well. Since some
basic concepts (e.g., the dominance) are in common with the
BALAS algorithm, we refer the reader to [2] for further details.

Furthermore, TASPER implements an additional step, as
compared to the vanilla BALAS algorithm. Specifically, once
the scheduling solution is determined, TASPER attempts to
shift subsequent TXs of the same STA to reduce as much as
possible the time gap between the completion of one TX and
the start of the next one. This is intended to chain the TXs
as much as possible, avoiding continuously turning on and off
the STA, to the benefit of its energy consumption.

VI. EVALUATION METHODOLOGY

To evaluate the performance of TASPER, we devised a
testing methodology comprising (i) the generation of TASP
instances, (ii) the derivation of the solutions of the TASP
instances by TASPER, as well as several baseline solving
strategies for comparison purposes, and (iii) the evaluation of
the obtained solutions through network simulations.
Problem instances generation. To generate problem in-
stances, we use a method that employs realistic network
scenarios and avoids trivial solutions. Specifically, we consider
16 STAs and 16 TXs, each of which is randomly assigned to a
STA. STAs are positioned such that their distance from the AP
falls within a uniformly distributed interval. Such interval is
delimited by the distances for which the maximum Modulation



Fig. 3: Distribution of the best MCS usable for STA TXs (left)
and the TX byte sizes (right) for the generated TASP instances.

and Coding Schemes (MCSs) that can be used for reliable
data transmission are MCS 11 and MCS 0, respectively.
The size (in bytes) of TXs is such that, given the sampled
MCS, the transmission times pi are uniformly distributed
between 0 and 20 Ts. The remaining parameters of the TASP
instances are generated as in [2], with parameters τ = 0.2, and
R = 0.3. Fig. 3 shows the distributions of the STAs MCS and
transmission byte sizes for the generated problem instances.
Problem solutions. Solutions to the 100 generated problem
instances are derived by both TASPER and the following
baseline strategies used as a benchmark:

• Optimum: it is the solution calculated by Gurobi, a well-
known numerical optimization solver;

• ShortestFirst: it always schedules the STA with the short-
est transmission among those available;

• FIFO: it orders the transmissions according to their
release time, in ascending order, and schedules the cor-
responding STAs in the same sequence;

• Random: it schedules randomly STAs with ready TXs.
TASPER is run with ŵ=11, as we found this value to offer
a good trade-off between solving time and optimality gap.
Further, as the Random strategy is not deterministic, for each
TASP instance we consider the results obtained by averaging
over 100 iterations of this solving strategy.
Solution simulations. To test our TWT scheduler and compare
it with other baselines, we enhanced the state-of-the-art ns-3
Wi-Fi TWT simulator in [13] with the following new features:

• Flexible Timing Configuration: users can easily specify
the traffic generation time ri of each transmission i, the
TWT SP start time (ti = zi−pi), as set by the TWT
scheduling strategy, and TWT SP duration pi.

• Deadlines support: AoI deadlines can be set as parameters
to report in log files whether they have been met.

• Specialized IEEE 802.11ax Simulation Facility: a new
simulation facility, including associated helpers and ap-
plications, has been developed to perform IEEE 802.11ax
simulations with TWT scheduling functionalities. Addi-
tionally, our facility supports logging into CSV files.

• Support for Multiple STA Classes: the framework now
supports multiple classes of STAs, each customizable
with specific parameters including the number of STAs,
distance from the AP, traffic type, UL/DL configuration,
channel width, and MIMO configuration (up to 4x4).

• MCS and SNR Retrieval: the employed MCS and the
Signal-to-Noise Ratio (SNR) can be retrieved at the
application layer from the MAC and PHY (respectively)

models for each received packet, through dedicated tags.
• Transparent Logging: a novel ReportManager module

enables seamless logging functionality to gather and store
latency metrics, and produce latency distributions.

To test a realistic scenario in which TWT would bring
significant advantages in terms of guaranteed deterministic
latency and low energy consumption, we implemented an
industrial sensor network configuration: 16 sensors (STAs)
connected to an industrial AP, 2.4 GHz frequency band, SISO
20 MHz channel configuration for both the STAs and the AP,
OFDMA, 800 ns Guard Interval, and up to 16 traffic transmis-
sions from STAs. Each simulation evaluated the performance
of the TWT system during one beacon period of 102.4 ms.

VII. EVALUATION RESULTS

Fig. 4a reports the mean rejection cost, i.e., the sum of
the priority of rejected TXs, as a function of the α weight
of function (1a). Note how, as α increases, the importance
of the rejection cost increases at the expense of the energy
consumption. Accordingly, TASPER achieves a lower mean
rejection cost for a bigger α. In all cases, not only TASPER
outperforms the baselines, but also achieves near-optimal per-
formance despite its lightweight design. Compared to the best-
performing baseline, i.e., ShortestFirst, TASPER obtains up to
26% lower rejection cost, while compared to Random, such
a reduction increases to 57%. In the best case, these numbers
translate to a 21.23% and 193.74% higher schedule admission
score (i.e., the sum of the priority of scheduled transmission)
for TASPER (5.98), as compared to ShortestFirst (4.93), and
Random (2.04), respectively. In the ideal case where all TXs
are scheduled, the admission score is 8.91 on average.

Fig. 4b shows the per-TX energy consumption metric, com-
puted as the ratio between the overall STA energy consump-
tion, and the number of accepted transmissions. TASPER
consumes up to 7.42% (2.56% on average) less energy than
the most energy-efficient baseline, i.e., ShortestFirst, and up
to 30.87% (27.24% avg.) less than Random. Clearly, as α
increases, the results follow an opposite trend compared to
the Mean Rejection Cost, as TASPER tends to disregard the
energy consumption in favor of the rejection cost. Accordingly,
α=0.1 yields the lowest energy consumption per completed
transmission. Interestingly, for α=0.7 and 0.9, the Shortest-
First baseline achieves a better mean energy consumption, as
it always schedules the shortest transmissions, which consume
the lowest transmission energy, while TASPER schedules
longer, yet more valuable transmissions requiring more energy.

Fig. 4c describes the reliability in meeting the AoI con-
straints, as it reports the mean percentage of missed AoI dead-
lines relative to all carried out TXs, derived using our custom
simulator. TASPER on average violates the deadline for 0.5%
of the TXs. Such violations are more frequent for higher α, i.e.,
when it optimizes for the rejection cost rather than the energy
consumption. Curiously, Optimum yields a slight percentage
of missed AoI deadlines, and even performs slightly worse
than TASPER. This occurs because, as compared to TASPER,
Optimum creates tighter schedules where TX completion times
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Fig. 4: Comparison of TASPER with the optimum, other baseline strategies, and a NoTWT approach as a function of the α
weight coefficient, through numerical and simulation results. When present, the error bars indicate the 20th and 80th percentile.

often correspond to the deadlines. In such a way, Optimum
manages to include as many TXs as possible and also to
minimize the idle times between consecutive TXs from the
same STA, reducing the overall energy consumption as a
result. However, when problem instances include even a few
TX times that deviate slightly from simulated times, meeting
the scheduled completion time precisely at the deadline results
in some deadlines being exceeded. Furthermore, the results are
also derived for a NoTWT approach that does not isolate TXs
in TWT SPs, instead, it uses the standard Wi-Fi CSMA/CA
to regulate channel access. This approach is unfit for time-
sensitive traffic, as it increases the number of violations by
2 orders of magnitude. The entity of the AoI violations can
be observed in Fig. 4d, which shows the mean duration of
the violations normalized over the TX times. When TASPER
exceeds the deadline, the violations are 2% of the TX durations
(0.07 ms) on average. Conversely, with a NoTWT approach,
the violations last up to 3.5 times the TX durations.

VIII. CONCLUSIONS AND FUTURE WORK

This paper presents a novel solution for efficient TWT
scheduling in time-critical IIoT scenarios. First, we provide
a set of motivational findings, showing the advantages of
TWT in guaranteeing low and deterministic latencies. Then,
we propose a mathematical model of a TWT-enabled Wi-Fi
network and formulated the TWT Acceptance and Scheduling
Problem (TASP), showing that it is NP-Hard. To solve the
TASP, we present a heuristic algorithm to calculate near-
optimal solutions efficiently. Finally, we report the evaluation
of our solution by simulating a realistic IIoT scenario, through
a customized simulator based on ns-3. Our results show the ef-
fectiveness of TASPER compared to other baseline strategies.
Specifically, TASPER obtains a 21.23% higher scheduling
score and up to 7.42% lower energy consumption than the
best-performing baseline. Through simulation, we prove the
effectiveness of TASPER and TWT in guaranteeing determin-
ism, showing a low number of missed deadlines compared
to both standard Wi-Fi networks (with no TWT) and other
baseline strategies. Indeed, TASPER misses only 0.5% AoI
deadlines, which is 22.9x less than the NoTWT configuration.

Future work will focus on extending the proposed scheme
to an OFDMA scenario, where Wi-Fi TXs are allocated in
Resource Units (RUs), spanning both the time and frequency
dimensions. Then, we will perform a more extensive evalua-

tion of energy consumption by analyzing the STA transitions
between different PHY states for different scheduling policies.
We also plan to investigate the application of Machine Learn-
ing in finding solutions for the TASP problem. Finally, we
plan on deploying our solution on real TWT-enabled Wi-Fi 6
devices to validate our findings in the real world.
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