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Quadrature at fake nodes

Stefano De Marchi a,d · Giacomo Elefante b · Emma Perracchione c · Davide Poggiali d

Abstract

We investigate the use of the so-called mapped bases or fake nodes approach in the framework of numerical
integration. We show that such approach is able to mitigate the Gibbs phenomenon when integrating
functions with steep gradients. Moreover, focusing on the optimal properties of the Chebyshev-Lobatto
nodes, we are able to analytically compute the quadrature weights of the fake Chebyshev-Lobatto nodes.
Such weights, quite surprisingly, coincide with the composite trapezoidal rule. Numerical experiments
show the effectiveness of the proposed method especially for mitigating the Gibbs phenomenon without
the need of resampling the given function.

1 Introduction
As well-known the Newton-Cotes formulae, that rely on univariate polynomial interpolation at equispaced points suffer from
instability even for low degree polynomials (Runge and Gibbs phenomena are indeed two consequences of this [5, 6, 24, 25]).
Such instability, which is common to many approximation methods (see e.g. [4, 12, 16, 17]), directly follows from the computation
of the polynomial interpolant that - after being integrated - defines the quadrature rules. To overcome this problem, for instance,
in [19] the authors discuss new approaches, based also on least-squares, aimed to construct stable Newton-Cotes-like formulae
for high order polynomials. Moreover, in this direction, many efforts are devoted to study conformal maps that lead to resampling
the function at different data in order to improve the approximation or mitigate the instability, see e.g. [1, 3]. Simply choosing
ad hoc sets of nodes leads to resampling the (unknown) function and to avoid this drawback, here we present the use of the
so-called mapped bases or fake nodes approach [13] in the framework of numerical integration.

To fix the notation, we need to recall the basics of univariate polynomial interpolation (for more details the unfamiliar reader
can refer e.g. to the book [8]).

Let I = [a, b] ⊂ R and Xn = {x i , i = 0, . . . , n} ⊂ I be a set of distinct nodes (also called data points). In classical univariate
interpolation we reconstruct a function f : I −→ R given its samples at the node set Xn, that is Fn = { fi := f (x i), i = 0, . . . , n}.
Thus, let Πn = span{1, x , . . . , xn} be the linear space of polynomials of degree less or equal than n, the interpolating polynomial
Pn, f ∈ Πn of f at Xn can be expressed as

Pn, f (x) =
n
∑

i=0

ai x
i , x ∈ I ,

being a = (a0, . . . , an)ᵀ the vector of the coefficients which is determined by solving the system

V a = f ,

where Vi, j := Vi, j(Xn) = x j
i , i, j = 0, . . . , n, is the well-known Vandermonde matrix for the point set Xn and f = ( f0, . . . , fn)ᵀ.

Alternatively, Pn, f can be expressed in the Lagrange basis L = {l0, . . . , ln}, so that

Pn, f (x) =
n
∑

i=0

f (x i)li(x), x ∈ I ,

where the elementary Lagrange polynomial can be written in determinant form as

li(x) =
det(Vi(Xn))
det(V (Xn))

=
∏

0≤ j≤n
j 6=i

x − x j

x i − x j
,

where Vi(Xn) = V (x0, . . . , x i−1, x , x i+1, . . . , xn); refer to [9].
Based on papers studying mapped bases (cf. e.g. [18, 21]) and inspired by the kernel (discontinuous) framework [11, 22, 23],

in [13] the authors introduced a method that changes the given interpolation problem, and in particular the node distribution,
without the need of resampling the (unknown) function f . This turns out to be helpful in applications, such as rational
approximation [2], imaging [10] and, and in what we will discuss in this note, i.e. numerical quadrature.

The paper is organized as follows. In Section 2, for making the paper self-contained, we review the basics of quadrature rules
and of the mapped bases approach. Then, in Section 3, we study the quadrature method we propose. Numerical experiments are
presented in Section 4. The last section deals with conclusions and future work.
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2 Preliminaries
We start by recalling the main ideas of the fake nodes approach and then we briefly review the basics of numerical integration.

2.1 Mapped bases approach

Consider a bijective map S : I −→ R. For any x̃ ∈ J := S(I), we may construct the polynomial Pn,g : J −→ R interpolating the set
of function values F at the fake nodes S(Xn) = {S(x i) = x̃ i i = 0, . . . , n} ⊂ J , for some function g : J −→ R, so that it belongs to
C r(J̃), for a closed set J̃ so that J ⊆ J̃ , r ≥ 0 and

g|S(Xn)
= f|Xn

.

Hence, for x ∈ I the interpolant RS
n, f ∈ span{(S(x))i , i = 0, . . . , n} is given by

RS
n, f (x) := Pn,g(S(x)) =

n
∑

i=0

aS
i S(x)i .

Trivially, aS = (aS
0 , . . . , aS

n)
ᵀ are determined by solving the system

V S aS = f ,

where V S = V (S(Xn)) and f = ( f0, . . . , fn)ᵀ.
As for classical polynomial interpolation, we are able to define the mapped Lagrange basis so that for x ∈ I the approximant

RS
n, f reads as follows

Rs
n, f (x) =

n
∑

i=0

f (x i)l
S
i (x),

where

lS
i (x) := li(S(x)) =

det(Vi(S(Xn)))
det(V (S(Xn)))

=
∏

0≤ j≤n
j 6=i

S(x)− S(x j)

S(x i)− S(x j)
.

We are here interested in studying such approach applied to the approximation of integrals of univariate functions. To this
aim, mainly for notation convenience, we briefly recall the basics of quadrature formulae.

2.2 Numerical quadrature

Given f : I = [a, b]→ R, we are interested in approximating

I ( f , I) :=

∫

I

f (x)dx ,

via quadrature formulae of interpolation type. To this aim we take a set of distinct (quadrature) nodes Xn = {x i , i = 0, . . . , n} and
we assume for simplicity that x0 = a, xn = b and n≥ 1. Then, the classical quadrature formula obtained via Pn, f assumes the
form:

I n( f , I) := w ᵀ f ≈I ( f , I),

where the weights w = (w0, . . . , wn)ᵀ are computed by solving V ᵀ w =m, where m = (m0, . . . , mn)ᵀ is the vector of moments of
the polynomial basis, i.e. mi =I (x i , I), i = 0, . . . , n.

We also recall that the interpolant can be written in cardinal form using the Lagrange basis. Therefore, in an equivalent way,
the weights are the integrals

wi =I (li , I), i = 0, . . . , n.

Provided that f ∈ Cn+1(I), the quadrature error assumes the form [20, p. 303–304]

En( f ) =I ( f − Pn, f , I) =
1

(n+ 1)!
I
�

( f (n+1) ◦ ξ)ωn+1, I
�

,

where ξ := ξ(x) is from the pointwise interpolation error and ωn+1 is the nodal polynomial

ωn+1(x) =
n
∏

i=0

(x − x i).

Remark 1. We further point out that one can easily see that

|En( f )| ≤max
η∈I

�

� f (n+1)(η)
�

�

(n+ 1)!
I (|ωn+1|, I) .

We now drive our attention towards the use of mapped bases as an alternative to standard quadrature rules.
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3 Quadrature via fake nodes
In this section at first we investigate the quadrature problem via fake nodes for a generic map and then, we drive our attention
towards two specific maps introduced for mitigating non-physical oscillations due to the typical instability of the interpolant at
equispaced nodes or in the presence of discontinuities.

In the framework presented in [13] and briefly recalled in the previous section, using RS
n, f for constructing the quadrature

formulae, we have that
I ( f , I)≈I S

n( f , I) := (w S)ᵀ f ,

where the weights w S = (wS
0, . . . , wS

n)
ᵀ are computed by solving the system of moments

(V S)ᵀ w S =mS ,

with mS = (mS
0, . . . , mS

n)
ᵀ, and mS

i =I (S(x)i , I), i = 0, . . . , n.
Equivalently, for x ∈ I , the interpolant RS

n, f can be viewed as a standard polynomial interpolant Pn,g on the mapped set of
nodes J = S(I). Moreover, if the map S is at least C1(I), letting t = S(x), for x ∈ I , we get

S̃(t) :=
dS−1(t)

dt
=

1
S′(S−1(t))

, (1)

that, by considering the Lagrange form of the interpolant, brings to,

I (RS
n, f , I) =I

�

n
∑

i=0

fi lS
i , I

�

=I

�

n
∑

i=0

fi (li ◦ S), I

�

=I

�

n
∑

i=0

fi li S̃, J

�

=I (Pn,g S̃, J). (2)

Thus, the S-mapped weights become
wS

i =I (l s
i , I) =I (li S̃, J). (3)

For the quadrature error we can easily prove the following.
Proposition 3.1. Let S be such that g is at least Cn+1(J̃). Then,

ES
n ( f ) =

1
(n+ 1)!

I ((g(n+1) ◦ ξ ◦ S) (ωS
n+1 ◦ S), I),

being

ωS
n+1(t) :=

n
∏

i=0

(t − t i),

the nodal polynomial at the fake nodes and where ξ := ξ(t) is from the pointwise interpolation error. We have also that

|ES
n ( f )| ≤

maxη∈J |g(n+1)(η)|
(n+ 1)!

I (|ωn+1S̃|, J).

Proof. Letting t = S(x), we have that

ES
n ( f ) =I ( f − RS

n, f , I) =I ((g − Pn,g)S̃, J).

Then, by using the pointwise interpolation error, we obtain

ES
n ( f ) =

1
(n+ 1)!

I ((g(n+1) ◦ ξ)ωS
n+1 S̃, J) =

1
(n+ 1)!

I ((g(n+1) ◦ ξ ◦ S) (ωS
n+1 ◦ S), I),

which in particular implies that

|ES
n ( f )| ≤

1
(n+ 1)!

max
η∈J
|g(n+1)(η)|I (|ωn+1S̃|, J).

�

Remark 2. If S is so that g is a polynomial of degree n, then the quadrature has exactness n. Moreover, we observe that, having
defined the error as in Proposition 3.1, all considerations made in Remark 1, hold for the mapped basis approach too.

As in [13], we now focus on the computation of the weights for two specific maps, called S-Gibbs and S-Runge. We will show
that while the S-Gibbs leads to a robust and novel method for mitigating the Gibbs effect, the use of the S-Runge map coincides
with a truly popular composite algorithm in the case of equispaced nodes.
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3.1 S-Gibbs

Letting ξ0 = a and ξd = b, suppose that the function f shows jump discontinuities, whose positions and magnitudes are encoded
in the set

Dd := {(ξi ,αi) ξi < ξi+1, α0 = αd = 0, αi := | f (ξ+i )− f (ξ−i )|, i = 1, . . . , d − 1}.
To construct a reliable approximation RS

n, f of f , as in [13], we introduce the so-called shift parameter k ∈ R+. Therefore,

letting βi := kαi , i = 0, . . . , d, and Bi =
∑i

j=0 β j , we define S as follows:

S(x) = x + Bi , for x ∈ [ξi ,ξi+1[, 0≤ i ≤ d − 1.

Finally, letting Ii = [ξ+i ,ξ−i+1[ and Ji = S(Ii), we approximate the integral as

wS
j =I (l s

j , I) =
d−1
∑

i=0

I (l j S̃, Ji) =
d−1
∑

i=0

I (l j , Ji),

where the last equality follows from (2) and the fact that S̃ is bijective and constantly equal to 1 on each sub-interval and where
li is the Lagrange polynomials at the fake nodes.

The interpolant constructed via the S-Gibbs map naturally encodes the discontinuities in the mapped bases. For that reason,
we expect to achieve accurate approximations for discontinuous functions.

3.2 S-Runge

When studying the S-Runge map, we consider two data distributions: equispaced nodes and scattered data. Indeed, while any
extension to scattered points turns out to be trivial for the for the S-Gibbs, the S-Runge map requires some investigation.

3.2.1 Equispaced nodes

In order to prevent the appearance of the Runge phenomenon, the natural way is to consider the set of (increasingly ordered)
Chebyshev-Lobatto (CL) points on K = [−1,1] (also known as Chebyshev extremal points)

Cn =
§

ci = − cos
�

iπ
n

�

, i = 0, . . . , n
ª

.

Their Lebesgue constant grows logarithmically with respect to n (cf. e.g. [5]). Then, using the map S : I −→ K given by [13]

S(x) = − cos
� x − a

b− a
π
�

, (4)

we can prove the following result for the quadrature rule based on the fake nodes approach. While the result is theoretically
interesting, since it tells us how to compute the weights, numerically it shows that the proposed method simply coincides, quite
surprisingly, with the composite trapezoidal rule.

Theorem 3.1. Given Xn = {xk = a+ kh, h= (b− a)/n, k = 0, . . . , n} ⊆ I and the map (4), the S-mapped quadrature weights are
then given by

wS
k =







h
2

, for k ∈ {0, n},

h, for k = 1, . . . , n− 1.

Proof. Let v : K −→ R
v(x) = (1− x2)−1/2

be the Chebyshev weight function and ci , i = 0, . . . , n, the CL nodes, then

I ( f v, K)≈
n
∑

i=0

f (ci)w
C
i =

n
∑

i=0

f (ci)
π

zi n
, (5)

where wC
i are the classical Chebyshev weights (see e.g. [7]), zi = 2 if i ∈ {0, n} and 1 otherwise.

Let us now take on I the set of equispaced nodes Xn and the S-map (4). Thus, S(Xn) = Cn. Letting t = S(x), then
li(S(x)) = li(t), i = 0, . . . , n, where li(t) is the Lagrange basis at the CL nodes in K . Therefore, taking into account (1), (2) and
the fact that

dx = S̃(t)dt = v(t)
b− a
π

dt,

we have

wS
i =
(b− a)
π

I (li v, K).

By observing that the quadrature rule (5) is exact for polynomials of degree less or equal to n, we obtain

wS
i =
(b− a)
π

n
∑

j=0

li(c j)w
C
j =
(b− a)
π

n
∑

j=0

δi,j
π

z j n
=

b− a
zi n

.

�
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Remark 3. The weights for the fake nodes approach with CL nodes coincide with the trapezoidal composite rule and up to a
constant with the Gaussian quadrature formulae for approximating the integrals of weighted Chebyshev functions.

The procedure here outlined can be extended to any set of scattered data. To achieve this, we only need to replace the
analytical map (4) with an interpolating function that maps scattered nodes into the CL points. For instance, we investigate the
use of Radial Basis Functions (RBFs) and linear piecewise interpolant.

3.2.2 Scattered nodes

Let us take a set of scattered nodes Xn ⊂ [a, b] ⊂ R

Xn = {x0 = a < x1 < · · ·< xn−1 < xn = b}.

The aim is to define a function S that maps on the Chebyshev nodes. In principle, any interpolant S so that S(x i) = ci , i = 0, . . . , n,
could be used. Indeed, once an interpolant S is defined, then the weights can be computed as in (3). As first example, we take S
as a RBF interpolant (see e.g. [15]), i.e.

S (x) =
n
∑

k=0

γkφ(|x − xk|), x ∈ I ,

where φ is the so-called RBF. Here we will use the Matérn C2 function given by

φ(r) = e−εr(1+ εr),

where ε is the so-called shape parameter and r denotes the Eucledian distance. The coefficients are characterized by solving the
linear system of equations [15]

Kγ= c,

where γ = (γ0, . . . ,γn)
ᵀ, c = (c0, . . . , cn)

ᵀ and Kik = φ(|x i − xk|), i, k = 0, . . . , n. Since K is a symmetric and strictly positive
definite kernel, this system has exactly one solution. Once the coefficients are computed, the weights are determined as in (3).

As a second example, we propose to use the linear piecewise spline interpolant. On each interval Ik = [xk, xk+1], the map is
defined as

Sk(x) = mk(x − xk) + qk,

where
mk =

ck+1 − ck

xk+1 − xk
,

and qk = ck. Therefore, for x ∈ I the map S : I −→ R assumes the form

S(x) =
n−1
∑

k=0

χIk (x)Sk(x),

χIk (x) = 1 if x ∈ Ik and 0 elsewhere.
Then we can compute the weights for the quadrature by splitting the integral on each sub-interval Ik = [xk, xk+1]. Indeed,

taking into account the change of variable in (1),

ws
i =I

�

l s
i , I
�

=I (li S̃, J) =
n−1
∑

k=0

1
mk

I
�

liχJk
, Jk

�

=
n−1
∑

k=0

1
mk

I (li , Jk) ,

with Jk = S(Ik) = [ck, ck+1] and li the Lagrange polynomials at the Chebyshev nodes.
We now focus on the numerical experiments that are devoted to investigate the possible benefits coming from the use of the

fake nodes in the context of quadrature rules.

4 Numerical experiments
The experiments are carried out in PYTHON 3.7 using NUMPY 1.15. The Python code is available at https://github.com/
pog87/FakeQuadrature.

We consider the following test functions (a discontinuous and a Runge function, respectively)

f1(x) =

�

sin(x), for x ≤ 0,

log(x4 + 4) + 7, for x > 0,
and f2(x) =

1
4x2 + 1

.

We compute the integral of the functions over the interval I = [−2, 2]. In Figure 1 the absolute error between the true value
of the integral and its approximation is displayed for several polynomials degrees. In Figure 1 (left) we compare the computation
of the integral with equispaced points, CL nodes and fake nodes that make use of the S-Gibbs map. For such map, we fix the
shift parameter k = 1.5. We can note that encoding the discontinuity directly into the basis via the S-Gibbs map leads to a truly
effective tool which outperforms the other considered methods.

In Figure 1 (right) we sample the function f2 at the Halton points, which are a set of low-discrepancy points [14], and we
compare the behaviour of the classical computation of the weights and the one obtained via the fake nodes. Specifically, the
computation of the quadrature weights for the mapped bases approach is obtained with two different maps: linear piecewise
spline and RBF interpolant. For the latter we take the Matérn C2 kernel and we fix the shape parameter as ε = 0.5. We note that
the fake quadrature formulae outperform the computation of the integral on Halton nodes.
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Figure 1: Approximation of the integral over I = [−2,2] of the functions f1 and f2, respectively. Increasing the node numbers, the Fake node
approach shows to be competitive in both cases.

5 Conclusions
We investigated the application of the mapped bases approach, without resampling, to quadrature. Numerical evidence shows
that, by using this technique, we can reduce the Runge and Gibbs phenomena. In particular, the S-Gibbs map outperforms the
other considered methods. Work in progress consists in extending such a simple but effective procedure to higher dimensions.
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