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A B S T R A C T

We here propose a hybrid computational framework to reproduce and analyze aspects of the avascular
progression of a generic solid tumor. Our method first employs an individual-based approach to represent
the population of tumor cells, which are distinguished in viable and necrotic agents. The active part of the
disease is in turn differentiated according to a set of metabolic states. We then describe the spatio-temporal
evolution of the concentration of oxygen and of tumor-secreted proteolytic enzymes using partial differential
equations (PDEs). A differential equation finally governs the local degradation of the extracellular matrix (ECM)
by the malignant mass. Numerical realizations of the model are run to reproduce tumor growth and invasion
in a number scenarios that differ for cell properties (adhesiveness, duplication potential, proteolytic activity)
and/or environmental conditions (level of tissue oxygenation and matrix density pattern). In particular, our
simulations suggest that tumor aggressiveness, in terms of invasive depth and extension of necrotic tissue, can
be reduced by (i) stable cell–cell contact interactions, (ii) poor tendency of malignant agents to chemotactically
move upon oxygen gradients, and (iii) presence of an overdense matrix, if coupled by a disrupted proteolytic
activity of the disease.
1. Introduction

Solid tumors typically arise from small nodes of cells of a given
organ or tissue, subjected to genetic mutations and/or epigenetic alter-
ations. These damage agents, able to escape from DNA repair mech-
anisms, acquire over time further malfunctions, that allow them an
uncontrolled proliferation and the possibility to survive in harsh con-
ditions [1,2]. The primary lesion undergoes an early phase of aber-
rant growth, which results in the consumption of chemical critical
substrates: the surrounding environment, in particular the existing
vasculature, is in fact often inadequate to supply and deliver a sufficient
amount of nutrients and growth factors [3–5]. A necrotic core indeed
emerges in the central and more dense area of the malignancy, formed
by individuals dead for deprivation of vital substances.

To avoid the same fate, the remaining fraction of viable cells
starts to release pro-angiogenic factors to drive a sort of malignant
vascularization i.e., the formation of a functional micro-circulatory
system around the lesion by extension of capillaries from the main
vascular network. The disease can indeed further progress and even
infiltrate blood and lymphatic vessels by cells with the potential to
establish satellite clusters in distant parts of the host body [6]. These
new colonies may finally begin to grow to form secondary lesions.
This phenomenon, termed metastatization, drastically reduces the sur-
vival possibility of the patient, as the efficacy of most therapeutic
interventions strongly decreases [7,8].

E-mail address: marco.scianna@polito.it.

Malignant angiogenesis is not the only mechanism that promotes
metastatic processes. Before vascular transition, a tumor can in fact
infiltrate the surrounding host, as well as nearby tissues, by formation
and/or extension of invasive structures, that range from dispersed
groups of agents to compact fronts of malignant mass. The aggres-
siveness of the lesion in this phase is typically determined by the
biophysical characteristics of its component cells. For instance, malig-
nancies with the highest invasive potential mainly consist of cells with
enhanced mesenchymal traits, i.e., poor adhesiveness, high motility
and ability to secrete matrix degrading enzymes (MDEs) [9,10]. On
the opposite, more treatable diseases are formed by cells with typical
epithelial determinants, such as low migratory capacity and high ten-
dency to form stable contact junctions. The internal composition of a
tumor can vary during its progression spontaneously and/or in response
to environmental conditions. A malignant mass can be also considered
as an evolving ecosystem, whose component individuals compete for
space and resources under selective pressures but also collaborate to
maximize their survival potential [11].

In the last decades a fundamental help in cancer research is pro-
vided by the mathematical modeling, able to realistically reproduce
selected features of the biological system and to test potential therapeu-
tic strategies. Theoretical methods in this field can be distinguished, in
a first approximation, in continuous and discrete approaches.
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The former group of models is characteristic of a macroscopic point
of view and based on principles from continuum mechanics. They use
partial differential and/or integro-differential equations to reproduce
the spatio-temporal evolution of cancer-related variables, such as local
amounts of malignant (and non-malignant) cells, extracellular ma-
trix (ECM) components, matrix-degrading enzymes (MDEs), nutrients,
and/or growth factors.

In continuous approaches, the tumor aggregate is typically treated
as a fluid [12–15] or as an element with a different biomechanical
nature (e.g., elastic/hyperelastic [16–19], poroelastic [20], viscoelas-
tic [21,22], or elasto-viscoplastic [23]) and subjected to internal and
external forces. Cell movement is then incorporated through diffu-
sion [24–27], convection [28–30], taxis-like dynamics [31–35], or by
the use of the Darcy’s law [14,36–38], the Stokes equations [39–41],
or the Darcy-Stokes (Brinkman) equations [42]. Continuous models
are also suitable to include cell proliferation and death, that are usu-
ally set to depend on the interactions of the malignant mass with
the surrounding environment [12,20,22,28,30,37,39,40,43–46], and
angiogenic processes [45,47–51].

Multiphase models are a widely-used type of continuous approaches:
they represent a tumor as a saturated medium, which comprises at least
a solid cell phase and a liquid phase, with possible generalization to a
multiplicity of other phases [12,20,23,44,52–56]. The system is then
set to evolve following mass and momentum balance equations, that
are closed with appropriate constitutive laws [46,57–60]. Growth of
malignant aggregates is also described by continuous methods based
on the so-called adaptive dynamics. As reviewed in [61], these models
are built on the idea that the evolution of a heterogeneous element
is mainly driven by selection and mutation. The former favors the
diffusion of cell variants with the most adapt phenotype, whereas the
latter allows the emergence of offsprings with slightly different determi-
nants with respect to their progenitors. Differentiation across malignant
masses and selection of cell clones with evolutionary advantage are
finally included in continuous models based on information [62] and
on game [63] theory.

On the opposite, discrete models, widely known as Individual-based
models (IBMs) or Cellular Automata (CA), approach the biological
problem with a microscopic point of view: they in fact represent
biological entities, e.g., malignant cells or ECM components, as one
or more spatial units. There are two main types of discrete models:
lattice-free and lattice-based. The former one allows biological agents to
have an arbitrary morphology and to freely move in space. In the latter
one, the morphology of the elements and their possible movements
are instead restricted according to the discretization of the spatial
domain, which can be either regular (as in the case of square or cubic
grids) or irregular (Voronoi tessellations). In most discrete models,
malignant cells then behave according to Newtonian laws or to sets
of prescribed phenomenological rules, which they execute depending
on their type and on the signals received from the neighbors and/or
from the environment [64–69]. Cell dynamics can be also established
by an iterative minimization of the free energy of the system [70–73].
Discrete models for tumor growth can also include vascular elements,
that are typically represented as line segments, interconnected lattice
patterns, or collections of individual endothelial cells. In this respect,
it is substantially easy to model mechanisms such as vessel sprout,
branching, and anastomosis, endothelial cell activation, proliferation,
and migration up to gradients of tumor angiogenic factors [37,42,74–
79].

Every method has however its advantages and disadvantages. In
particular, continuous techniques overlook the behavior of single cells
and also fail to describe their mutual interactions. They may therefore
be unsatisfactory since what occurs at the cell-scale is, as seen, funda-
mental in determining the invasiveness and the metastatic potential of a
cancer. On the other hand, discrete models do not usually describe sub-
cellular processes, and thus neglect molecular and genetic mechanisms
2

that underly the evolution of the disease. Furthermore, they are difficult
to be analytically studied and the associated computational cost rapidly
increases with size of the system.

The use of hybrid modeling environments, that integrate both types
of approaches, is indeed increasing over years: the aim is to create
computational frameworks able to span a wide range of spatio-temporal
scales with a sufficient level of accuracy, offering the advantages
brought by the different methods. In a first family of hybrid meth-
ods, the same cell-scale elements are described by spatially extended
(i.e., discrete) objects in selected portions of the domain and by den-
sity/concentration fields in other regions. The cross-talk between the
different subdomains is defined by suitable mathematic procedures,
such as hydrodynamic limits and homogeneous and/or coarse-graining
methods. For example, in [21,80], an agent-based approach is used
to model the outer proliferating rim of an avascular tumor whereas a
continuum description is employed for the inner region of the mass,
mainly formed by quiescent and necrotic tissue. The two different types
of mathematical descriptions are simultaneously used also in [81]:
in particular, the interactions between the discrete fraction of the
lesion and its continuous part are incorporated in mass and momentum
conservation laws.

The most common family of hybrid models, and historically the
first, instead uses discrete variables to reproduce cell-scale elements
and continuous fields to represent molecular elements. The two com-
ponent parts of system then affect one each other by exchanging
information. For instance, duplication/death processes of finite-size
tumor cells are typically related to the diffusion of environmental
nutrients [70,72,82], genetic dynamics [83,84], or presence/amount
of specific control molecules [85]. Determinants of cell automata, such
ad adhesion and motility, are set to depend on chemical kinetics as
well [74,86]. On the other hand, continuous equations of molecular
variables can have sink and source terms closely related to the actual
configuration of spatially-extended malignant agents [72,73,87–92].

Motivation of the work We here introduce a multiscale approach that
belongs to the previously-defined second family of hybrid models. It
is used to study the avascular growth of a generic solid tumor with
a heterogeneous nature, i.e., formed by cells characterized by different
metabolic states. We represent malignant cells as non-deformable phys-
ical objects with finite size. They can undergo proliferation, apoptosis,
necrosis, and vary their metabolic state according to stochastic and
deterministic laws, that include a simplified description of the cell
cycle. The evolution of the tumor mass is then shaped by its interaction
with the surrounding molecular landscape, that is represented in terms
of continuous variables. In particular, we account for (i) the oxygen
supplied by the preexisting vasculature, whose kinetics are described
by a parabolic PDE, (ii) the structural extracellular matrix (ECM),
whose local density is measured by a field variable that, for the sake
of simplicity, neglects its fibrous component, and (iii) tumor-secreted
matrix-degrading enzymes (MDEs), whose concentration is set to vary
according to a reaction–diffusion equation (RDE).

As a relevant feature of our model, malignant agents are set to
move in order to maximize a local score, which is a sort of measure
of the attractiveness of their possible target locations and is based on
the trade-off between their adhesiveness (i.e., their epithelial trait) and
their tendency to move towards zones of higher oxygen availability
(i.e., their mesenchymal trait). The possibility of effective cell displace-
ment is further biased by the local structure of the ECM and by the
related capacity of the tumor to release proteolytic enzymes.

The progression of the malignant node is then numerically assessed,
in terms of invasive depth, morphology, and internal composition,
upon variations in cell biophysical determinants (i.e., adhesiveness, mi-
totic rate, MDE production) and environmental conditions (i.e., tissue
oxygenation, ECM spatial configuration), in a close comparison with
empirical evidence and observations.
The proposed model has its own characteristics and novelties:
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• The rule underlying cell movement is substantially different w.r.t.
those employed in most similar models, where cells are typically
set to move in order to minimize a global energy and not to
maximize a local score (see the above literature overview, and
in particular the Refs. [70,71] and those relative to the Cellular
Potts Model [72,73,93,94]);

• Metabolic state transitions simultaneously depend on intracellular
clocks, environmental conditions, and stochastic aspects, being
also characterized by a limited number of parameters, each with
an immediate biological meaning. As far as we know, this level of
details is not present in most hybrid approaches, where variations
in cell states are typically established either by intracellular chem-
ical profiles or by intracellular clocks, as the Reader can ascertain
in the excellent reviews [3,66,74,95–105].

Outline of the paper The rest of the paper is organized at it follows:
in Section 2, we will present the proposed model with the underlying
assumptions. Section 3 will deal with its numerical implementation. In
particular, we will first give details on the parameters estimate and on
the indices that will be used to quantify tumor progression. We will
then turn to describe the growth of the malignancy in a number of
selected settings, with a close comparison with proper experimental
evidence. The article will end in Section 4 with a review of the
model results from a therapeutic perspective and a discussion on its
limitations, with hints for possible developments.

2. Mathematical model

We use a two-dimensional lattice 𝛺 ⊂ R2 to reproduce a planar
ross-section of a tissue with a nascent malignancy. The domain 𝛺 is
ormed by identical hexagonal mesh elements: each of them is uniquely
dentified by its center 𝐱 ∈ R2 and, for any time 𝑡 ∈ 𝑇 = [0, 𝑡f] ⊂ 𝑅+

0
being 𝑡f the final observation instant), labeled by an integer number
(𝐱, 𝑡) ∈ N, see Fig. 1 (A) and Table 1. The quantity 𝜎 can be interpreted
s a sort of spin value: as clarified in the following, it allows to specify
f the corresponding lattice element is occupied by the lesion or if it
s a part of the extratumoral space. A first neighbor of a given mesh
ite 𝐱 is denoted by 𝐱′, while its overall first neighborhood by 𝐵𝐱,
.e., 𝐵𝐱 = {𝐱′ ∈ 𝛺 ∶ 𝐱′ is a first neighbor of 𝐱}, see again Fig. 1 (A).

Tumor cells are here assumed to be finite-size non-deformable
lements: each of them is set to occupy an entire grid site and assigned1

n identification number 𝑖 ∈ {1,… , 𝑁(𝑡)}, 𝑁(𝑡) being their amount at
ime 𝑡. If the generic 𝑖th cell occupies at a given time 𝑡 ∈ 𝑇 the mesh
lement 𝐱 ∈ 𝛺, we set 𝜎(𝐱, 𝑡) = 𝑖, see Fig. 1 (B). As shown in the same
mage, all mesh sites not occupied by the malignancy are labeled by
he spin 𝜎 = 0: they are hereafter denoted with the adjectives ‘‘free’’
nd ‘‘empty’’ and set to constitute an undifferentiated extratumoral
nvironment. In other words, a grid site of the domain has spin value
qual to 0 if it is not occupied by a tumor agent; otherwise, it is assigned
spin value equal to the identification number of the malignant cell by
hich it is actually occupied. Obviously, the total amount of malignant
gents cannot exceed the overall number of domain grid elements.

Each tumor cell is then given a metabolic state, that falls within the
et:

=

‘‘D’’ (default), ‘‘M’’ (mitotic), ‘‘A’’ (apoptotic), ‘‘H’’ (hypoxic), ‘‘N’’ (necrotic)}.

n this respect, 𝑝(𝑖, 𝑡) ∈  indicates the state of the 𝑖th malignant agent
t the time instant 𝑡 ∈ 𝑇 , see Table 1. We also account for the possibility
f state transitions: as specified in the following, they are considered

1 Each tumor cell initially present within the domain is assigned a random
dentification number 𝑖 ∈ {1,… , 𝑁(0)}. Updates in the set of cell identification
umbers are then determined by metabolic state transitions, as established by
he corresponding rules explained in Section 2.2.
3

g

almost instantaneous processes and governed by either stochastic or
deterministic laws.

The field variables 𝑜(𝐱, 𝑡), 𝑚(𝐱, 𝑡) ∶ 𝛺 × 𝑇 → R+
0 are instead used

o define the concentrations of oxygen and of tumor-secreted matrix-
egrading enzymes (MDEs), respectively, see Table 1. The function
(𝐱, 𝑡) ∶ 𝛺 × 𝑇 → [0, 1] finally gives a normalized and non-dimensional

measure of the local density of the extracellular matrix (ECM). It is
used to describe the heterogeneity characteristic of in vivomatrices, that
range from loose areas, composed of sparse proteins, to highly dense
regions, composed of an overabundance of collagenous elements [106,
107]. For the sake of simplicity, we neglect the fibrous component
of the ECM, despite it plays a key role in cell migration, specially in
three-dimensional settings [108–112].

2.1. Molecular dynamics

The above-defined chemical variables are set to evolve according to
classical partial differential equations. In particular, oxygen is assumed
to freely diffuse within the tissue and be uptaken by viable tumor cells
as a part of their metabolism. The evolution of its concentration, 𝑜, can
be indeed described as follows:

𝜕𝑜
𝜕𝑡

(𝐱, 𝑡) = 𝐷o∇2𝑜(𝐱, 𝑡)
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

diffusion

−𝜇o𝑜(𝐱, 𝑡)1(𝜎(𝐱, 𝑡) = 𝑖 ∶ 𝑝(𝑖, 𝑡) ∈ {D,H,M})
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

cell uptake

−𝜆o𝑜(𝐱, 𝑡)
⏟⏞⏞⏟⏞⏞⏟

decay

.

(1)

In Eq. (1), the coefficient 𝜇o is a measure of the absorption of the chem-
ical by metabolically-active malignant agents (i.e., 1 is the indicator
function), whereas the rate 𝜆o measures its natural decay. The constant
coefficient 𝐷o implies a homogeneous and isotropic diffusivity: it is a
easonable approximation, although oxygen has to pass through cell
embranes and interstitial fluids of different compositions [113,114].
he spatial distribution of the chemical nutrient may be also given
y a partial pressure field, that can be quantified by normalizing its
oncentration with a proper solubility coefficient.

The ECM density, represented by the normalized field 𝑒, is set to be
ocally reduced by the activity of tumor-produced proteolytic enzymes,
hose concentration is given by the variable 𝑚. This leads to the

ollowing coupled equations:

𝜕𝑒
𝜕𝑡

(𝐱, 𝑡) = −𝜇e𝑒(𝐱, 𝑡)𝑚(𝐱, 𝑡)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
ECM degradation

; (2a)

𝜕𝑚
𝜕𝑡

(𝐱, 𝑡) = 𝐷m∇2𝑚(𝐱, 𝑡)
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

diffusion

+𝜇m1(𝜎(𝐱, 𝑡) = 𝑖 ∶ 𝑝(𝑖, 𝑡) ∈ {D,H,M})
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

cell production

−𝜆m𝑚(𝐱, 𝑡)
⏟⏞⏞⏞⏟⏞⏞⏞⏟

decay

,

(2b)

here 𝜇e is the rate of matrix degradation, 𝐷m is the (substantially
ow) diffusion constant of MDEs, while 𝜇m and 𝜆m are their production
nd decay rate, respectively. Eqs. (2a)–(2b) imply that the malignant
ass is able to locally reduce the density of the surrounding matrix:

his possibly increases the ability of tumor cells to push into the host
issue by creating optimal space for infiltration (cf. Section 2.3).

The initial profiles of the molecular substances included in our
odel will be specified later on, as the boundary conditions integrating
qs. (1) and (2b). From a mathematical perspective, the field variables
, 𝑒, 𝑚 are continuous in time and piecewise continuously differentiable
n space (i.e., 𝑜, 𝑒, 𝑚 ∈ 𝑃𝐶1(𝛺, 𝑇 )). Their positivity is then preserved
ver time by the Eqs. (1), (2a), and (2b), i.e.,

(𝐱, 0), 𝑒(𝐱, 0), 𝑚(𝐱, 0) ≥ 0, ∀ 𝐱 ∈ 𝛺 ⟹ 𝑜(𝐱, 𝑡), 𝑒(𝐱, 𝑡), 𝑚(𝐱, 𝑡) ≥ 0, ∀ (𝐱, 𝑡) ∈ 𝛺 × 𝑇 .

he estimate of the parameters introduced in the above equations is
iven in Section 3.1 and collected in Table 2.



Mathematical Biosciences 370 (2024) 109168M. Scianna
Fig. 1. (A) Representative region of the domain 𝛺 with a given grid element 𝐱 and its first neighborhood 𝐵𝐱 . (B) Subdomain including 6 malignant cells with different metabolic
states (labeled by the set of identification numbers {1,… , 6}), surrounded by extratumoral tissue (composed of the free grid elements identified by the spin value 𝜎 = 0).
Table 1
Summary of variables and acronyms introduced in the model.

Variable/Acronym Description

𝑡 time
x center of a grid site
𝜎 ∈ N grid site spin value
𝑖 ∈ {1,… , 𝑁(𝑡)} cell identification number
‘‘D’’ cell default state
‘‘M’’ cell mitotic state
‘‘A’’ cell apoptotic state
‘‘H’’ cell hypoxic state
‘‘N’’ cell necrotic state
𝑜(x, 𝑡) oxygen concentration
𝑚(x, 𝑡) MDE concentration
𝑒(x, 𝑡) normalized ECM density

2.2. Cell state transitions

Tumor cells are allowed to instantaneously vary their metabolic
state according to either stochastic or deterministic laws, that are set to
depend on intracellular clocks and environmental stimuli, as sketched
in Fig. 2 (A).

Malignant agents in normoxic conditions are given the default state
‘‘D’’: they can then become hypoxic, duplicate, or undergo apoptosis. In
particular, a default-state cell 𝑖 becomes hypoxic at a given time 𝑡 ∈ 𝑇
when the available oxygen level locally drops below a basal threshold,
i.e., if 𝑜(𝑖, 𝑡) ≤ 𝑜H, where 𝑜(𝑖, 𝑡) indicates the chemical concentration at
the mesh element actually occupied by the agent of interest (i.e, the
exact formal notation would be 𝑜(𝐱 ∶ 𝜎(𝐱, 𝑡) = 𝑖, 𝑡)). On the opposite, a
hypoxic cell 𝑖 returns to the default state at 𝑡 ∈ 𝑇 if 𝑜(𝑖, 𝑡) > 𝑜H, i.e., if
normoxia is locally restored.

A default-state malignant agent 𝑖 enters the mitotic state ‘‘M’’ at a
given time 𝑡 ∈ 𝑇 with a probability that depends on a sort of internal
clock:

Pr(𝑝(𝑖, 𝑡) ∶ D → M) = −
𝛼DM

𝑡2M
(𝑡 − 𝑡𝑖)

[

(𝑡 − 𝑡𝑖) − 2𝑡M
]

. (3)

In the above law, plotted in Fig. 2 (B-left graph), 𝑡𝑖 identifies the
time instant at which the cell of interest was born/underwent the last
duplication (it is set equal to 0 for the group of agents forming the
original node of the disease), whereas 𝑡M indicates an average duration
of the mitotic cycle. The coefficient 𝛼DM ≤ 1 finally gives the maximal
probability of proliferation: it is here considered constant, despite it
in principle depends on cell determinants (e.g., genetic profile) and
microenvironmental variables (e.g., availability of nutrients such as
glucose). Eq. (3) indeed states that the duplication probability of a cell
in a default state increases, starting from its birth/last mitosis, until a
maximum and then decreases to become negligible.
4

As shown in Fig. 2 (C), the mitotic process is implemented by
creating a new agent in a free grid site within the neighborhood of
the duplicating cell. In mathematical terms, if the progenitor cell 𝑖 is
currently in the mesh element 𝐱 ∈ 𝛺 (i.e., if 𝜎(𝐱, 𝑡) = 𝑖), the daughter
agent is created in one of the free sites 𝐱′ ∈ 𝐵𝐱, selected at random.
If the surrounding mesh elements are full of cells, the duplication
process does not indeed occur. This is the model counterpart of the
mechanism of contact inhibition of proliferation, i.e., the mitotic cycle
is typically disrupted in overcompressed cells, although abnormal pro-
liferation is a relevant characteristic of malignant masses (cf. [115]
and references therein). The new born agent is then given the lowest
identification number among those actually free, that also include the
values previously referred to apoptotic cells (see below and panel (C)
of Fig. 2). Temporarily, the daughter agent is assigned the mitotic state
‘‘M’’: however, at the subsequent iteration of the algorithm, it will
automatically acquire the default state ‘‘D’’, which will be also given
to its progenitor.

Hypoxic and default-state cells can undergo apoptosis, which is a
programmed death mainly regulated by intracellular clocks and related
signaling pathways. More specifically, at any given 𝑡 ∈ 𝑇 , a cell 𝑖 with
phenotype ‘‘D’’ or ‘‘H’’ is set to die (i.e., to acquire an apoptotic state)
with the following Hill-type probability, which is reproduced in Fig. 2
(B-left graph):

Pr(𝑝(𝑖, 𝑡) ∶ {D, H} → A) =
(𝑡 − 𝑡𝑖)4

(𝑡 − 𝑡𝑖)4 + 𝑡4M
, (4)

where 𝑡𝑖 and 𝑡M are defined as in the previous Eq. (3). Apoptotic
cells are deleted from the simulation domain to model the natural
decay of their body: they indeed free both space, which is added to
the extratumoral region, and identification numbers, which become
available for newborn agents, see Fig. 2 (C).

A hypoxic cell 𝑖 is here assumed to undergo necrosis according to a
probability with a Michaelis–Menten form if the local level of oxygen
has a further drop below the critical threshold 𝑜N:

Pr(𝑝(𝑖, 𝑡) ∶ H → N) =
(𝑡 − 𝑡H𝑖 )

(𝑡 − 𝑡H𝑖 ) + 0.5𝑡N
𝐻(𝑜N − 𝑜(𝑖, 𝑡)), (5)

In the above equation, reproduced in Fig. 2 (B-right plot), 𝐻 indicates
the Heaviside function (i.e., 𝐻(𝑧) = {1, if 𝑧 ≥ 0; 0, if 𝑧 < 0}), 𝑡H𝑖
identifies the instant at which the cell of interest lost its normoxic state,
and 𝑡N is an average time lapse during which tumor agents can remain
deprived of oxygen before a complete disruption of their metabolic
activity. Necrotic cells are not removed from the simulation environ-
ment: they maintain their identification number and remain frozen in
their last position, thereby affecting the possibility of movement and
proliferation of viable agents, see Fig. 2 (C). Metabolically death cells
are in fact observed to have full rigidity and incompressibility since
their solid volume fraction is replaced by calcium phosphate and/or
calcium oxalate molecules, that bind together and form calcite crystals.

Eqs. (3), (4), and (5) have to be intended as the probabilities that
a given cell 𝑖 undergoes the corresponding state switch in the interval
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Fig. 2. (A) Cell metabolic states included in the modeling framework and relative transitions. Dashed arrows indicate stochastic variations, whereas full arrows are used for
deterministic switches. (B-left plot) Probabilistic laws determining cell mitotic/apoptotic events (cf. Eqs. (3) and (4)). (B-right plot) Probabilistic law underlying the necrotic
transition of a cell 𝑖 subjected to oxygen deprivation, i.e., such that 𝑜N ≥ 𝑜(𝑖, 𝑡) (cf. Eq. (5)). (C) Examples of cell state transitions and update in the set of identification numbers:
the apoptotic cell 7 is removed from the domain, whereas the necrotic agent 9 remains frozen within the tissue. The cells 5 and 6 are both in a mitotic condition. However,
only the former one has empty space within its first neighborhood to proliferate. As a consequence of its duplication, a new cell is added to the domain, which is assigned the
identification number 7 of the apoptotic agent and the mitotic state ‘‘M’’. At the next time step, both the parent and the daughter cells will acquire the default state ‘‘D’’.
(𝑡 − 𝛥𝑡, 𝑡] ⊂ 𝑇 , 𝛥𝑡 being the discretization step of 𝑇 . They are indeed
the discrete counterparts of stochastic laws that have in principle to be
defined on temporal continuous domains. The values of the parameters
included in Eqs. (3), (4), and (5) are finally given in Section 3.1 and
summarized in Table 2.

2.3. Cell movement

Tumor cells are here set to move in order to maximize a non-
dimensional and normalized local score, defined by a function (𝐱, 𝑡) ∶
𝛺 × 𝑇 ⟶ [0, 1]. In particular, for any mesh element 𝐱 ∈ 𝛺 and time
𝑡 ∈ 𝑇 ,  is determined by a trade-off between intercellular adhesion
and individual tendency to migrate towards tissue areas rich of oxygen,
with a bias given by the local structure of the ECM:

(𝐱, 𝑡) = −4𝑒(𝐱, 𝑡)(𝑒(𝐱, 𝑡) − 1)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

ECM effect

(

𝑠1
#𝐱(𝑡)

6
+ 𝑠2

𝑜(𝐱, 𝑡)
max𝐲∈𝛺 𝑜(𝐲, 𝑡)

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
adhesion vs. chemotaxis

∈ [0, 1], (6)

where, as previously seen, 𝑒 is the normalized density of extracellular
matrix and 𝑜 measures the oxygen concentration. In Eq. (6), the symbol
}}#′′ indicates the cardinality of the set

𝐱(𝑡) = {𝐱′ ∈ 𝐵𝐱 ∶ 𝐱′ is occupied by a cell at time 𝑡}, (7)

whereas 6 is the maximal possible number of neighbors per agent, cf.
Fig. 1 (A). We then set
{

𝑠1, 𝑠2 ∈ [0, 1];
𝑠1 + 𝑠2 = 1.

(8)

The two coefficients can be indeed interpreted as weights that establish
the relative preference of malignant cells for clusterization (𝑠1) or for
crawling up to chemical gradients (𝑠2). In other words, they are a
quantification of the cell expression of epithelial (𝑠1) or mesenchymal
(𝑠2) traits.

The parabolic relationship between ECM density and cell movement
capacity in Eq. (6) is consistent with a wide range of experimental
observations. For instance, in both two- and three-dimensional settings,
very sparse matrices, constituted by a substantially low amount of
fibers/ligands, give rise to poor cell displacement. This is due to the
fact that migrating agents are unable to find sufficient collagen-like
5

sites to attach and use for traction and forward locomotion [116,
117]. Intermediate ECM densities instead result in optimal attachment-
detachment cycles of cell–matrix focal adhesions, that permit maximal
cell movement [118–121]. Finally, an overabundance of matrix com-
ponents dramatically prevents cell locomotion. On one hand, it in fact
reduces the available space for cell body translocation; on the other
hand, integrin receptors engage into too stable focal adhesions, that
inhibit efficient cell movement [122,123].

Cell spatial dynamics are then implemented by the following pro-
cedure. At any simulation time 𝑡 ∈ 𝑇 , we calculate for each cell 𝑖
in the hypoxic or in the default state (i.e., for each agent 𝑖 such that
𝑝(𝑖, 𝑡) ∈ {H, D}), the score  both of its actual location 𝐱s ∈ 𝛺 ∶
𝜎(𝐱s, 𝑡) = 𝑖 (‘‘s’’ for source) and of the free grid elements belonging to
the neighboring region 𝐵𝐱s . The cell of interest then chooses its possible
target destination 𝐱t according to the following law:

𝐱t = arg max
{𝐲∈𝐵𝐱s } ∪ {𝐱s}

𝐲 is free

(𝐲, 𝑡). (9)

A malignant cell may indeed move or even stay still, i.e., if the maximal
score  is associated to its actual position (in this case 𝐱t ≡ 𝐱s), see
Fig. 3. In the case of effective cell displacement, 𝐱s is immediately
assigned to the extratumoral space, i.e., 𝜎(𝐱s) is set equal to 0. If the
local score is maximized in a multiplicity of grid sites in the subdomain
of interest, the malignant agent is assumed to opt for one of them
selected at random.

We prohibit movement of cells in a mitotic state in accordance
with the well-known ‘‘Go-or-Grow’’ (GoG) hypothesis. It in fact states
that proliferation and migration are two mutually excluding processes
and that there is in general an inverse correlation between cell mi-
gratory potential and duplication rate. The GoG paradigm is built on
experimental observations relative to a wide spectrum of malignancies,
see [124,125] and references therein, and successfully employed in the
theoretical literature [126–129]. Hypoxic cells are instead allowed to
move but inhibited to duplicate, see Section 2.2: high levels of hypoxia-
inducible factors, such as HIF-1, are in fact demonstrated to result in the
overexpression of genes relative to the migratory machinery and in the
underexpression of genes related to the mitotic cycle, see [130,131].
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Fig. 3. Implementation of cell movement. A cell 𝑖 (either in the default or in the hypoxic state) occupies a grid element 𝐱s. The local score  ∈ [0, 1] is then evaluated both for
𝐱s and for the free neighboring mesh elements. The cell 𝑖 is finally set to move (left scenario) or stay still (right scenario) in order to take place in the grid element (among those
taken into account) characterized by the maximal value of .
3. Model simulation and results

3.1. Simulation details

We employ a quasi-rectangular simulation domain 𝛺 formed by
1.339 ⋅ 103 hexagonal grid elements, whose apothem is set to measure
10 μm, see Fig. 5. Ω indeed represents a planar section of a tissue with
an extension of ≈ 0.5 mm2, whereas our in silico malignant agents have
an area of ≈ 350 μm2, which is consistent with the mean dimension
of tumor cells organized in spheroid aggregates [132–134]. We use
a uniform discretization for the time domain 𝑇 , with step equal to
𝛥𝑡 = 1 min. All forthcoming simulations are then run until 𝑡f =
60 days: the considered time lapse is sufficiently large to capture a
significant evolution of the malignant mass but low enough to allow
us to neglect extratissutal dynamics (such as tumor infiltration in the
vascular network), that are beyond the scope of this study.

The proposed model is implemented by an algorithm that consists
first in the initialization of the system and then in iterations of the
following 3 steps, see Fig. 4:

1. Default and hypoxic cells currently present within the domain
move (or stay still) according to the rule introduced in Eq. (9);

2. State transitions, as long as events of apoptosis and proliferation,
are implemented in this sequence:

• Deterministic default-to-hypoxic switches (and vice versa)
are performed;

• The resulting population of cells in the default state is
checked for apoptosis;

• The resulting population of hypoxic cells is checked first
for necrosis and then for natural death;

• The resulting population of default-state cells is checked
for mitosis, with duplication events implemented as de-
scribed in Section 2.2.

At any algorithmic step, the malignant cells belonging to a given
subgroup are considered one-by-one (with a randomized order),
as the behavior of an agent may affect the evolution of the
others. For example, a default-state cell subjected to apoptosis
is removed from the tissue thereby freeing space (and identifica-
tion number) for its viable groupmates to move or duplicate. The
numerical steps 1) and 2), that establish cell-level dynamics, are
based on the chemical profiles obtained in the previous iteration.

3. The kinetics laws for the molecular variables, i.e., Eqs. (1), (2a),
and (2b), are rederived accounting for the cell configuration
resulting from the above steps 1) and 2) and solved by a time-
explicit Euler method coupled with a Galerkin finite-element
6

technique, which is employed on the hexagonal mesh underlying
the spatial domain 𝛺.

The proposed algorithm is coded in a C++ language, with Visual
Studio 2019 as IDE, whereas the resulting simulations are run on a PC
with Intel(R) Core(TM) i5-5200U CPU (2.20 GHz-8 GB RAM) and the
Windows 7 64-bit operating system.

Initial system configuration. All forthcoming realizations start with a
node of 7 malignant cells in a default-state (‘‘D’’), placed in the bot-
tom area of the domain 𝛺, see Fig. 5 (top panel). This configuration
reproduces the progenitor bulk of a tumor mass, which has established
a foothold in the basement membrane of the host tissue and has the
potential for further expansion.

A basal concentration of oxygen is homogeneously distributed across
the entire domain: in particular, the initial amount of the chemical
is larger than the hypoxic threshold to simulate a tissue still not
compromised by the lesion. We then set an initial ECM density which
is spatially uniform and high enough to prevent early migration of
malignant cells. Finally, there are no MDEs at the beginning of the
simulations. Summing up, Eqs. (1), (2a), and (2b) are completed with
the following initial conditions:

𝑜(𝐱, 0) = 𝑜in = 4 ⋅ 𝑜H; 𝑒(𝐱, 0) = 𝑒in = 1;

𝑚(𝐱, 0) = 𝑚in = 0, for any 𝐱 ∈ 𝛺,
(10)

see the bottom panels in Fig. 5.
Eq. (1) is integrated with Dirichlet boundary conditions along the

upper and the side domain edges, respectively denoted as 𝜕𝛺upper and
𝜕𝛺side, to mimic oxygen supply from the preexisting normal vasculature
at a constant rate 𝑜b = 2.8 ⋅ 10−15 μM/μm2, as done in [135]. No flux
(Neumann) boundary conditions are instead set for the oxygen on the
bottom edge of the domain (𝜕𝛺bottom) and for the malignant MDEs
on the entire domain boundary (𝜕𝛺). In mathematical formulation, we
indeed have
⎧

⎪

⎨

⎪

⎩

𝑜(𝐱, 𝑡) = 𝑜b, if 𝐱 ∈ 𝜕𝛺upper ∪ 𝜕𝛺side;
∇𝑜(𝐱, 𝑡) = 0, if 𝐱 ∈ 𝜕𝛺bottom;
∇𝑚(𝐱, 𝑡) = 0, if 𝐱 ∈ 𝜕𝛺,

(11)

for any 𝑡 ∈ 𝑇 .
Variations in the initial and/or boundary conditions will be explic-

itly mentioned in the forthcoming sections.

Parameter estimate. The chemical kinetics included in our approach
are based on parameters widely measured in empirical models (with
little discrepancy across the different experimental settings). In partic-
ular, the diffusion coefficient of oxygen, 𝐷o, is here fixed to 3.6 ⋅ 106

2 −4
μm /h, as reported in [4,128], whereas its decay rate, 𝜆o, to 3.6 ⋅ 10
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Fig. 4. Schematic flowchart of the algorithm developed to simulate the proposed model. The asterisks (‘‘ * ’’) indicate the numerical steps that need an update in the cell
identification numbers, as explained in Section 2.2.
Fig. 5. Initial configuration of the system. The progenitor tumor consists of a node
of 7 cells in the default state, whereas the host tissue is initially characterized by an
overdense ECM (left semi-domain) and by a sufficient oxygenation (right semi-domain),
cf. Eq. (10).

h−1, in accordance with [136]. The effective oxygen (rsp., matrix)
consumption rate, given by the parameter 𝜇o (rsp., 𝜇e), is set equal
to 1.67⋅ 10−10 h−1 (rsp., 0.5⋅10−8 μm2h−1 μM−1), taking advantage of
7

the experimental observations in [9,137,138]. A low 𝐷m = 4.4 ⋅ 10−4

μm2h−1 is fixed since matrix-degrading enzymes are observed to poorly
spread away from cell membranes [107,139], with the implication of
a strongly localized ECM degradation. Production and decay of the
tumor-secreted proteolytic enzymes are finally quantified by 𝜇m = 1.38⋅
10−6 h−1 and 𝜆m = 0.55⋅ 10−6 h−1, in agreement with [107]. The
values of the coefficients 𝜇o and 𝜇m are here assumed to be equal for
all cells with an active metabolism: further specifications are avoided
in the absence of experimental measures able to clearly establish how
these two quantities vary during the cell cycle or upon changes in
the intracellular level of oxygen (i.e., if it remains above the necrotic
threshold).

The coefficients regulating cell state transitions are taken from the
experimental literature relative to brain tumors: this choice is done to
have a coherent parameter setting, although we deal with a generic
malignancy2. In particular, we first assume that the average duration of
the cell cycle, indicated by 𝑡M, is 24 h [140]. The oxygen level that leads
to hypoxia, 𝑜H, is then set equal to 2.5⋅10−15 μM∕μm2, in agreement with
the values used in [128,141] in the case of glioblastomas.

The necrotic threshold is fixed to 𝑜N = 𝑜H∕4, whereas the Michaelis–
Menten coefficient 𝑡N, that quantifies the average survival time of
a cell subjected to an almost complete oxygen deprivation, to 2 h.
Their simultaneous estimate is obtained by preliminary simulations run
to fit the time needed by a virtual tumor agent to undergo necrosis
starting from normoxic conditions (i.e., from a level of oxygen equal to
𝑜in = 4 ⋅ 𝑜H), in the case of chemical consumption without supply, with
the corresponding experimental value, quantified to 16 h in [140] for
selected glioma cell lines, see Fig. 6 (A).

As shown in Fig. 6 (B), the coefficient 𝛼DM, introduced in Eq. (3),
is finally fixed to 0.8. This results in a mitotic rate of artificial tumor
cells (defined as the number of agents that duplicate in a given time

2 Our approach does not aim to strictly reproduce growth and invasion
of gliomas or glioblastomas. We in fact do not include critical aspects that
characterize and affect the evolution of these types of disease, such as brain
composition, morphology, and mechanical properties.
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Fig. 6. Estimate of model parameters. (A) Time needed to pass from normoxia to necrosis by a representative virtual tumor cell, which is allowed to consume oxygen without an
environmental supply, for different pairs (𝑜N, 𝑡N). The values in the graph are averaged over 20 independent simulations; standard deviations are not explicitly represented as they
are substantially small, i.e., < 3% of the corresponding mean. The experimental counterpart of this quantity is 16 h [140]. We recall that 𝑜H = 2.5 ⋅ 10−15 μMμm−2 indicates the
oxygen level leading to hypoxia, see Table 2. (B) Mitotic rate of our virtual tumor (given as the mean ± s.d. over 20 independent numerical realizations) in the case of different
values of 𝛼DM. The grey shadow in the plot indicates the range of the corresponding empirical quantity.
Table 2
Summary of the parameters employed in the model simulations.

Parameter Description Value [Units] Reference(s)

𝑡f final observation time 60 [days]
𝛥𝑡 time discretization step 1 [min]
𝑡M average duration of cell cycle 24 [h] [128,142]
𝑜H oxygen hypoxic threshold 2.5 ⋅ 10−15 [μMμm−2] [128,141]
𝑜N oxygen necrotic threshold 𝑜H∕4 [μMμm−2]
𝑡N average time lapse before necrosis 2 [h]
𝛼DM maximal probability of duplication 0.8 [128,142]
𝐷o oxygen diffusion constant 3.6 ⋅ 106 [μm2 h−1] [4,128]
𝜆o oxygen decay rate 3.6 ⋅ 10−4 [h−1] [136]
μo oxygen consumption rate 1.67⋅ 10−10 [h−1] [9,137,138]
𝑜b oxygen supply 2.8 ⋅ 10−15 [μMμm−2] [135]
𝐷m MDE diffusion constant 4.4⋅10−4 [μm2h−1] [107]
μm MDE production rate 1.38 ⋅ 10−6 [h−1] [107]
𝜆m MDE decay rate 0.55 ⋅ 10−6 [h−1] [107]
μe matrix degradation rate 0.5⋅10−8 [μm2h−1 μM−1)] [9,137,138]
𝑜in initial oxygen concentration 4⋅𝑜H [μMμm−2]
𝑒in initial ECM density 1
𝑚in initial MDE concentration 0 [μMμm−2]
lapse) falling within the experimental range [ln(2)∕48, ln(2)∕24] h−1, as
measured in the case of glioblastoma spheroids cultured in vitro [142].

A summary of the model parameters and of their estimate is given
in Table 2, which also indicates the relative bibliographic references.

Quantification of model results. The aim of our work is to investigate
how environmental conditions and cell determinants influence tumor
growth. We indeed focus on the following observables, that relate both
to the macroscopic characteristics of the disease and to its microscopic
composition, i.e., its internal metabolic heterogeneity:

• Invasive Depth 𝐷(𝑡), which measures, for any given time 𝑡 ∈ 𝑇 ,
the radius of the half-circle that contains all malignant agents. It
allows to reasonably estimate the expansion of the lesion within
the host, starting with 𝐷(0) ≈ 40 μm, as it can be evaluated in the
top panel of Fig. 3;

• Necrotic Index 𝐼N ∈ [0, 1], which is equal to the percentage of tu-
mor cells without metabolic activity at the end of the observation
time. In this respect, 𝑡n ∈ 𝑇 hereafter indicates the time instant
at which the first necrotic cell appears within the domain 𝛺.
8

In the forthcoming sections, these quantities will be given as the mean
(± the standard deviation) evaluated over 20 independent numerical
realizations, in order to analyze the robustness of the simulation out-
comes. Random aspects are in fact included in both cell movement and
state transitions, cf. Section 2.

3.2. Variations in the trade-off between adhesion and chemotaxis

We first simulate the evolution of the malignancy in the case of
perfect balance between intercellular adhesiveness and chemotaxis up
to oxygen gradients, obtained by setting 𝑠1 = 𝑠2 = 0.5 in Eq. (6). As
reproduced in Fig. 7 (central column of panels), a fingering morphology
of the tumor emerges. It is the result of the following interconnected
dynamics, that initiate within the first two weeks of observation:

• Groups of external cells start to degrade the surrounding matrix,
therefore opening paths for invasion;

• Strands of more internal agents then follow, as a consequence
both of the adhesion and of the fact that their movement is
spatially biased by the proteolytic activity of their ‘‘leader’’ mates;
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Fig. 7. Tumor growth and progression for different trade-offs between intercellular adhesiveness and cell tendency to move along oxygen gradients. In all three cases, the final
patterns (i.e., at 𝑡f = 60 days) both of the ECM density (left semi-domain) and of the oxygen concentration (right semi-domain) are shown in the bottom panels. We constantly
employ the initial system configuration shown in Fig. 5, with the parameter values listed in Table 2. We also recall that the simulation setting defined by 𝑠1 = 𝑠2 = 0.5 is hereafter
referred to as the reference one.
• Mitotic events and chemotaxis, which equally affect all malignant
cells, sustain reinforcement and elongation of the protruding
tumor tongues.

Hypoxic transitions start to occur at the core of the tumor after ap-
proximately a month, as the available amount of oxygen locally drops
below the quantity 𝑜H. A bulk of metabolically dead cells appears at
𝑡n ≈ 45 ± 4 days; then, it enlarges simultaneously to the area of the
tissue deprived of oxygen. At the end of the observation time, i.e., at
𝑡f = 60 days, the malignancy presents a necrotic core (which occupies
≈ 10.2 ± 1.1% of the entire disease, see the corresponding value of 𝐼N
in Fig. 11), surrounded by a ring of hypoxic cells and by an external
region of metabolically active and viable agents organized, as seen, in
invasive fingers. The final invasive depth of the lesion, 𝐷(𝑡f), is equal
to 291.1 ± 27.3 μm, cf. Fig. 11.

Tumor spatial expansion is instead discouraged when cell–cell ad-
hesion is the unique behavioral stimulus (i.e., if 𝑠1 = 1 and 𝑠2 = 0
in Eq. (6)). In this case, the malignant mass remains closely packed
for the entire observation time: also external cells are in fact unable to
detach from the core of the lesion and to spread within the tissue, see
Fig. 7 (left column of panels). Hypoxia and necrosis start approximately
at 30 and 45 days, respectively (in both cases the standard deviation
is close to 5 days), i.e., as in the previous setting. Oxygen supply
is in fact provided by diffusion from the rest of the domain, where
the chemical is not significantly consumed as a consequence of the
9

localized growth of the malignant mass. However, once appeared, the
necrotic bulk rapidly extends since cancer cells have a reduced capacity
to successfully escape harsh conditions due to their strong adhesive
interactions. In this setting, the disease finally consists of a small and
compact cluster, composed of a large portion of metabolically death
tissue surrounded by a thin hypoxic region. Only few cells at the edge
of the disease maintain normoxic conditions. Accordingly, we have
𝐼N ≈ 0.63 ± 0.12, 𝐷(𝑡f) = 160.4 ±18.3 μm, see Fig. 11.

The absence of intercellular adhesion (obtained by setting 𝑠2 = 1
and 𝑠1 = 0 in Eq. (6)) leads to completely different dynamics. Groups
of malignant cells located at the external areas of the lesion are in
fact observed to quickly loose contacts, dissociate, and spread away,
creating a dispersed front, see the right panels in Fig. 7. Repulsive
processes also occur within the central regions of the spheroid: a large
fraction of internal cells indeed move and escape oxygen depriva-
tion. As a consequence, necrotic phenomena are substantially delayed
(i.e., 𝑡n = 55.3 ± 4.9 days) and characterized by a poor extension
(i.e., 𝐼N ≈ 0.02±0.005, see Fig. 11). After two months, the host tissue is
dramatically invaded by a scattered layer of malignant agents, as 𝐷(𝑡f)
is equal to 391.4 ± 31.6 μm, see the bottom-right panels in Fig. 7 and
the plots in Fig. 11.

As shown in Fig. 11 (A), the tumor invasive depth grows almost lin-
early over the entire observation period both when cells are subjected
to adhesion only and when this stimulus is coupled to chemotaxis. In
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Fig. 8. Effect on tumor finger morphology of variations in the trade-off between intercellular adhesiveness and chemotaxis, i.e., of variations in the parameters 𝑠1 and 𝑠2 (provided
that they both fall in the range [0.4, 0.6]). In all cases, we show the final cell pattern (i.e., at 𝑡f = 60 days). We constantly employ the initial system configuration shown in Fig. 5,
with the parameter values listed in Table 2.
particular, in the latter setting, we have a rate of invasion3 equal to
≈ 125 ± 9.8 μm/month (i.e., ≈ 4.16 ± 0.32 μm/day), whereas in the
former one such a quantity drops to ≈ 65 ± 5.8 μm/month (i.e., ≈
2.1±0.19 μm/day). Finally, when chemotaxis is the solely driving force
of cell dynamics, the expansion of lesion is characterized by two distinct
phases, see again Fig. 11 (A): (i) during the first two weeks, the tumor
quickly enlarges to reach a diameter of 200 ±18 μm (its component cells
in fact quickly dissociate being not subjected to adhesive interactions);
(ii) for the remaining observation time, the malignant mass follows a
linear growth at a rate of ≈ 4.4 ± 0.39 μm/day.

The virtual tumor has an invasive fingering morphology when 𝑠1
and 𝑠2 both fall within the range [0.4, 0.6], given their unitary sum. In
this spectrum, larger values of 𝑠1 (rsp., lower values of 𝑠2) correspond
to thicker and shorter malignant tongues, as shown in Fig. 8 for a pair
of representative settings. A dispersed expansion of the lesion instead
emerges for 𝑠1 < 0.4 (rsp., 𝑠2 > 0.6). On the opposite, if 𝑠1 > 0.6 (rsp.,
𝑠2 < 0.4) the malignant mass grows as compact cluster.

Variations in the molecular landscape of the system are in a close
correspondence with cell-level dynamics. As displayed in the bottom
row of panels in Fig. 7, substantial consumption of oxygen and matrix
components in fact occurs in the portion of the tissue invaded by the
disease, with inhomogeneities due to the specific rearrangement of the
cell configuration. The oxygen profile is typically smoother than the
ECM one due to the diffusive behavior of the nutrient. Furthermore,
the final density of the matrix is lower in those domain sites occupied
by the lesion for a longer time (either by the same cell or by different
ones), since we neglect production and diffusion of its components. The
ECM pattern indeed gives information not only on the current tumor
configuration but also on the past movement of malignant agents.
Tumor cells located at the central region of the lesion have a reduced
possibility to escape hypoxia also because their migratory capacity is
inhibited by the complete degradation of the surrounding matrix (cf.
Eq. (6)).

We finally remark that the chemical patterns are not affected by
necrotic agents, as they are completely deprived of metabolic activity,
and that tumor growth and expansion has not a complete radial symme-
try, as different cell and molecular dynamics occur in different regions
of the lesion as a consequence of the stochastic aspects included in the
model4. These considerations will hold in the case of the forthcoming
scenarios.

The invasive dynamics of the virtual disease obtained upon varia-
tions in the trade-off between adhesiveness and chemotaxis recapitulate
a wide spectrum of empirical evidence. More specifically, a fingering
morphology is observed to characterize many solid tumors, as displayed

3 The rate of invasion is hereafter calculated as the variation of the Invasive
Depth 𝐷 in a given time lapse.

4 The radial asymmetry of cell and molecular dynamics is however low
enough that there is not a substantial loss of information in reproducing
oxygen and ECM profiles only within selected semi-domains.
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in Fig. 9 (A). Malignant masses with unstable ragged fronts are typically
more aggressive and hard to be treated than smoother ones: their re-
moval by surgery is in fact difficult, despite their invasive depth is quite
limited [143,144]. This last aspect is captured also by our simulations,
as it can be assessed by comparing the values of the quantity 𝐷 in the
different scenarios, see Figs. 7 and 11. For the sake of completeness, we
remark that the extension of tongues from a progenitor tumor node is
reproduced by other individual-based models [73,145]. However, none
of these approaches is able to capture the transition from a fingering to
a non-fingering tumor morphology upon the variation of a single model
parameter.

The morphological and invasive behavior of the tumor mass in the
extreme cases, i.e., in the presence of large adhesiveness and poor
chemotaxis (or vice versa), is instead in a remarkable agreement with
the outcomes of a series of wound healing assays5 performed by the
group of Prof. Enzo Medico at the Department of Oncological Sciences
and Laboratory of Oncogenomics of the Candiolo Institute for Cancer
(Torino, Italy). In their experimental protocol, a population of poorly
differentiated thyroid carcinoma-derived cells (named ARO) is grown to
confluence and then scraped with a pipette tip. Invasive dynamics are
observed at 0 and 24 h in the case of two culture conditions, each with
a qualitative correspondence to one of our computational scenarios:

1. Control, i.e., absence of any external stimulus. This situation
recalls the simulation setting defined by 𝑠1 = 1 and 𝑠2 = 0. ARO
cells are in fact characterized by an intrinsic poor motility and
by the tendency to maximize adhesive interactions and to form
compact clusters, given the high basal expression and activity of
E-cadherin molecules;

2. Stimulation with a nanomolar concentration of hepatocyte gro-
wth factor (HGF), which is a ligand able to trigger a sort of mes-
enchymal transition in ARO cells, as they are induced to loosen
contacts, move from their original site, and start wandering in
close proximity [160–165]. This second experimental condition

5 The wound healing assay is an experimental protocol commonly employed
to assess cell motility in bidimensional settings [146–154]. In particular, a
cell aggregate is incubated and grown to confluence: an artificial scratch is
subsequently created with a sharp object (e.g., a pipette tip) or by other
procedures [155,156]. The removal of cells from the wounded area then acts
as a stimulus for the remaining mass to fill the open space. The quantification
of the recolonized area is used to measure the migratory capacity of the
population of interest either in ‘‘control/resting conditions’’ (in serum-deprived
medium) or in response to specific chemical stimulations, modifications of
the expression of molecules putatively involved in migratory processes, and
variations in topological and structural characteristics of the matrix substrates.
This last aspect is particularly exploited by biomedical sciences, i.e., in order to
produce and test bioengineered scaffolds which provide optimal extracellular
environments for regrowth and regeneration of tissues, for example skin,
peripheral nerves, bones or cartilage (the literature on this topic is very large,
the reader can refer for instance to [157–159] and references therein).
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Fig. 9. (A) High-power photomicrographs showing invasive tumors with a fingering morphology. Left panel: squamous cell carcinoma of the tongue. Right panel: lentiginous and
junctional moderate melanocytic dysplasia in the epidermis overlying the dermal component. (B) Wound healing assay of a population of ARO cells stimulated with HGF or not
(control condition). The experimental images show the initial cell configuration and the final ones (i.e., after 24 h) in the two tested cases. The dashed red lines indicate the actual
front of the cell layer. Experimental images are courtesy of the Candiolo Cancer Institute (Torino, Italy).
can be indeed assumed to correspond to the model parameter
setting 𝑠1 = 0 and 𝑠2 = 1.

As shown in Fig. 9 (B), in the absence of HGF, the cell population
remains compact over time and a minimal advance of its front is ob-
served: these dynamics agree with those obtained in the corresponding
computational scenario (cf. Fig. 7, left column). From the experimental
image, we can also notice that cells are overcompressed, due to the
formation of stable adhesive junctions which maximize the extension of
their contact surfaces. This aspect cannot be reproduced in our model,
since our tumor agents are non-deformable elements, each occupying
an entire site of the spatial mash, which is fixed over time.

On the opposite, significant invasion of the extracellular space is
obtained in the case of chemical stimulation, consistently with the
numerical counterpart, cf. Figs. 9 (A) and 7 (right column). In par-
ticular, the front of the ARO colony is formed by shed agents, that
crawl across the wound and establish the rate of invasion. Cells located
far away from the edge of the mass instead display almost negligible
displacements. This is due to the well-known mechanism of contact-
inhibition of cell locomotion, that is implemented in our model by
allowing cell movement only towards free lattice sites. We can finally
speculate that, for longer observation times, dissociation would occur
also within the central and the rear areas of the experimental cell
layer, which therefore would resemble more closely the scattered mass
obtained in our model by setting 𝑠1 = 0 and 𝑠2 = 1.

As a further confirmation of our results, a number of experimental
studies demonstrates that down-regulations of cadherin molecules are
implicated in a variety of cancers with metastatic potential [166–170].
Furthermore, glioma cell lines are observed to aggressively invade
matrix gels in the case of disrupted intercellular adhesiveness; on
the opposite, overexpressions of N-cadherins is provided to have a
stabilizing effect and to significantly reduce the invasive potential of
this type of malignancy [171].

The emergence (and the subsequent extension) of a necrotic core
within a malignancy as a consequence of a high and localized oxy-
gen consumption is observed in the case of several tumors grown as
spheroids in spinner cultures, such as ovarian [172] or breast [173]
carcinomas. Moreover, our model outcomes are consistent with the de-
velopment of avascular gliomas, both embedded in vitro in collagenous
gels [174,175] and implanted in vivo in mice [6,176], which display a
central area of metabolically dead tissue surrounded by a rim of viable
(and more motile) cells.
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Terminological remark. Hereafter, the simulation setting defined by
the model parameters listed in Table 2, the initial system configuration
shown in Fig. 3, and by 𝑠1 = 𝑠2 = 0.5 will be referred to as the reference
one.

3.3. Variation in cell proliferation rate

We now evaluate if tumor invasiveness is enhanced by an increment
in cell mitotic potential, obtained by setting 𝛼DM = 1 in Eq. (3). The
other model assumptions and parameters are kept unchanged w.r.t. the
reference simulation. Malignant agents in a default state have indeed
a greater possibility to proliferate: in particular, if normoxic conditions
are maintained, all of them certainly undergo duplication within 24 h
(= 𝑡M).

For the first two weeks, the tumor is a hyperproliferative mass that
expands within the host at an invasive rate close to 7.8 ±0.75 μm/day,
which is higher than the value measured in the reference case, see
Figs. 10 and 11 (A). Given unaltered cell migratory ability, invasion is
triggered by the growth of the malignant population, as newborn cells
occupy space in the surrounding tissue. The larger amount of mitotic
events then results in a quick oxygen consumption across the lesion.
Both hypoxic and necrotic transitions indeed start nearly two weeks
earlier than in the reference simulation, i.e., approximately at 15 (±2)
and 30 (±3) days, respectively, as shown in Fig. 10. The metabolically
dead core of the disease then rapidly enlarges to occupy, at the end of
the observation time, a substantially large portion of the mass (i.e., 𝐼N ≈
0.26 ± 0.02, cf. panel (B) in Fig. 11).

The invasive rate of the tumor reduces to 2.1 ±0.18 μm/day after
the first 15 days, resulting in a final Invasive Depth equal to ≈ 250±23
μm, i.e., a value lower than the corresponding quantity obtained in the
reference case, see the graphs in Fig. 11. In particular, the front edge
of the lesion is composed both of short and thick sprouts and of little
islands of malignant cells detached from the main mass, see Fig. 10,

Increments in cell proliferation rate are shown to be necessary but
not sufficient to dramatically enhance tumor invasive potential also in
experimental models, as in the case of GBP06 and GBP08 colorectal
cancer cell lines [142].

The opposite situation, i.e., the inhibition of cell proliferation, could
be reproduced in our model by setting 𝛼DM = 0. However, considering
the inclusion of apoptotic processes, this scenario would simply imply
a slow but constant loss of volume of the virtual mass until its complete

disappearance (not shown).
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Fig. 10. Tumor growth and progression in the case of enhanced cell proliferation rate,
obtained by setting 𝛼DM = 1 in Eq. (3). The other model assumptions and parameters
are kept unchanged w.r.t. the reference simulation. In the bottom panels, we show the
final patterns of the ECM density (left semi-domain) and of the oxygen concentration
(right semi-domain).
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3.4. Disruption of tissue oxygenation

We now assess how tumor progression is shaped by selective en-
vironmental pressures. In particular, we analyze the effect of an inad-
equate environmental oxygenation, obtained by fixing 𝑜b = 0 in the
boundary conditions given in Eq. (11). The remaining model assump-
tions and parameters are kept unaltered w.r.t. the reference case. The
proposed numerical setting indeed models a tissue with a basal level of
nutrients (maintained equal to 𝑜in) but characterized by an inefficient
vasculature, that may be due to the presence of blood clots or thrombi.

As shown in Fig. 12, the absence of chemical perfusion accelerates
the onset of hypoxic and necrotic processes across the lesion, which
start to occur within the first two hours of observation (with a variation
in the order of few minutes among the different simulation runs). The
available oxygen in fact decays and is quickly absorbed by the tumor,
without the possibility of environmental supply. The malignancy then
takes approximately 5 h (± 30 min) to become a metabolically dead
mass of cells, which may be in principle removed by surgery for the
sake of patient’s health (cf. Fig. 12, left panels).

These modeling outcomes are in a partial contrast with numerous
clinical studies, as hypoxic environmental conditions are widely shown
to render malignant cells more aggressive. They are in fact observed
to acquire mesenchymal hallmarks, such as the ability to overproduce
pro-angiogenic factors and matrix degrading enzymes and to down-
express adhesive molecules [177,178], that increase their possibility
to escape necrosis, survive, and eventually spread in the surrounding
tissue [130,131]. In addition, oxygen deprivation is demonstrated to
activate the glycolytic pathway [173], to often induce tumor frag-
mentation, metastasis and recurrence, and to increase resistance to
radiation and chemotherapy [179–181]. Finally, experimental evidence
shows that anti-angiogenic therapies may result in the growth of in-
vasive and scattered multifocal lesions [182–185]. In the conclusive
section of the work, we will discuss on how these aspects may be
accounted in our model.

For the sake of completeness, we then analyze how the virtual mass
reacts to a restored oxygenation from the domain border, that is set to
occur at 𝑡 = 3 hours, i.e., before its complete necrosis6. As shown in
the corresponding panels of Fig. 12, a fraction of the lesion, which is
in hypoxic conditions but still viable, reacquires a normoxic state. The
subsequent dynamics then resemble those observed in the reference
case: tongues of malignant cells in fact initiate to form at the edge
of the cluster and to infiltrate the host; simultaneously, the necrotic
area of the lesion further enlarges, starting from the part that already
underwent metabolic death during the inhibition of chemical perfusion.
We can indeed affirm that, in our model, a temporary disruption of
vascular oxygenation has a small effect on the progression of the
disease, at least if chemical supply is restored before the necrosis of
the entire tumor mass.

3.5. Variation in the ECM density pattern

We now evaluate the effect on the progression of the disease of a
different initial matrix pattern. In particular, as shown in the top panel
of Fig. 13, the region of the domain labeled by 𝛺1 is characterized by
an initial ECM density 𝑒in

𝛺1
= 0.5, that is optimal for cell migration, see

Eq. (6). The rest of the tissue, i.e., the region of the domain labeled by
𝛺2 (= 𝛺 ⧵ 𝛺1), is instead characterized by the usually high amount
of matrix components, i.e., 𝑒in

𝛺2
= 1, that in principle discourages

cell movement. The remaining model assumptions and parameters are

6 The critical point is to restore tissue oxygenation before the complete
necrosis of the malignant mass, which is observed to occur after approximately
5 h. Given this time lapse, the choice of restoring chemical supply at 𝑡 = 3
hours is arbitrary. Of course, the earlier the oxygenation is restored, the higher
the amount of tumor cells still in a metabolically active state is.
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Fig. 11. (A) Time evolution of tumor Invasive Depth, 𝐷, evaluated in the different simulation settings described along the text. On each curve, a diamond indicates the mean
onset of necrotic processes (i.e., 𝑡n). In the cases of cell hyperproliferation and of absence of adhesion, vertical dashed lines separate an early phase of dramatic expansion of the
disease from a later stage of more moderate growth. In the plot, the values of 𝐷 are the mean calculated over 20 independent numerical realizations, whereas the error bars
indicate the standard deviation at some representative time instants. (B) Final Invasive Depth, 𝐷(𝑡f), and Necrotic Index, 𝐼N, evaluated in different scenarios. Each quantity is given
as the mean ± the standard deviation calculated over 20 independent simulations.
Fig. 12. Tumor growth and progression in the case of disrupted tissue oxygenation, obtained by fixing 𝑜b = 0 in the boundary conditions of Eq. (1), that are given in Eq. (11).
In the right panels, we represent the dynamics of the malignant mass when a normal vascularization of the tissue is restored at 𝑡 = 3 hours. The other model assumptions and
parameters are kept unchanged w.r.t. the reference simulation.
kept unaltered w.r.t. the reference simulation. Tumor growth is then
assessed in two scenarios, distinguished by the ability/inability of
malignant cells to produce proteolytic enzymes: in particular, the latter
case is implemented by setting 𝜇m = 0 in Eq. (2b), with the obvious
implication that the ECM spatial distribution is constant over time.

In the case of MDE inhibition, matrix inhomogeneity strongly shapes
tumor growth, as it is possible to observe by the corresponding time-
lapse images in Fig. 13. The lesion in fact starts to expand but remains
segregated within the region 𝛺 , as malignant cells are not able to
13

1

infiltrate the part of the tissue of high matrix density. Over time, some
tumor fingers form and extend from the main core of the disease:
however, they are constantly engulfed, since the entire subdomain 𝛺1 is
progressively filled as a consequence of a sustained cell proliferation.
The onset of hypoxic and necrotic processes is substantially delayed
w.r.t. the reference case, as the former phenomenon initiates after
approximately 45 ± 4 days, whereas the latter one emerges a week
later (i.e., at 𝑡n ≈ 52 ±5 days). This is due to the fact that the tumor
is characterized by a poor spatial extension and therefore by a limited
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Fig. 13. Tumor growth and progression in the case of a domain differentiated in
a region of high matrix density (𝛺2) and in an area with a lower amount of
ECM components (𝛺1). In particular, we consider two scenarios defined by the
ability/inability of malignant cells to secrete MDEs. The other model assumptions and
parameters are kept unchanged w.r.t. the reference simulation. For any reproduced
time, we represent the central part of the domain 𝛺, i.e., where the lesion mainly
expands. In the case of the MDE-secreting tumor, we also give the final ECM pattern.
In all panels showing a cell configuration, white lines are added to have a rough
indication of the extension of the subdomain region 𝛺 .
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Fig. 14. Spheroids of hepatocellular carcinoma treated with an MMP-inhibitor and
cultured in dense matrix gels. As highlighted by the red circles, it is possible to observe
thin and long structures protruding from the plasma-membrane of the malignant cells,
whose main body remains trapped within the gelatinous medium. Experimental images
are courtesy of the Candiolo Cancer Institute (Torino, Italy).

amount of component cells: oxygen consumption is indeed reduced and
more efficiently balanced by the diffusion of the chemical from the rest
of the tissue, i.e., where it only undergoes a natural decay.

The ability of the tumor to produce matrix degrading enzymes leads
to completely different invasive dynamics, see Fig. 13 (right panels).
In this case, segregation only characterizes the early progression of the
disease. In few days, the malignancy is in fact observed to infiltrate
the host also by de novo paths generated within the region 𝛺2. Along
these directions, invasion is however slower, since cells take time to
degrade the overdense matrix. Tumor fingers can fully extend and
elongate, representing the main invasive structures of the disease. Areas
deprived of oxygen emerge across the tumor almost in the same time
lapse of the MDE-inhibition case: however, they have a substantially
reduced extension, as a consequence of the fact that malignant agents
are allowed to more freely move and therefore to have access to a
sufficient amount of nutrient. As shown in the bottom-right panel of
Fig. 13, at the end of the observation time, the matrix is completely
degraded by the proteolytic activity of the disease.

A reduced invasiveness of tumors with disrupted proteolytic activity
is also captured by experimental models. For instance, spheroids of
malignant cells treated with GM6001 MMP-inhibitor are shown to
infiltrate matrix gels with a density that is not hysterically restrictive
but to fail to expand within collagen networks characterized by small
enough pore size (i.e., by a substantially high density) [139]. In these
cases, the component cells in fact protrude towards the surrounding
environment with long and thin membrane structures, but their nuclei
remain trapped within the mesh of matrix fibers. Examples of this
phenomenon are displayed in the experimental images in Fig. 14,
that reproduce hepatocellular carcinoma spheroids cultured in three-
dimensional dense matrix gels and transfected by an MMP-inhibitor.
The creation of secondary infiltration zones by malignant agents with
a full proteolytic activity, here seen in the right panels of Fig. 13,
are instead described in details in the case both of mouse mammary
tumor (MMT) cells [186] and of fibrosarcoma cells [107], placed in 3D
collagenous scaffolds and organized in multicellular aggregates.

3.6. Inclusion of cell random crawling

Stochasticity is included in selected state transitions (cf. Eqs. (3),
(4), and (5)). It also determines the movement of a cell when the local
score  is simultaneously maximized in a multiplicity of free lattice
elements in the neighborhood of its current position. The frequency
of this situation is correlated to the trade-off between chemotaxis and
adhesiveness: an in-depth analysis of the previous sets of simulations
in fact shows that it affects ≈ 25± 3% of cell movement attempts when
𝑠 = 0 and 𝑠 = 1 and ≈ 8 ± 1% of cell movement attempts when 𝑠 > 0
1 2 1
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Fig. 15. Tumor growth and progression in the case of the cell migratory law introduced in Eq. (12). The parameter 𝑝 quantifies the probability of random cell displacements. The
other model assumptions and parameters are kept unchanged w.r.t. the reference simulation.
and 𝑠2 < 1. The underlying rationale is that when chemotaxis is the
unique cell migratory trait, the local score  is entirely determined
by the pattern of oxygen and the distribution of matrix elements (cf.
Eq. (6) with 𝑠1 = 0) that, especially at the early stages of the evolution
of the system, are almost the same across large regions of the domain.

We now increase the relevance of stochastic aspects by varying the
rule at the basis of the movement of tumor agents either in the default
or in the hypoxic state:

𝐱t =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

arg max
{𝐲∈𝐵𝐱s } ∪ {𝐱s }

𝐲 is free

(𝐲, 𝑡), with probability (1 − 𝑝);

a site randomly chosen among the set
{{𝐲 ∈ 𝐵𝐱s

, 𝐲 is free} ∪ {𝐱s}}, with probability 𝑝.

(12)

The parameter 𝑝 indeed establishes the probability of random cell
displacements, i.e., uncorrelated from the value of the local score  that
is, as usual, defined as in Eq. (6). The remaining model assumptions and
parameters are kept unaltered w.r.t. the reference case.

From the results in Fig. 15, we can observe that if 𝑝 is substantially
low (i.e., ≤ 0.25), cell dynamics are close to those obtained with the pre-
vious movement law (9), i.e., the tumor is characterized by a fingering
morphology with necrotic tissue at its center. For intermediate values
of 𝑝 ∈ (0.25, 0.75), we instead observe the emergence of clumped tumor
tongues and the detachment of little clusters of malignant cells from the
main mass (cf. central panel in Fig. 15). The frequency of random cell
movements in fact increases, thereby preventing the full formation of
invasive fingers. A metabolically dead core of agents, surrounded by a
hypoxic ring, is still present at the core of the lesion. Finally, when 𝑝 is
large enough (i.e., ≥ 0.75), malignant agents are observed to undergo a
sort of Brownian crawling: their behavior is in fact mainly determined
by stochasticity and not by the response to internal/environmental
stimuli. The tumor indeed becomes a morphologically disorganized
and unstable aggregate, with the formation of islands of different
dimensions at its external region and of lacunae at its bulk (see Fig. 15,
right panel). In this simulation settings, hypoxic and necrotic processes
also occur far from the central area of the disease. Tumor cells are
in fact not stimulated to escape harsh conditions and move towards
tissue regions with higher levels of oxygen. The final invasive depth is
reduced, as quantified by a low 𝐷(𝑡f) = 226 ± 19 μm.

4. Discussion and conclusion

We have here reproduced aspects of the avascular growth of a
generic solid tumor with a composite multiscale model. Cell dynamics
have been described by an individual-based approach, whereas the
kinetics of molecular variables (oxygen, soluble ECM components, and
tumor-secreted MDEs) by a system of (coupled) reaction diffusion
equations, whose source and sink terms have been set to depend
on the actual cell configuration, therefore giving rise to a multiscale
transmission of information.
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More specifically, the malignancy has been assumed to be possibly
composed of necrotic and viable individuals, the latter ones in turn
differentiated according to their (time-variable) metabolic state. A ‘‘Go-
or-Grow’’ hypothesis has been employed to prohibit the movement of
cells undergoing proliferation. The other clones of metabolically active
cells have been then assumed to move in order to maximize a local
score, based on the trade-off between adhesiveness and chemotactic
response to oxygen gradients. The local density of the matrix has been
also set to affect cell displacements.

Numerical realizations of the proposed model have been then used
to assess how the aggressiveness of the disease is influenced by intrinsic
and extrinsic factors, the former including manipulations of tumor cell
biophysical determinants (adhesiveness, proliferation potential, ability
to secrete proteolytic enzymes, frequency of random movements), the
latter including variations in the host microenvironment (i.e., oxy-
genation, initial matrix pattern). Observables relative to the invasive
morphology of the tumor and to its internal composition have been
evaluated to quantify the results and to facilitate comparison between
different scenarios. The standard deviations of these quantities, eval-
uated over a reasonable number of independent simulations, do not
exceed the 15% of the corresponding mean: this is indicative of a
substantial robustness of the numerical outcomes, despite the proposed
model includes stochastic aspects.

In the next paragraph, the simulation results shown in Section 3 will
be reviewed and discussed under the clinical perspective of possible
therapeutic interventions.

Biomedical discussion of the proposed computational outcomes. It is nowa-
days largely recognized that anti-tumoral therapeutic strategies have
to treat not only the core of the lesion but also its invasive portion
and, in particular, to limit the presence of cells with a high migratory
potential [187–190]. Surgical resections of the main malignant mass
in fact do not often result in a definitive cure: a fraction of cancer
agents may have already invaded surrounding tissues and/or infiltrated
the vascular/lymphatic system, incrementing the metastatic potential
of the disease and the probability of its recurrence. Cancer cells with
a predominant migratory phenotype are also significantly unaffected
by conventional cytotoxic treatments, which are instead more efficient
against highly proliferating tumor agents [124].

On the basis of these considerations, our simulations have suggested
that promising therapeutic interventions should strengthen intercel-
lular adhesiveness and/or reduce cell chemotactic response. In the
corresponding numerical settings, the malignant mass has been in fact
observed to have compact morphology, poor invasive capacity, and a
large portion of necrotic tissue (cf. Figs. 7 and 11).

An increment in cell proliferation potential has been instead shown
to have contradictory effects. On one hand, it has enhanced the necrosis
of the lesion and limited its invasive distance; on the other hand, the
virtual hyperproliferative tumor has displayed a ragged morphology,
with the emergence of unstable invasive structures, such as clumped
tongues and little islands, whose component cells may have in prin-
ciple the ability to reach the vasculature and therefore to initiate the

metastatic cascade (cf. Figs. 10 and 11). Increments in cell apoptotic
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rate would certainly imply, in our model, reduced tumor growth and
expansion. However, the clinical implementation of this strategy should
take into account of possible side-effects, such as a dramatic damage of
the normal host tissue.

Our approach has also shown that the progression of a malignant
mass is largely affected by selective environmental pressures. In partic-
ular, we have predicted that the absence of oxygen supply accelerates
and enhances necrotic processes across the tumor, which has been
observed to quickly undergo a complete metabolic death (cf. Fig. 12).
However, as previously commented, this numerical outcome is not
fully consistent with the biomedical paradigm, which rather states
that malignant cells in harsh conditions become more aggressive and
develop significant resistant to a wide spectrum of clinical interven-
tions, including radiation and chemotherapy. A temporary inhibition
of chemical perfusion has been instead observed to have little effect on
the simulated tumor dynamics (cf. again Fig. 12).

The numerical results displayed in the previous sections have also
shown the potential of clinical interventions that inhibit tumor pro-
teolytic activity: in this case, the malignant mass has been in fact
observed to remain segregated within regions of limited matrix density,
being unable to invade the areas of the tissue with a high enough
presence of ECM components (cf. Fig. 13). Finally, biomedical strate-
gies able to increase the frequency of random cell movements may
be in principle relevant from a therapeutic perspective, as demon-
strated by the simulations shown in Fig. 15: however, their empirical
conceptualization and development are very difficult.

Possible model improvements. The most relevant improvement of our
model, according to us, is the inclusion of tumor phenotypic hetero-
geneity. In the present form of our approach, malignant cells are in fact
only differentiated on the basis of their actual metabolic state, but all of
them share the same adhesive, migratory, and mitotic determinants, es-
tablished by common values of 𝑠1, 𝑠2, and 𝛼DM, respectively. It is instead
widely recognized that, although a malignant lesion is typically formed
by cells of the same origin, different subpopulations emerge over time,
each with its own biophysical and biochemical characteristics and
functions. More specifically, the same disease can be simultaneously
composed of cancer cells with full mesenchymal phenotype, i.e., high
motility rate and low proliferative potential, and of agents with full
epithelial traits, i.e., enhanced mitotic rate and limited migratory ca-
pacity [1]. Coexistence and cooperation of these different cell clones
are shown to increment the aggressiveness of the entire disease: for
instance, highly mitotic cells are able to fuel invasion of more motile
agents by exerting oncotic pressure and consuming critical substrates.
On the opposite, more invasive cells can open migratory paths for less
motile but highly mitotic agents.

Intratumoral heterogeneity may be introduced in our model by
assigning each malignant cell 𝑖 a further state variable, that identifies its
current phenotype (i.e., among a given set), say 𝜏(𝑖, 𝑡) ∈  . Constitutive
laws may then establish a reasonable relation between cell phenotype
and behavior, in terms of adhesiveness, chemotactic response, and
mitotic rate. For example, given a pair of tumor cells 𝑖 and 𝑗, the former
one with mesenchymal traits, i.e., 𝜏(𝑖, 𝑡) =‘‘MES’’, and the latter one
with an epithelial phenotype, i.e., 𝜏(𝑗, 𝑡) =‘‘EPI’’, it may hold that

𝑠1(𝜏(𝑖, 𝑡)) = 𝑠1(MES) < 𝑠1(𝜏(𝑗, 𝑡)) = 𝑠1(EPI),

𝑠2(𝜏(𝑖, 𝑡)) = 𝑠2(MES) > 𝑠2(𝜏(𝑗, 𝑡)) = 𝑠2(EPI),

𝛼DM(𝜏(𝑖, 𝑡)) = 𝛼DM(MES) < 𝛼DM(𝜏(𝑗, 𝑡)) = 𝛼DM(EPI).

The phenotypic state of a cell may be also assumed to vary in time
randomly (i.e., mimicking genetic and/or epigenetic mutations) or in
response to environmental signals. For instance, the ratio 𝑠1(𝜏(𝑖, 𝑡))∕𝑠2
(𝜏(𝑖, 𝑡)) of a genetic cell 𝑖 at time 𝑡 may be set to decrease, thereby
favoring chemotaxis w.r.t. adhesiveness, when the agent of interest
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experiences oxygen deprivation. This way, our virtual hypoxic cells
may be facilitated to escape harsh conditions and necrosis, in agree-
ment with the above-cited empirical evidence [191]. Cancer cells use
the ability to switch among multiple phenotypes as an evolutionary
advantage, i.e., to evade a large spectrum of therapies [192–196]: the
proposed model improvement would indeed have a significant clinical
relevance.

A different line of model developments may amount in the inclusion
of the ECM fibrous component, whose mechanostructural characteris-
tics, e.g., thickness, length, and stiffness, largely affect cell migratory
behavior. For instance, several experimental models reveal a cell pref-
erence to crawl along aligned matrix fibers, as in the case of fibroblasts
cultured in collagen-like gels [108] or of neuronal cells placed on
bidimensional fibrin substrates [109]. Cell migratory capacities are also
influenced by the deformability of the fiber network, especially in the
case of dense matrix meshes which represent a physical obstacle for
rigid cells or for cells unable to degrade ECM components, as empiri-
cally provided for smooth muscle cells [111], mouse fibroblasts [110],
and malignant cells from gliomas [197] and prostate cancers [112]. The
local rigidity of the ECM, as well a possible orientation of its component
fibers, may be described in our model by the introduction of further
matrix-related fields (and corresponding evolution equations). We may
also add in Eq. (2a) a term that implements the ability of malignant
individuals to depose matrix molecules, as suggested in [198,199].

It would be also relevant to explicitly include in the system normal
tissue cells and to model their interactions with the malignant mass. For
instance, clusters of tumor cells are shown to displace and compress
the surrounding basement membrane and, in the case of carcinomas,
the normal epithelium [172]. This way, they create paths of reduced
mechanical resistance for infiltration and even extraspace for growth.
Recent evidence also demonstrates that tumor cells of epithelial origin
are able to induce apoptosis (via acidosis) in the neighboring normal
tissue and to alter gene expression in the surrounding stroma, see [200]
and references therein. Additional diffusive fields may be added to
account for other molecular variables, that may be externally supplied
by the host (e.g., vital growth factors or other metabolic nutrients) or
expressed/secreted by the malignant mass itself (e.g., waste, products
of cell degradation, or angiogenic factors).

The application of the proposed model to a specific type of disease
would finally require a proper parametrization, the implementation of
a domain configuration able to better describe the tissue of interest,
and the use of taylored rules for cell movement, proliferation, and state
transitions.
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