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Abstract
In the manufacturing industry the productivity is contingent on the workers’ well-being, with operators at the center of the 
production process. Moreover, when human–machine interaction occurs, operators’ safety is a key requirement. Generally, 
typical human gestures in manipulation tasks have repetitive kinetics, however external disturbances or environmental factors 
might provoke abrupt gestures, leading to improper interaction with the machine. The identification and characterization of 
these abrupt events has not yet been thoroughly studied. Accordingly, the aim of the current research was to define a method-
ology to ready identify human abrupt movements in a workplace, where manipulation activities are carried out. Five subjects 
performed three times a set of 30 standard pick-and-place tasks paced at 20 bpm, wearing magneto-inertial measurement 
units (MIMUs) on their wrists. Random visual and acoustic alarms triggered abrupt movements during standard gestures. 
The recorded signals were processed by segmenting each pick-and-place cycle. The distinction between standard and abrupt 
gestures was performed through a recurrent neural network applied to acceleration signals. Four different pre-classification 
methodologies were implemented to train the neural network and the resulting confusion matrices were compared. The 
outcomes showed that appropriate preprocessing of the data allows more effective training of the network and shorter clas-
sification time, enabling to achieve accuracy greater than 99% and F1-score better than 90%.
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1 Introduction

In today's manufacturing industry, it is increasingly com-
mon to perform operations in which a collaborative robot, 
or more generally an automated machine, cooperates with 
operators, sharing the workspace at the same times. This 
coexistence necessitates specific emphasis to security issues 
in physical human–machine interaction, according to Indus-
try 5.0 paradigm that features workers at the center of the 
production process [1]. Indeed, the human–machine inter-
action is becoming an emerging research field focused on 
optimizing the effectiveness, applicability, and performance 
of working conditions [2–5].

Reaching [6], pick-and-place [7], and assembly [8] are 
examples of typical industrial collaborative tasks, where 
humans’ gestures are characterized by repetitive and con-
trolled movements, mainly of upper limbs, whose kinet-
ics is consistent with a standard operational production 
protocol. However, inattention, unexpected situations, 
and unforeseen contingencies might cause the operator to 
perform abrupt gestures that deviate from standard move-
ments, leading to possible unsafe and improper interaction 
with the machine. Tracking human motion during handling 
operations and prompt identification and characterization 
of abrupt events are of paramount relevance for a safe and 
efficient human–machine collaboration.

Different technologies can be adopted to track the human 
motion and possibly recognize the human gestures [7, 9–13]. 
Traditional optical systems allow direct tracking of human 
postures with high accuracy and precision. However, some 
characteristics of these systems such as encumbrance, pos-
sible occlusion, and high cost do not make them well suited 
for industrial settings. On the contrary, inertial measurement 
sensors are low-cost, portable, easy to wear, and minimally 
invasive [7, 11–14]. When human motion recognition is 
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performed through inertial data, actions can be classified 
and labelled based on motion patterns arising from accel-
erometers and gyroscopes. In this context, deep learning 
technique is emerging as a major component of research in 
artificial intelligence, in light of its capacity to generalize 
across problems, its ability to scale with input data [15], 
and to extract and learn features directly from raw data [16]. 
Many studies have exploited inertial sensors combined with 
deep learning techniques to recognize the human upper body 
motion [16–20]. The human motion recognition is easier 
when tasks have predictable kinetics, but abrupt movements 
occurrence could jeopardize prompt tracking accuracy and 
decrease effectiveness and safety in human–robot shared 
task execution [21]. Abrupt gestures are highly variable and 
characterized by uncertain kinematic and dynamic ranges, 
execution patterns, and number of involved human segments 
[22]. Castellote et al. [23] analyzed the voluntary reaction 
to a startling auditory stimulus in tasks in which the main 
requirement is the accuracy. Their results demonstrated that 
this kind of stimulus speeds up only the first part of the 
movement. Kirschner and colleagues [24] defined a human 
involuntary motion as a rapid hormonal reaction resulting in 
a fast and uncontrolled movement. In this case, unexpected 
robot motions were performed to cause human involuntary 
movements. The results of this work demonstrated that 
hands-on user training can increase cognitive and physical 
safety in human–robot interaction. Görür and colleagues 
[25] have proposed a robot decision-making framework to 
anticipate human’s task related availability, intent, capabil-
ity, and true need for help during the collaboration. Authors 
have found out the ability of that system to ensure a proper 
task achievement, while reducing the number of unneces-
sary information given to the human. In the work of Rosso 
and colleagues [22], the focus was the estimation of four 
features based on the kinematics of impulsive gestures. In 
detail, a methodological study was developed to character-
ize this kind of movements through an inertial sensor fixed 
on the wrist. Although all these works have assessed the 
characteristics and the effects of abrupt movements on task 

performance, methods for the ready identification of these 
events have not yet been effectively studied.

The main question of the research project referred to in 
this paper is: by tracking the kinematics of the operator's 
wrists in a typical handling task, is it possible to readily 
distinguish between standard and abrupt gestures through 
deep learning technique? To give an answer, an experimental 
workplace setup has been designed to study pick-and-place 
tasks executed by five participants wearing inertial sensors 
on their upper body. Both standard and abrupt movements 
were performed during trials. A recurrent neural network 
was implemented to analyze acceleration signals recorded 
by the inertial sensors. Four different data pre-classification 
methodologies to train the neural network were tested, with 
the overall aim of increasing its performance toward effec-
tive real-time gesture classification.

2  Materials and methods

2.1  Experimental set‑up and protocol

A workstation was simulated to execute a typical industrial 
pick and place task. As shown in Fig. 1, the set-up was com-
posed of a box containing 30 golf balls and four stations: 
S0, S1, S2, and S3. Stations S0, S1 and S2 were at the table 
level, while S3 was at a height of 30 cm with respect to the 
table.

Participants were asked to sit in front of the table, to pick 
a ball at a time from the box, and to place it into a specific 
station hole, whose sequence was defined by the lighting of 
green LEDs positioned near each station (standard move-
ments). Each task was composed of 30 pick-and-place ges-
tures (Fig. 2a). During the task, acoustic or visual alarms 
were randomly generated through the activation of a sound 
buzzer and the lighting of red LEDs, respectively. When this 
situation occurred, participants were instructed to perform 
an abrupt movement. In detail, when the acoustic alarm was 
generated, participants were asked to vertically extend the 
arm as fast as feasible (Fig. 2b). Instead, when a visual alarm 

Fig. 1  Experimental set up: a 3D view; b top view
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was generated, participants were instructed to place the ball 
in the station corresponding to the activated red LED as 
fast as possible (Fig. 2c). For each participant, the task was 
repeated three times: Trial 1 with the right hand and with 
the trunk frontal with respect to the table; Trial 2 with the 
left hand and with the trunk frontal with respect to the table; 
Trial 3 with the left hand and with the trunk lateral with 
respect to the table. Inside each task, four random alarms 
were emitted, two visual and two sonorous.

The experimental set-up was adapted to the anthropo-
metric characteristics of each participant. To this purpose, 
a board with holes (diameter of 6 cm) was made and posi-
tioned on the table to define the stations S0, S1, and S2. 
Moreover, a second board with just one hole (diameter 
of 6 cm) was added to the set-up to create the S3 station 
(Fig. 1). In detail, the more appropriate holes for S0, S1, 
and S2 stations were chosen inside a related group of 10 
distributed holes. Instead, the distance of S3 station from 
each participant was regulated before the test.

The sound buzzer generating the acoustic alarms was 
fixed in the top left area of the table, whereas a pair of LEDs 
(one green and one red) was positioned near each station.

All the signals (lighting of green LEDs, activation of 
acoustic and visual alarms) were generated and controlled 
by an Arduino Nano microcontroller (Arduino, Italy), with 
processor ATmega328, clock speed of 16 MHz, and operat-
ing voltage of 5 V.

The code was written through an integrated development 
environment. The block diagram of the code is reported in 
Fig. 3. The first part of the code controlled the lightening of 
a green LED, corresponding to a station, every 3 s (20 bpm). 

It was repeated for 30 cycles, corresponding to the 30 golf 
balls that had to be picked-and-placed.

The first 6 cycles were standard, while for the cycles 
between the 7 and 30th, four cycles were randomly identified 
in which to activate twice the acoustic and visual alarms. 
The acoustic alarm was activated in correspondence of the 
green LED lighting, whereas the visual alarms were gener-
ated 500 ms after the green LED was turned on. Moreover, 
a control was implemented to avoid the overlap of visual 
and acoustic alarms. The sequence of green LEDs and of 
the alarms was updated and saved.

Five healthy participants (3 males and 2 females) with 
no musculoskeletal or neurological diseases were recruited 
for the experiment through a written informed consent. 
Their anthropometric data (mean ± standard deviation) 
are reported in the following: age of 37.8 ± 15.8 years, 
Body Mass Index of 20.7 ± 0.9 kg/m2, upper arm length of 
0.34 ± 0.03 m, and forearm length of 0.27 ± 0.01 m. Three 
subjects were right-handed, two were left-handed. The study 
was approved by the Local Institutional Review Board and 
all procedures were conformed to the Helsinki Declaration. 
Five wireless magneto-inertial measurement units (MIMUs) 
of an inertial sensors system (Opal™ APDM, USA) were 
positioned on participants’ right upper arm (RUA), right 
forearm (RFA), sternum (STR), left upper arm (LUA), and 
left forearms (LFA) through bands supplied by the APDM 
kit (Fig. 4). Each sensor contains a tri-axial accelerometer 
(range ± 200 g), a tri-axial gyroscope (range ± 2000 deg/s), 
and a tri-axial magnetometer (range ± 8 Gauss). These units 
were positioned aligning their x-axes with the longitudi-
nal axes of the corresponding human segments, while the 
y and z-axes were oriented as reported in Fig. 4. MIMUs 

Fig. 2  Experimental protocol: 
a standard movement – green 
LED; b abrupt movement – 
acoustic alarm (buzzer); c 
abrupt movement – visual alarm 
(red LED)
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communicated to a PC via Bluetooth. Data were acquired 
through the proprietary software Motion Studio™ (APDM, 
USA) at the sampling frequency of 200 Hz. The synchroni-
zation of the adopted systems was obtained with a voltage 
trigger of 5 V sent from Arduino to an input port of the Opal 
Synch Box (APDM), through a BNC connector.

2.2  Data analysis

Data analysis was conducted with custom Matlab® routines 
on a machine with the following characteristics: Intel Core 
i7-11850H (8 core, from 2,50 GHz to 4,80 GHz), NVIDIA 
T600 (4 GB, GDDR6). The observation of collected signals 
showed a more significant involvement of forearms due to 
the task selected for the experiment. Accordingly, in this 
work, the analysis concentrated only on forearms accelera-
tions. Accelerations measured with RFA and LFA MIMUs 
were postprocessed to remove constant gravity acceleration 
and then to estimate the magnitude of accelerations. Single 
movements were extracted segmenting the total acquisition 
into 3 s windows. Since the signal was well-paced by the 
lighting of the green LEDs at 20 bpm, the onset of each 
cycle was accordingly identified. Windows corresponding 
to abrupt movements were detected by the turning on of 
alarms. Considering the standard movements, the associa-
tion between each LED and a specific station (S0, S1, S2, 
and S3) was recognized and windows were divided into four 
groups. The mean values and the standard deviation (std) 
of forearms accelerations were calculated for each trial and 
each station, first intra-subject and then inter-subjects.

Once the segmentation was performed, a Long Short-
Term Memory recurrent neural network [26] was adopted 
to distinguish between standard movements and abrupt 
movements (Fig. 5). The network had the following charac-
teristics: 1 input layer, 1 hidden layer of 100 hidden units, 2 
output layers, Adam optimization, 100 epochs.

Four different methodologies were adopted to pre-classify 
movements to be fed to the neural networks:

(a) N3A3 methodology. Each three-second window was 
labeled as standard or abrupt, whether the alarm turned 
(Fig. 6a). For each trial of each subject, this windowing 
led to 26 standard movements and 4 abrupt ones.

(b) N1A1 methodology. All windows, both standard and 
abrupt, were divided into three sub-windows of one 
second (Fig. 6b). Considering all the trials for each sub-
ject, this led to 78 standard movement windows and 12 
abrupt ones for each trial.

(c) N1A1S methodology. Each window was divided into 
three sub-windows of one-second duration each. More-
over, an additional condition was introduced for the 
potential abrupt windows by evaluating the std value 
with respect to a threshold. In detail, only sub-windows 
with standard deviation above 1.5 m/s2 were considered 
as abrupt, while the other ones were excluded from the 
classification (Fig. 6c). This led to 78 standard move-
ments and 12 potential abrupt ones, for each trial. 
Considering all subjects and all trials, a total of 1170 
standard movements and 180 potential abrupt move-
ments were isolated. Based on the standard deviation 

Fig. 3  Flow-chart of the developed Arduino code

Fig. 4  MIMUs positioning on upper body and their reference frames
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constraints, only 137 unexpected movements were con-
sidered as abrupt movements.

(d) N1A1SO methodology. It was obtained applying the 
N1A1S methodology, but with some changes in the 
recurrent neural network (Fig. 6c). In detail, the num-
ber of hidden units was reduced from 100 to 30. As 
a consequence, the time of classification was reduced 
from 20 to 5 ms, making the methodology closer to a 
future real-time condition application. The amount of 
standard and abrupt isolated movements was the same 
of the N1A1S methodology.

For all methodologies, the label acceleration windows 
were divided in training (TR) and test (TE) sets, according 
to the following indications:

(a) For the N3A3 methodology, 120 windows were used 
for TR (60 standard, 60 abrupt), whereas 630 ones were 
used for TE (604 standard, 26 abrupt).

(b) For the N1A1 methodology, 120 windows were used 
for TR (60 standard, 60 abrupt), whereas 2130 ones 
were used for TE (2018 standard, 112 abrupt).

Fig. 5  Classification of gestures 
in abrupt and standard ones

Fig. 6  Pre-classification meth-
odologies. For a better under-
standing of the procedures, only 
a portion of the signal including 
two of the four generated abrupt 
movements is represented. a 
N3A3 methodology; b N1A1 
methodology; (c–d) N1A1S and 
N1A1SO methodologies
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(c) For the N1A1S methodology, 120 windows were used 
for TR (60 standard, 60 abrupt), whereas 2009 ones 
were used for TE (1932 standard, 77 abrupt).

(d) For the N1A1SO methodology, 120 windows were used 
for TR (60 standard, 60 abrupt), whereas 2009 ones 
were used for TE (1932 standard, 77 abrupt).

Once the classification was concluded with all the meth-
odologies, the comparison between real and predicted 
classes was performed building confusion matrices [27]. 
Moreover, starting from the values of these matrices (true 
positives = TP, false positives = FP, true negatives = TN, 
false negatives = FN), the overall performance of the clas-
sification was quantified through the scores reported in equa-
tions from 1 to 4 [7, 28]. The accuracy represents an overall 
index of correct classification. The precision points out if a 
movement identified as abrupt is truly abrupt, whereas the 
recall quantifies the amount of identified abrupt gestures. 
The F1-score is the harmonic mean of precision and recall.

3  Results

Inter-subject mean and standard deviation values of forearm 
accelerations are reported in Table 1 for each type of trial 
and for both standard and abrupt movements. Results related 
to the standard movements are reported separately for the 
four directions.

In Fig. 7, Trial 3 (with the trunk lateral with respect to the 
table) of the subject 05 is chosen as an explicative example, 
because one abrupt movement occurred in each direction. 

(1)Accuracy =
TN + TP

TN + FP + TP + FN

(2)Precision =
TP

TP + FP

(3)Recall =
TP

TP + FN

(4)F1 − score = 2 ⋅
Precision ⋅ Recall

Precision + Recall

In detail, the average trends and standard deviation bounds 
of acceleration collected during standard movements are 
represented for each direction. In the same graph, the accel-
eration trends of the abrupt movements are overlaid for all 
directions.

Confusion matrices obtained from the classification 
results of the neural network for all methodologies are 
depicted in Fig. 8. Percentage values of accuracy, precision, 
recall, and F1-score calculated from confusion matrices for 
all the methodologies as indices of classification perfor-
mance are reported in Table 2.

4  Discussions

The comparison between standard and abrupt acceleration 
trends (Fig. 7) highlights that the two signals are different in 
terms of shape, variation, and magnitude. Indeed, the ampli-
tude of abrupt accelerations is definitively higher than the 
one of standard accelerations. In addition, as pointed out by 
the standard deviation for each direction (Fig. 7), subjects 
performed very repetitive standard movements, simulating 
typical industrial tasks. On the contrary, given the nonrepeti-
tive property inherent in unexpected gestures, depending on 
subject, stimulus, and specific trial, a comparison among 
abrupt movements is meaningless. The same considerations 
can be made analyzing inter-subject mean and std values 
reported in Table 1. Indeed, accelerations related to standard 
movements (range 1.07–1.49 m/s2) are on average equal to a 
third of the accelerations related to abrupt movements (range 
3.17–3.54 m/s2.

As described in literature [22, 29], abrupt movements are 
highly unpredictable and characterized by a shorter dura-
tion. Accordingly, this paper suggests a more complex tool 
for distinguishing between standard and abrupt movements. 
Data pre-processing influences classification results, as 
demonstrated comparing indices in Table 2 obtained from 
confusion matrices of N3A3, N1A1, and N1A1S methodolo-
gies (Fig. 8). In detail, the reduction of the window duration 
from 3 to 1 s (from N3A3 to N1A1) promotes a substantial 
increase of accuracy (+ 79.01%), precision (+ 70.18%), and 
F1-score (+ 62.77%) and a decrease of recall (− 20.60%). 
Hence, even if the N1A1 methodology is less sensitive than 
N3A3, it is more accurate and precise, and it promotes a 

Table 1  Average value of 
forearms accelerations on 
windows of 3 s

Station Standard acceleration
mean ± std (m/s2)

Abrupt acceleration
mean ± std (m/s2)

S0 S1 S2 S3 S0–S1–S2–S3

Trial 1 1.31 ± 0.26 1.37 ± 0.14 1.29 ± 0.27 1.46 ± 0.22 3.54 ± 0.23
Trial 2 1.24 ± 0.18 1.49 ± 1.17 1.37 ± 0.22 1.30 ± 0.08 3.17 ± 0.27
Trial 3 1.07 ± 0.28 1.42 ± 0.20 1.21 ± 0.25 1.18 ± 0.23 3.26 ± 0.81
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general improvement of classification (F1-score). Consid-
ering the introduction of a constraints on standard devia-
tion and hence a finer pre-classification of abrupt gestures 
(from N1A1 to N1A1S), there is an increase of all indices 
(accuracy + 2.16%, precision + 10.72%, recall + 29.54%, and 
F1-score + 19.88%). Overall, an appropriate pre-processing 
of data allows obtaining a more effective network training 
and hence higher values on the principal diagonal of the 
confusion matrices (Fig. 8). In addition, since the recall is 
higher than the precision in almost all cases, it is more fre-
quent that a standard movement is classified as an abrupt one 
than vice versa. This aspect is important for the safety of the 
operator in scenarios of collaborative robotics.

Another relevant aspect to consider in a context of col-
laborative robotics is the need to reach real-time conditions. 
The time necessary to distinguish between a standard and an 
abrupt movement is influenced by both the windowing pro-
cedure and the neural network performance. Moving from 
N1A1S to N1A1SO methodologies reduces the classification 
time of the network (from 20 to 5 ms) while generating a 
confusion matrix which is comparable to the one associated 
to N1A1S method (Fig. 8). This situation is also visible from 
values in Table 2: even if the precision has a slight increase 

Fig. 7  Movement accelerations: 
standard average trend vs abrupt 
trend
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(+ 1.67%) and the recall has a slight decrease (− 2.59%), 
the accuracy and the F1-score remain almost the same. This 
aspect suggests that the classification time can be reduced 
without negatively influencing the results.

The main limit of this study is represented by the 
restricted number of involved subjects, which is not appro-
priate when applying deep learning techniques, although 
partially mitigated by the large number of tests. In this 
regard, current activities consist in investigating other typi-
cal industrial tasks, also exploring the other collected signals 
in addition to forearms accelerations (angular velocities of 
forearms and signals of upper arms and trunk). Then, the 
same experimental campaign is going to be extended to 
around 100 subjects in order to have a homogeneous sam-
ple in terms of gender and age. Moreover, considering that 
the project is thought for industrial scenarios of collabora-
tive robotics, current efforts aim reducing the duration of 
windows in which the signal is fragmented. This aspect can 
guarantee lower classification times and hence make the pro-
cess closer to real-time feasibility.

5  Conclusions

Considering the importance of the operator’s safety in the 
workspace shared with a robot or machine, the aim of this 
study was to identify possible human abrupt movements dur-
ing a typical repetitive industrial task. A recurrent neural 
network was fed with forearms accelerations measured with 
MIMUs and exploited to distinguish between standard and 
abrupt gestures. All the results obtained in this work testify 
that the chosen deep learning network and the developed 
pre-classification methods for MIMUs accelerations are 
promising for identifying human abrupt movements in han-
dling tasks. Current efforts are devoted to segment the signal 
into successively smaller windows to approach to real-time 
conditions while guaranteeing the same classification scores.

6  Supplementary Material

Authors will provide the acquired raw inertial data on request.
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