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Safe Reinforcement Learning for Energy
Management of Electrified Vehicle with Novel
Physics-Informed Exploration Strategy

Atriya Biswas*, Member, IEEE, Matteo Acquarone*, Student Member, IEEE, Hao Wang, Student Member, IEEE,
Federico Miretti, Member, IEEE, Daniela Anna Misul, Member, IEEE and Ali Emadi, Fellow, IEEE

Abstract—This paper introduces a novel physics-informed
exploration strategy for a deep reinforcement learning (DRL)-
based energy management system (EMS), specifically targeting
the challenge of dealing with constrained action sets. RL-based
controllers for electrified vehicle energy management systems
have faced obstacles stemming from the selection of infeasible
actions, obstructing their practical deployment. The absence of
a mechanism for assessing control action feasibility prior to
application has compounded this issue, primarily due to the
model-free nature of RL-based controllers. Adding a safety layer
to the RL-based controller addresses the abovementioned issue,
but this often results in suboptimal policies and necessitates an in-
depth understanding of the powertrain. Alternatively, theoretical
remedies incorporate penalty terms into the immediate reward
function to manage infeasible conditions. However, this approach
can slow down the training process as the agent learns to
avoid infeasible actions. To surmount these challenges, this paper
introduces a novel physics-informed exploration strategy, coupled
with prioritized experience replay, enabling the agent to swiftly
learn to avoid selecting infeasible control actions without the
need for a separate safety layer. Real-time simulation results
highlight the superior performance of the proposed DRL-based
controller over the baseline DRL-based controller with a safety
layer, particularly in terms of overall fuel consumption.

Index Terms—Energy management system, failsafe policy, hy-
brid electric vehicle, Lagrange relaxation, prioritized experience
replay, physics-informed exploration, safe reinforcement learning,
real-time implementation, safety critic, safety layer.

I. INTRODUCTION

He energy management strategy (EMS) is is the most

crucial supervisory controller in an electrified vehicle
from the energy economy perspective [1]. An EMS’s task is
to solve an electrified vehicle’s energy management problem
for a finite-length drive cycle, i.e., solving a finite-horizon
nonlinear constrained optimization problem. Solving such an
optimization problem is to optimally control one or multiple
variables from the pool of powertrain variables, including
but not limited to reference torque requests for powertrain
prime movers, battery current, operating mode (all-electric
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Fig. 1. Concept of finite-horizon sequential decision-making process with
reinforcement learning agent.

mode or hybrid mode), and mechanical brake actuation, while
satisfying the state and control variables’ safety constraints.
An EMS can be designed to fulfill various objectives, includ-
ing but not limited to maximizing the energy economy of
the powertrain [2], minimizing the tailpipe greenhouse gases
(GHG) emissions [3], improving vehicle’s drivability [4, [5]],
and improving battery longevity [6] for a given drive cycle or
unknown drive cycle. In a real-world driving scenario, where
the drive cycle data is unknown to the EMS, an intelligent
control strategy for the EMS is pivotal for optimizing the
powertrain’s energy economy [7)]. Academia has identified
reinforcement learning (RL) algorithms as promising tools for
designing an intelligent EMS for electrified vehicles [8].

RL algorithms advocate a controller, denoted as an “agent,”
to optimize long-term objectives rather than immediate ones
within a sequential decision-making framework, as illustrated
in Fig[l] The figure portrays the dynamic interaction between
the environment and the RL agent in a finite-length Markov
decision problem (MDP). In this interaction, the RL agent,
having observed the state s, of the environment at time “t,”
enacts an action a;. Subsequently, the agent is bestowed with
an immediate reward (r;) corresponding to its executed action
a; in the ensuing time step. AlphaGo, the RL-agent computer
that defeated the human world champion in the game of “Go,”
shook the entire world for the first time, disseminating the
brilliance of RL algorithms to academic and industrial scholars
[9]. Later in the last decade, scholars saw the advent of deep
reinforcement learning (DRL) algorithms [10], a technolog-
ical fusion between deep learning and RL, which outplayed
traditional RL algorithms in several aspects, including feature
representation, end-to-end learning, generalization, nonlinear
function approximation, and complex policy representation,
primarily due to DRL’s ability to handle complex and high-
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dimensional data. The prowess of DRL algorithms in se-
quential decision-making stormed through the internet when
GT Sophy, a DRL-powered artificial intelligence (AI) agent,
defeated the world’s best gamers in a racing simulation game
called Gran Turismo [11]]. Early applications of RL in the
mobility sector can be found as early as 2011, when it was
applied to improve the energy efficiency of a human-driven
hybrid electric bicycle [12]. In the same year, the application
of DRL was introduced by R. Johri and Z. Filipi not only to
improve the fuel economy of a series hydraulic hybrid vehicle
but also to address the curse of dimensionality posed by
dynamic programming dealing with discrete state and control
variables [[13]].

Why do academics prefer RL or DRL algorithms over other
control strategies (e.g., equivalent consumption minimization
strategy (ECMS), heuristic, fuzzy rule-based, evolutionary al-
gorithm, model predictive control (MPC), supervised learning,
dynamic programming (DP)) for designing intelligent EMS
in electrified vehicles? While each strategy has strengths and
weaknesses, the suitability often depends on the application
context. RL and DRL-based approaches outperform others in
specific scenarios.

In contrast to strategies requiring a priori knowledge or
predefined MDP models, RL/DRL-based methods operate
independently, offering adaptability to changing models and
drive cycles [14, [15]. Unlike many strategies demanding
manual intervention for varying drive cycles and power-
train models, RL/DRL-based methods, once tuned, exhibit
autonomy, enhancing their post-deployment applicability in
commercial vehicle EMSs where manual tuning is imprac-
tical [16l [17]. Theoretically, RL/DRL-based strategies can
autonomously learn and adapt their near-optimal control on-
the-fly for changing driving scenarios post-deployment without
server support [18]. This capability differs from over-the-air
updates used by other EMS strategies through IoT devices and
5G networks [19]. Contemporary RL/DRL algorithms, unlike
many traditional EMS strategies, allow real-time implementa-
tion during testing on an embedded microcontroller [20} 21]]
or through rapid prototyping in a hardware-in-the-loop (HIL)
[22} 23]]. Powered by nonlinear functional approximators like
artificial neural networks, DRL algorithms effectively handle
high-dimensional state-action spaces, suitable for high-fidelity
vehicle environments [22) [24]]. Lastly, unlike well-established
strategies such as MPC, DP, and ECMS, which often require
an accurate MDP model, RL and DRL algorithms may or
may not need the MDP model. This flexibility enables them to
operate in scenarios where obtaining an accurate MDP model
is challenging, facilitating a model-free approach [25].

A. Background and Related Works

Despite the notable features of RL/DRL algorithms, two
significant drawbacks—namely, the lack of safety [26] and
Al explainability [27]—hinder their real-time implementation
in actual hardware-based environments, both in industry and
academia. While numerous real-time implementations have
been reported, most remain confined to simulation environ-
ments [25]]. Even when real-time implementations occur on

HIL test benches, the interacting environments are often sim-
ulated on a computer [20, 21] or emulated using platforms
like dSPACE, NI, and SpeedGoat [22, 23].

This article primarily addresses the lack of safety in DRL
algorithms, with a secondary focus on Al explainability. Safety
and feasibility of control actions are categorized into three
levels based on the control policy’s ability to conform to
constraints, as illustrated in Fig [26]]. Level III safety ensures
satisfaction of all constraints. In contrast, levels II and I
guarantee probabilistic constraints and encourage constraint
satisfaction, respectively. Traditional model-based strategies
(DP, MPC, ECMS) can pre-evaluate conformity due to their
inherent powertrain models, ensuring level III safety. In con-
trast, RL/DRL-based EMSs, with their model-free approach,
cannot pre-evaluate such conformity, thereby not guarantee-
ing level III safety. The same model-free characteristic that
grants RL/DRL algorithms advantages over traditional model-
based strategies also impedes their successful implementa-
tion in hardware-based environments, placing them behind
model-based strategies in hardware implementation. Despite
the control search space constraints in RL/DRL algorithms,
random exploration in the early learning phase may lead to
occasional violations of state variable constraints, transitioning
into unsafe or infeasible environment states.

In the pursuit of aligning RL/DRL algorithms with safety
and feasibility constraints, prevalent approaches can be delin-
eated into three categories:

1) Employing the Lagrange relaxation method [28]

2) Incorporating a safety critic

3) Shielding the RL/DRL agent with a safety layer
The first two methods demonstrate efficacy in reducing the
instances of unsafe control outputs from the RL/DRL agent
over the learning progression, culminating in heightened safety
by the end of the learning phase. Conversely, the third method
consistently assures the safety of the environment.

Using Lagrange multipliers is a promising avenue, lever-
aging their capability to transform a constrained policy opti-
mization problem into an unconstrained one. An example of
a constrained optimization problem is shown in Eq[I]

max J(x;) , sit.,  f(x;) <o; for all time steps (1)

z;eX
This constrained optimization problem can be expressed as
an unconstrained one, as shown in Eq[2] using Lagrange
multiplier (£).
i mag £, ) = i mag [ (r2) =30 () -0s)]
2
The solution of the unconstrained optimization problem, i.e.,
the optimal value of )\; and x; can be obtained by minimizing
the gradient of the Lagrange in Eq[2] with respect to A and z,
respectively, as shown in Eq[3]

Vxﬁ()\],xz) = 0; and V)\E(/\j,iﬂi) =0 (3)

This makes the Lagrange relaxation method an attractive
solution for RL/DRL algorithms seeking to adhere to safety
constraints in several constrained optimization problems in
transportation electrification, such as optimal electric vehicle

Authorized licensed use limited to: Politecnico di Torino. Downloaded on March 26,2024 at 14:25:58 UTC from IEEE Xplore. Restrictions apply.

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Transportation Electrification. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TTE.2024.3361462

IEEE TRANSACTIONS ON TRANSPORTATION ELECTRIFICATION, VOL. X, NO. X, XXXX 202X 3

Soft constraints
safety and feasibility level |

Minimum
possible

violations Probability

distribution of
possible path

Probabilistic constraints
safety and feasibility level Il

Hard constraints
safety and feasibility level IlI

Zero violations
with high

probability No chance of

violations

Fig. 2. Conceptual diagram explaining the difference among three levels of safety and feasibility of control policy.

(EV) charge scheduling [29, and optimal energy man-
agement of hybrid electric vehicle (HEV)s [32]. Despite its
promise, this approach introduces complexities by converting
the optimization problem into a multi-objective one [33]]. Ad-
ditionally, articulating the precise nonlinear transfer functions
between the control policy and each state variable becomes
challenging, particularly in scenarios with a high number of
state variables. This often compels Lagrange designers to use
a common penalty term for all safety constraint violations
(30, 32]. Despite the ingenuity of this approach, it dimin-
ishes the optimizer’s flexibility to adjust the control policy
for individual constraint satisfaction, resulting in sub-optimal
performance. Using a common penalty term introduces another
challenge. When dealing with multiple safety constraints, it
hampers the designer’s ability to discern how a policy update
enhancesRL/DRL conformity to specific safety constraints.
This lack of clarity makes RL/DRL algorithms more suscep-
tible to skepticism regarding their Al explainability.

An alternative strategy involves employing a safety critic,
which is particularly advantageous when state safety con-
straints are unknown. The safety critic assesses the degree
of unsafety associated with a specific state using a safety
value function, denoted as V_.(s), or evaluates the unsafety
of taking a particular action at a given state using a safety
quality function, denoted as Q.(s,a) [34]. Both these safety
functions are evaluated and updated iteratively during the
policy iteration step [33]. The safety critic tends to overes-
timate these functions in the early learning phase, ensuring
conservative decision-making for enhanced safety [36]. As
learning progresses, improved estimates allow the agent to
explore broader areas of the action space [37]. However, this
approach may have prolonged convergence times in DRL
algorithms, making it less suitable for automotive applications
where safety constraints are generally known.

When safety constraints are known, employing a safety
layer with a failsafe policy (7 f4i1safe) in RL/DRL-based EMS
is advisable, especially during training, to prevent unsafe
control actions [32]. While not obligatory, it is common
practice to retain the safety layer during the testing phase to
ensure the utmost safety of the environment. If post-execution
verification deems them unsafe, the safety layer replaces

RL/DRL-based EMS control actions with predetermined safe
controls [38]]. Safety layers consist of simple and conservative
rules derived from standard practices or expert knowledge
[39]. However, it’s essential to note that crafting an infallible
safety layer necessitates a robust understanding of the specific
electrified powertrain domain [40]. Moreover, the conservative
rules inherent in the safety layer can potentially influence the
learning of the RL/DRL algorithm in a sub-optimal manner
[42]]. Notably, without rigorous domain knowledge, the
safety layer can be curated based on human feedback [38].

B. Novelty and Contribution

Intrinsic shortcomings and avenues for enhancement in
current approaches addressing the safety of DRL/RL-based
EMS include:

o Using multiple Lagrange multipliers may result in sub-
optimal EMS performance, and the shared multiplier
raises concerns about Al explainability.

« Neither safety critics nor the Lagrange relaxation method
can guarantee level III safety during training and testing.

o Failsafe policies (7fqiisafe) contribute to sub-optimal
EMS performance. Moreover, existing literature lacks
studies quantifying the degradation in EMS performance
when employing failsafe policies compared to other safe
reinforcement learning approaches.

In light of these drawbacks and motivated by the potential
enhancement of DRL-based EMS policy safety through hu-
man feedback, this article proposes a novel physics-informed
exploration (PIE) strategy. The primary algorithm in the DRL
framework is the twin delayed deep deterministic policy gradi-
ent (TD3) method, and the proposed PIE strategy is employed
inside the TD3 method. The key contributions of this study
are summarized as follows:

1) A PIE strategy for DRL-based EMS, which improves
adherence to safety constraints and reduces overall vi-
olations throughout training episodes, is proposed.

2) Targeted area-based control policy modifications are im-
plemented based on identified reasons for safety con-
straint violations, enhancing the Al explainability of the
proposed strategy through feedback from the environ-
ment.
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Fig. 3. Schematic and lever diagram of the third generation Toyota hybrid
electric propulsion system.

3) Integration of the PIE strategy with prioritized experience
replay (PER) in the overall DRL framework, achieving
accelerated convergence and adherence to constraints,
thereby reducing overall training time.

4) The superiority of the proposed PIE-based DRL frame-
work over a conventional safe DRL approach, which in-
cludes penalized rewards and failsafe policies, is demon-
strated through simulations. A separate DRL framework
with a failsafe policy is also presented for comparative
analysis.

The remainder of the paper is organized as follows: Section
|ﬁ| will outline the mathematical and Simulink®-based mod-
eling of the third generation Toyota hybrid system (Toyota
hybrid system (THS)). Section m will delineate the funda-
mentals of the RL framework employed for solving the energy
management problem. This section also presents the baseline
RL framework encapsulated with a safety layer. Section
elaborates on the TD3 algorithm and how PER helps it to
achieve expedited convergence. Section[V]introduces the novel
PIE and explains how it satisfies all the constraints of the
energy management problem without any safety layer. Section
presents a few critical results from the Co-simulation
framework between Simulink® and Python, and subsequently,
conclusions are drawn in section [VIII

II. MATHEMATICAL AND SIMULINK® MODELING OF HEV
POWERTRAIN

A. Modeling of dynamics for different modes

The third generation THS, depicted in Fig[3] has been
selected as the hybrid electric propulsion system (HePS)
architecture for this study. The most important components
of the HePS are an internal combustion engine (ICE), two
electric motors, a battery, a planetary gear-set, and a speed
reduction gear mesh. The authors have chosen the parameters
and maps of the components so that the vehicle plant can be
modeled as close as possible to 2010 Toyota Prius. The third
generation THS can facilitate two distinct electrified modes,
i.e., a pure electric mode (PEM) and a hybrid electric mode

(HEM). The specifications of the main components of the third
generation THS are provided in Tab[l]

B. Inertia-based powertrain dynamics modeling

This subsection will formulate the inertia-based powertrain
dynamics of the third generation THS. As depicted in Fig.
[l the ICE is attached to the planet carrier of the planetary
gear-set. The generator is attached directly to the sun gear,
and the traction motor is attached to the ring gear through
a speed reduction gear and a counter-driven gear. The speed
reduction gear mesh is equivalent to a planetary gear-set with
its carrier being grounded, as depicted at the top right corner of
Fig.[3] The inertia-based powertrain dynamics of the PEM and
HEM modes can be expressed through the method described
in [4, 43] as follows:

Tout — Jout,cq.eout + ( )(TICE - JICE,cq.éICE)+

B1
i b1+1 4)

ﬂ2 (Jmot,eq.emot - 7—mot)

TICE — JICE,eq.éICE = (ﬂl + 1) (Jgen,eq.egen - Tgen) (5)
éICE (ﬂl + 1) = ﬂléout + égen (6)

émot = _62éout; (7)

where 7,4, Tick and Tyt are the transmission output, engine,

and motor torques, respectively; Tout, éICE, and émot are
the angular accelerations of output ring, ICE, and motor,
respectively; 51 and (o are the gear ratios of the planetary
gear-set and speed reduction gear mesh, respectively. The
ICE activation is the only differentiating factor between PEM
and HEM. In PEM, the traction motor solely satisfies the
driver’s power demand and the generator rotates freely without
applying torque to the transmission output. On the other hand,
in HEM the traction motor and ICE satisfy the power demand.
The generator is critical in transitioning from PEM to HEM,
since it starts applying positive torque on the sun gear of the
first planetary gear-set as it receives the command of PEM
to HEM transitioning. While the generator cranks the ICE,
a dynamic motor-torque compensation control enables the
traction motor to satisfy the torque demand at the transmission
output and alleviate the powertrain instability resulting from
ICE’s torque ripple [44]. The equivalent inertia Joy,eq. Can be
further disintegrated into rudimentary elements:

Jve
Th + Jdiff} + Jringu (8)
Uta

Jout,eq‘ =

where the Jyen, Jair, and Jyng are the vehicle equivalent
inertia, the differential inertia, and ring inertia respectively,
and i¢q 1s the final drive ratio. Torque 7oy and power Pyt
at the transmission output are computed from road loads,
gravitational load, inertial load, aerodynamic load, and torque
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losses Tioss at the differential, due to gear meshing, and gear
spinning:

(mvehg Sln(ﬁ) + Myeng Cos(ﬁ)(cr,luveh + cr,2)) Twh

Tout = i
(mvehg( 8%\%% ) + %CdPAf ’Ugeh + Tbrake) Twh
+ B + Tloss
1fd
©)
Pout = ToutWout- (10)

Here, c,1 and c, o are rolling resistance coefficents, 1, is the
wheel radius, cg4 is the aerodynamic drag coefficent, p is the
air density, and Ay is the vehicle’s frontal area.

C. ICE modeling

A map-based 1.8 L ICE model is modeled through Wide
open throttle (WOT) torque and engine efficiency (n1cg) maps,
shown in Figld] The ICE’s fuel consumption rate can be
calculated from the efficiency map as a function of ICE angular
velocity wicg, and torque TicEg:

mce = f(wice, Tice)

WICE * TICE
mee - H

where H; is the fuel’s lower heating value.

(1)

mfuel =

D. Electric machine modeling

Both traction motor and generator are modeled through
maximum tOrque Tiot/gen,max CUIve and efficiency 7ot /gen
maps as functions of motor and generator speed wiot/gen and
torque ot /gen:

Tmot/gen,max — f(wmot/gen) (12)
Tlmot /gen = f(wmot/gena 7_mot/gen)
Although maps for the traction motor are widely available in
the literature [435} 46|, the correct generator maps for the third-
generation THS are not available to the best of the author’s
knowledge. Hence, tentative generator maps, shown in Fig[5]
are used in this article.

E. High-voltage battery modeling

The battery pack comprises 168 Panasonic Nickel-Metal
cells, each having a nominal voltage of 1.2V and 6.5Ah
capacity [47, 46]. The battery is modeled through an equiv-
alent circuit model, characterized by temperature and SOC-
dependant open circuit voltage (V) curves and internal re-
sistance (patt) curves. The state-of-charge (SOC) dynamics
can be written through the following equation:

. Voe — / V2 — 4Pyati - Qba
SOC(t) — — _ \/ oc batt batt
C'batt szatt . Cbatt
where V. and (.11 are functions of the previous time-step’s
SOC value, and Pt is derived from the following equation:
Pout - PICE

sign(Ivatt)
batt

o Ibatt

; (13)

Praty = (14)

TABLE I
SPECIFICATION OF THE VEHICLE AND MAIN COMPONENTS

Component | Parameter Value

Mass myep /Inertia Jyep 1530 kg/154 kg - m?
Vehicle Wheel radius 71, 0.3173 m

Height/ Width 1.75 m/ 1.48 m
Internal Inertia Jicg 0.1544 kg - m?

. Max. speed WICE, max 5500 rpm
combustion ’
. Max. torque TICE,max 142 Nm at 4050 rpm

engine - ’
(ICE) Volume displacement 4 Cyl, 1.8 L

Max. power 73 kW at 5175 rpm

Tnertia Jmot 0.0226 kg - m? ,
Traction Max. speed, Max. Volt. 13500 rpm, 240 V
motor Max. torque Tmot,max 200 Nm at 2000 rpm

Max. power 60 kW at 2240 rpm

Inertia Jgen 0.001 kg - m?2
Generator Max. speed, Max. Volt. 13500 rpm, 240 V

Max. torque Tgen,max 40.8 Nm at 7615 rpm

Max. power 42 kW at 7615 rpm
High voltage | Max. capacity/ Nom. Voltage | 6.5 Ah/ 201.6 V
battery Max. power 27 kW

Engine Brake specific fuel consumption (g/(kWh))

— 800
~—~ 140
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Fig. 4. Brake specific fuel consumption (BSFC) map, Wide open throttle
torque (WOT) w.r.t engine speed, constant power curves, and optimal engine
operating line for the 1.8 L. Atkinson engine used in third generation THS.

As is typically the case with HEVs [48], the battery SOC
must be kept inside the operational range [SOC),y, SOC,,;),
SOC)6,=0.2, and SOC,,;,=0.6 in this work.

III. RL FRAMEWORK FOR SOLVING ENERGY
MANAGEMENT PROBLEM

In this section, some basic concepts of RL algorithms are
illustrated. RL is a machine learning branch in which the agent
learns a near-optimal policy by constantly interacting with
the surrounding environment through a trial-and-error process.
The agent’s main objective is to maximize a particular metric
of performance, the discounted return.

Since the RL agent can receive a partial subset of the
state (S) of the system, named observation, the interaction
between the RL agent and the environment is modeled through
a partially observable Markovian decision process (POMDP)
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Fig. 5. Efficiency map of the generator used in modeling the powertrain
which closely resembles the third generation THS.
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Fig. 6. SOC-V,c curves and internal resistance curves of the high-voltage
battery pack, at different temperatures, used in the powertrain modeling in
this article.

[49]. At each time step, the RL agent receives the observation
o; from the environment and selects an action a;. The envi-
ronment is affected by the action a; and is characterized by a
new state sy in the next time instant; in the meanwhile, the
agent receives the reward r; as a consequence of the action ay.
For simplicity, from now on, the observations are referred to
as state s;. The objective of any RL agent is to maximize the
discounted sum of the rewards, also known as the discounted
return G;, obtained throughout an episode:

T
G = Z Ay,

k=t+1

15)

, where vy is the discount factor, and 7' is the final time step.
Several RL agents try to estimate the value of the expected
discounted return (Q-value) to properly select the action a; at
a given state s;. In other words, the @)-value of s; and a; is
referred to as the agent’s estimate of the expected discounted
return assuming that the agent selects the action a; for the
environment characterized by state s; and then follows the
best policy.

In an RL framework several quantities must be carefully
selected to correctly set the problem. In particular, the set
of actions, states, and the reward function must be defined.
Since the main purpose of our controller is to produce an
optimal energy management strategy, we selected the ICE

power a = { Picg } as the continuous action variable. Once the
power requested to the ICE is selected, the rotational speed
and torque are fully defined by the ICE optimal operating
line, as shown in Fig. El In this work, the observation set
s = {Pout, SOC, vyen, PicE,p} is composed of the power
requested at the transmission output, the SOC, the vehicle’s
current velocity, and the power requested to the ICE in the
previous time-step (Ficg,p), allowing the agent to receive
every necessary information to select the optimal action.

Another important quantity that must be defined is the
reward function. Since the main objective of a RL algorithm is
to maximize the sum of rewards accumulated over the episode,
the reward function must be deeply connected with the phys-
ical objective that we want to achieve. The main objectives
of this study are to minimize fuel consumption, guarantee
battery charge sustaining, and avoid infeasible conditions. In
this work, two reward functions of different complexity are
developed to test the robustness of the proposed RL agents
with different reward objectives.

A first simpler reward function, referred to as SOC-oriented
[50Q], is formulated to directly tackle the problem of avoiding
infeasibilities while still maintaining battery charge sustaining.
Since fuel consumption minimization is completely disre-
garded, the optimal policy is easier to learn. Regarding the
formulation of the reward function, the rspoc term of the
function aims at maintaining the SOC as close as possible
to the final desired SOC SOC:¢, while a penalty term ri,¢ is
added to the reward if an infeasible condition is encountered:

SOC — SOCye; \?
Tsoczasoc—bsoc(soc,l fSOC’ff) (16)
Tinf = —1 (17)

rsoc if u is feasible

r= e . (18)
Tinf if u is infeasible
, where asoc and bgoc are two tuning coefficients. In order
to normalize the reward between -1 and 1, these coefficients
were set to asoc = 1 and bgoc = 2. It is important to specify
that if an infeasibility is encountered, the episode is stopped
as it would happen in real-world scenarios.

The second reward function, referred to as FC-oriented [50],
is more complex since it aims at achieving the minimization
of fuel consumption, still maintaining the final SOC near
the reference value, and avoiding infeasibilities. This reward
function keeps the penalty ri,y and computes the weighted
average between the term r7soc and a new reward term 7gye)
added to reduce the fuel consumption:

2
mg
Ttuel = Qfuel — bfuel () (19)
Mt max
(CSOC?TSOC'i‘CfuelXTfueI) if u is feasible
r= csoc+Cruel) (20)

Tinf if u is infeasible

Here, my is the fuel mass consumed in a time step and 1M max
is the maximum fuel mass that can be burned by the ICE in
a time step; agyel and beye) are two tuning parameters that are
set to 1 and 2, respectively, to normalize the reward between

Authorized licensed use limited to: Politecnico di Torino. Downloaded on March 26,2024 at 14:25:58 UTC from IEEE Xplore. Restrictions apply.

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Transportation Electrification. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TTE.2024.3361462

IEEE TRANSACTIONS ON TRANSPORTATION ELECTRIFICATION, VOL. X, NO. X, XXXX 202X 7

TABLE II
LIST OF HYPERPARAMETERS USED IN REWARD FUNCTIONS

Reward
S Ocl ow:s

SOCup

asoc,|bsoc,

hyper- €SOC | Ctuel | M f maz(g) SOCs

Afyel bryel

parameters

Value 1 2 1 2 3

02,06 |04

—1 and 1; ceer and csoc are weighting coefficients. The
normalization of rsoc and 7,e reward terms between -1 and
1 makes it possible to compare them even if they are related
to different physical quantities.

As results will show in Section the addition of a term
in the reward formulation complicates the training process
[24]. The tuning factors and weighting coefficients used in
formulating the reward functions are tabulated in TabTI]

A. Safety layer

In accordance with the introductory discourse, it is evident
that RL-based EMS without safety layer may not guarantee
the attainment of Level III or Level II safety standards for the
selected control strategies during the training phase. Indeed,
the adopted control policies might breach safety criteria mul-
tiple times during the training phase, thereby posing potential
risks to physical components or simulation testbeds. In light of
these considerations regarding the safety assurance capabilities
of RL-based EMSs without safety layer, the implementa-
tion of a safety layer becomes imperative should expensive
simulated environments be utilized in both the training and
testing phases. Nonetheless, it has become a prevalent best
practice to wrap RL-based EMSs in a safety layer, even when
employing low-cost and low-risk simulated environments for
either training or testing purposes.

However, the implementation of the safety layer can gener-
ally lead to erroneous training of the RL agent, consequently
resulting in sub-optimal performance. While the subsection
II-A1| provides explanations of how the safety layer works
in the RL framework, the second subsection provides a
theoretical rationale substantiating the suboptimal performance
of a RL agent provided with a safety layer.

1) Safe RL framework with safety layer: An RL agent must
adhere to the subsequent safety constraints when formulating
the control policy for the energy management problem outlined
in this study:

Pice < PiCE max; 21

PicE 2 PiCE min, (22)

Pyen < Peen,maxs (23)

Pyen 2 Poenpin s (24)

Prot < Prot,max, (25)

Piot 2 Pmot,min; (26)

Poatt < Poatt,max A Ibatt < Ibatt,max; (27)
Poate 2 Poatt,min A Tvatt < Tbatt,min, (28)
SOCpin <SOC < SOCax. (29)

where TicE,max 1S the wide-open throttle torque corresponding
to the requested wicg. Therefore, all the possible infeasible
conditions, excluding the ones related to the state constraints,
are:

fice,ub = PicE > PicE,max: (30)
Jice b = Pice < PICE, min; (3D
Jeen,ub = Pgen > Pgen max; (32)
feen, b = Pgen < Pyenmins (33)
Smot,ub = Prmot > Pmot,max; (34)
Jmot,1b = Pmot < Pmot,maxs (35)
foatt,ub = Poatt > Poatt,max V Tbatt > Ibatt,max, (36)
Foatt,ib = Phatt < Poatt,min V Ibatt < Ibatt,min- (37)

The RL-based framework with a safety layer is shown in
Fig. When the output of the RL-based EMS adheres to
the predefined safety constraints, it is immediately executed
in the environment model. Conversely, if the output fails to
meet these safety criteria, a feasible action originating from
the safety layer supersedes the RL-based EMS’s output and
is executed within the environment. The pseudocode of the
algorithm responsible for prescribing safe actions at specific
states is presented in Algorithm [I] To enhance readability, the
symbol fp,. . i10w refers to one or more infeasibilities between
JICE1bs feen,ubs Jmot,ub> OF foatt,ub, While fp, . nign refers
0 fICE,ub»> feen,Ibs Smot,Ib» OF foatt,Ib-

Algorithm 1 Safety layer algorithm pseudo code
while n < N do > n: episode number
while ¢ < T do > T': final time of driving cycle
Select action a from state s; through actor network
Add gaussian noise A to the action a for exploration
Compute Picg from the selected action a + N
Initialize: PICE,eval = Pice
if PicE,cval led to infeasibility then
Initialize: finr = 1 > fin is the infeasibility flag
Initialize: iteration = 1
while fi,; =1 do
if PICE,eval led to fPICE,low then
Picg eval = Picg + (iteration - 1kW)
iteration = iteration + 1
else if PICE,eval led to fPIcE,high then
PicE eval = Pice — (iteration . lkW)
iteration = iteration + 1
else
finf=0
end if
end while
end if
Execute PicE,eval
end while
end while

2) Effect of safety layer on the Training of an RL agent:
In all the algorithms tested in this work, the action is bounded
within a set A*, regardless of the state. This set is simply
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Fig. 7. Schematic of the EMS framework outputting a near-optimal feasible control for the powertrain through an RL-based framework and a safety layer.

bounded by -1 and +1|H For a given state s; at time t, we
define A(s;) as the set of feasible actions, which is a subset
of A*. For each time ¢, we assume that A(s;) is restricted
by a lower bound a;;, and an upper bound a,p. These bounds
are determined by the powertrain constraints written in this
subsection.

When using the safety layer, the agent can select any action
of the set A*, and the safety layer automatically corrects the
action to the nearest feasible action, which is either aj, or
ayp, and the simulation is not stopped. As a result, the agent
receives a reward which does not reflect the infeasibilty of
the action and it is unable to learn how to avoid that action
in the future. Due to the use of the safety layer, feasible
action is always guaranteed for the environment. However, the
transition stored in the memory buffer, i.e., < sy, at, 7, St11 >,
contains the agent’s infeasible action along with the reward
r which is not penalized. The agent will use this transition
information later to update the actor and critic nets. In this
case, there is a substantial risk that the agent will be stuck
choosing actions from the infeasible set since the reward r
is not affected by the infeasibility penalty. Thus, the standard
exploration strategy used with the TD3 does not guarantee an
exploration of the actions inside the feasible set, and the true
optimal action could never be selected by the agent.

IV. TWIN DELAYED DEEP DETERMINISTIC POLICY
GRADIENT AGENT-BASED RL FRAMEWORK

Some of the most popular RL algorithms, such as tabular
Q-learning, deep Q-network (DQN) and double deep Q-
network (DDQN), can only handle discrete action spaces. The
discretization error arising from finite resolution in both the
state and action variables spaces limits the ability of such
algorithms to find the true optimal solution [2]. Therefore,
the TD3 algorithm is selected in this work to avoid state
and action variables discretization. TD3 is one of the state of
the art off-policy actor-critic algorithms and is considered an
enhanced version of the Deep Deterministic Policy Gradient
(DDPQG). Indeed, TD3 tackles several DDPG disadvantages,
introducing Clipped Double Q-Learning to address the DDPG
overestimation bias problem [51] through the use of two critic
networks, Target Policy Smoothing Regularization to reduce

ISince the actions are normalized between -1 and 1, a = —1 corresponds
to PicE = PICE,min and a = —1 corresponds to Picg = PICE,max

the variance in the target policy [52], and a delayed update of
the policy and target nets to give more time to the critic NN
to get Q-values closer to the target.

TD3 is categorized as an off-policy actor-critic algorithm
that handles continuous state and action spaces. Actor-critic
algorithms use two distinct kinds of neural networks to learn
the optimal policy: actor p and critic () nets. The actor
specifies the current policy by deterministically mapping the
observations to a specific action, while the critic estimates the
@-values. One of the main peculiarities of the TD3 algorithm
is the use of a pair of independently trained critic networks
@1 and Q-, relying on Double Q-learning. Moreover, three
additional target networks, i.e., one target actor u; and two
target critic (Q¢;1 and Q)¢ 2, are used for stability reasons to
update the neural network (NN) weights during training. At
each time step of the training phase, an action a; is selected
using the actor based on the state s; and executed after adding
a random noise function to the action. The resulting state s,
is observed and the reward r is collected; the transition, i.e.,
the set of values < sy, a¢, 7, s; >, is stored in the experience
memory buffer. Moreover, n transitions are sampled from the
experience replay buffer, and are used to update the actor and
critic networks through the respective cost functions:

i=1

1 n
; Zl(TDerror,1/2)2
TDeTroT,l/Q —y— Q1/2 (S’a|91Q/2)

y=r-4+ ’ymiin Qi (HQ“')

Lc,1/2 = (38)

where y is the target value, and the notation 6 refers to
the weights of the = neural network. The term T De¢yrop 1S
defined as the temporal difference (TD) error, a measure of
how close the target value y computed through the target
networks is to the one Q(s,al6%) computed by the critic. As
previously mentioned, the use of two critics allows to reduce
the overestimation problem of the Q-values. Indeed, by taking
the minimum between the two estimates min; Q; ; (<) from
the target networks, the value target cannot introduce any
additional overestimation over using the standard Q-learning
target Qm(GQ“‘. The main disadvantages of TD3 are the
possible underestimation of the Q-values due to this update
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rule, and the higher computational time than DDPG due to
the higher number of critic networks to train. The target nets
weights are updated through a soft target update as shown in
(51

The standard TD3 exploration strategy adds a random noise
N (0, €) function to the action output of the actor net. Although
this exploration strategy has proven to be effective in different
applications, it presents some notable limitations regarding the
avoidance of infeasible actions. This article will demonstrate
how the proposed novel physics-guided exploration strategy
outperforms the standard exploration strategy in this regard.

A. Experience replay

In TD3 agent, the experience replay memory greatly im-
proves the sample efficiency of the algorithm by enabling data
to be reused multiple times for training, instead of throwing
away data immediately after collection, and enhances the
stability of the network during training.

1) General idea of Experience Replay Memory: The stan-
dard experience replay is a memory buffer with a fixed capac-
ity of storing a maximum of N (in this paper N = 50000)
transitions (< S, ag, 7, S¢+1 >). It is implemented as a circular
buffer, i.e., the oldest transition in the buffer is removed to
welcome the newest transition. During the training phase, a
batch of n transitions (in this paper n = 32) are randomly
sampled (with uniform distribution) to train the actor and the
critic NNG.

2) Prioritized Experience Replay (PER): PER [53] helps
the TD3 agent learn to avoid infeasibilities more quickly than
uniform sampling of the standard experience replay.

With PER, the transitions ¢ to be used for training are
selected based on sampling priorities p;, defined as the value
of the temporal difference error. Since the TD-error is an
approximate measure of how unexpected (and therefore in-
formative) the experience provided by that transition, PER
increases sampling efficiency. The sampling probability for
each transition is evaluated as

2
o’
2P
where the priority exponent v determines the effect of each
transition’s priority on the sampling. Another source of bias

resulting from stochastic sampling is added by computing
important sampling weights w;, defined as

(Y
w; = NP )

for all the sampled transitions. These weights are then used
in evaluating the (weighted) loss for the critic update L.. The
degree of bias compensation is proportional to the importance
sampling exponent (3, which is set to an initial value [y
and reduced with a certain decay rate throughout the training
process. For stability reasons, rewards and TD-errors are
clipped within [—1,1].

In the case of dealing with infeasibilities without the use of
a safety layer, the PER plays a significant role in expediting
the training of the TD3 agent and ensuring the feasibility of

b= (39)

(40)

the agent’s action. At the beginning of training, suppose the
RL agent observes a driving state s; and selects an infeasible
action to which is added the random noise, resulting in infeasi-
bility in the powertrain. As a consequence of the infeasibility,
the agent receives a penalized reward equal to -1, and the
episode terminates. Therefore, the Q-value related to that
particular state-action pair will converge to a negative value
during training. In a future episode, if the RL agent selects
a feasible action resulting in a feasible powertrain operation
when it observes the same state s;, the agent must receive a
reward equal to or higher than —1. Hence, it is very likely that
the temporal difference (TD)-error associated with the feasible
s-a pair is higher than that associated with unfeasible pairs.
PER allows to sample this particular transition more frequently
than uniform sampling, and the agent will learn faster to avoid
infeasible actions and converge for the state s.

Moreover, PER quickly rectifies the RL agent’s policy to
avoid infeasible control even in the later stage of training.
Consider the following situation to understand this concept
clearly. During an episode in the later stage of training,
suppose the training stops at a particular time step due to
the agent’s infeasible action selection. Suppose the agent had
already overcome infeasibility at that time step in previous
episodes. In that case, the reason for its infeasible action
selection is a poor estimate of the Q-value associated with
the infeasible action and the state (excluding the noise added
to the exploration). Such a poor estimate results in a high TD-
error and consequently increases that transition’s probability
of being sampled from the replay memory. This way, PER
can correct the estimation error more quickly than uniform
sampling.

V. PHYSICS INFORMED EXPLORATION (PIE) STRATEGY

The main novelty of this work is the development of a
physics-informed exploration strategy to expedite the learning
process of avoiding the actions that lead to infeasibility. Re-
lying on physical information about the infeasible conditions
encountered during previous steps of the training phase, the
proposed PIE leads the agent towards the exploration of more
probably feasible actions. The proposed exploration strategy
can be adopted under the realistic assumption that, after
encountering an infeasible condition, the cause of infeasi-
bility can be identified. As previously mentioned, infeasible
conditions can be caused by several factors related to the
operational limits of the HEV components; indeed, the battery,
ICE, and electric machines powers need to be compliant with
the respective operational limits.

Before describing the workflow of the PIE strategy, some
useful quantities are defined. In the PIE framework, the output
power P, is discretized with a uniformly spaced grid Py
of np values ranging from Pou¢ min 0 Pout,max- For each
value of the discretized grid, a counter (k(P,yt)) is defined
and initialized to zero before the training phase. Moreover,
an expected feasible action set, which is defined as the set of
actions (Picg) that the PIE strategy can select an action from,
is associated with each value in P,.;. Each expected feasible
action set is bounded by a lower aj,(Poyt) and an upper
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TABLE III
LIST OF HYPERPARAMETERS USED IN NORMAL AND PRIORITIZED EXPERIENCE REPLAY-ASSISTED TD3 AGENT

Hyperparameters Symbol Value with Value without
for TD3 agent ymbo safety layer | safety layer
Discount factor ¥ 0.99 0.99
Standard d{:v1at10p o 02 0.05

of exploration noise

Ch'ppmg standard c inf 02
noise

Target policy noise

standard deviation It 0.1 0.05
Clipping target e 0.2 0.1
policy noise

Hidden layer for actor 2 2
Hidden layer for critic 2 2
Learning rate « 0.0001 0.0001
Tau for target update T 0.005 0.005
Replay memory size N 50000 50000
Learning starts

(number of steps) K 1500 1500
Agent action starts

(number of steps) Sa 2000 2000
Mini-batch size n 32 32
Delay for target and 5 5 5

actor update

Hyperparameters for Prioritized experience replay

Exploration noise variance € - 0.0001
Priority exponent « - 0.6
Initial value of the importance sampling exponent | (39 - 0.4
Decay rate of the importance sampling exponent AB - 0.00001

ayb (Poyt) limit initialized to -1 and + respectively, since
no information about the feasible limits of the action variable
is available to the agent at the beginning of the training phase.

In the remainder of this section, the main workflow of the
power-based PIE is explained, and the pseudocode of the PIE
is shown in Algorithm [2}

At time step ¢, the requested output power Pou(t) is
computed and clipped to the closest value in Pgyy¢. If the
counter k( Pyt (t)) is equal to zero, the agent selects an action
with added random noise, according to the standard TD3
exploration strategy described in Section[[V] If the selected ac-
tion leads to an infeasible condition, the episode is concluded,
and the following PIE parameters are updated: the counter
K(Poyt) 1s increased by 1 and the expected feasible action set
bounds are updated based on the cause of infeasibility.

If, on the other hand, the counter x(P,y.t) is higher than
zero, the action is not directly chosen by the agent, but is
randomly sampled between the actual limits of the expected
feasible action set. If the action selected in this way leads
once again to infeasible conditions, the infeasibility counter
and the expected feasible action set limits are updated again.
Otherwise, if the selected action is feasible, the infeasibility
counter is reset to 0.

If the infeasible condition is due to excessive battery or
EMs power requests (.fICE,lb’ fgen,ulm fmot,ub7 foatt,ub), the
lower bound aj,(Poys) of the expected feasible action set is
set equal to the infeasible action selected by the agent. Indeed,
in this case it can be established that the selected ICE power is
too low for the considered value of P,,; therefore, the agent

2Since the actions are normalized between -1 and 1, a = —1 corresponds
to PicE = PICE,min and a = —1 corresponds to Picg = PICE,max

can be forced to select a higher ICE power in future episodes
when faced with the same P,,.. On the other hand, if the
infeasibility is due to too low battery or electric motors powers
(ficE,ubs fgen,ibs fmot,Ibs foatt,1b), the upper limit ayp (Pout)
of the expected feasible action set is set equal to the action that
was chosen by the agent. This follows from a similar rationale
as for the previous case.

In essence, the safe and feasible action space corresponding
to each discrete output power is acquired through the PIE strat-
egy, which involves continuous updates to the lower and upper
bounds of the action variable corresponding to every discrete
output power (am, (Pout) and aup(Pout)). Unlike conventional
safety layers, where the agent is solely informed of the
infeasibility of a selected action, our proposed PIE framework
provides additional information to the agent, specifically about
the powertrain component, which is responsible for constraint
violation, and the precise details regarding the nature of the
constraint. This distinctive feature contributes to the physics-
informed nature of our training process.

Moreover, the PIE and PER perfectly complement each
other, enhancing the learning ability of the agent to avoid
infeasibilities. Indeed, while PIE leads to faster exploration of
feasible actions, the PER helps to quickly update the policy
to avoid infeasible actions.

Moreover, it is worth mentioning that the PIE is active only
during the training phase and is not adopted in the testing
phase. Indeed, during testing, the agent directly selects the
action at each time step with pure exploitation, not applying
any exploration strategy.
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Algorithm 2 Physics informed exploration strategy (PIE)

Initialize: k(Pout) = 0,V Pout;
Initialize: aip(Pout) = —1 and aup(Pout) = 1, VPout;
while n < N do > n is the training episode number
Initialize: finr =0 > finr is the infeasibility flag
while ¢ < T A finr = 0 do
Compute Pyt () and find the correspondent Py, ()
if K(Poyut(t)) > 0 then
Execute a random action a between the actual
expected feasible action limits

(alb(Pout (t)) <a< aub(Pout (t)))
else

Obtain action a based on the state s; through
actor network
Add gaussian noise A to the action a for explo-
ration
Execute action plus noise a + N
end if
if a is infeasible then
K (Pout (1)) = K(Pout (1)) + 1
if fICE,Ib, fgen,ubs fmot,uba or fbatt,ub then

Update maximum expected feasible action:

aib (Pout () = A
else

Update minimum expected feasible action

aub(Pout (t)) - -A
end if
fine =1
end if
n<n+1
end while
end while

VI. RESULTS AND DISCUSSION

In this section, the performance of the RL-based EMS with
the proposed exploration strategy will be compared to the
baseline RL-based EMS, i.e., the RL with a safety layer. In
this work, a co-simulation framework between Simulink® and
Python is developed to explore the performance of different
RL-based EMSs. The RL-based EMSs are implemented in
Python, while the real-time capable 3rd generation Toyota
Prius-alike vehicle model is developed in the Simulink® envi-
ronment. The bidirectional data exchange between Python and
MATLAB/Simulink is obtained using the MATLAB Engine
API for Python [54], which provides a Python package for
calling MATLAB as a computational engine. A few perfor-
mance metrics, such as the ability to complete the drive cycle,
convergence agility, cumulative reward, charge sustainability,
and fuel economy, have been identified for the comparative
study.

Four different configurations of the RL agent have been
designed for the comparative study:

« agent#l: agent with a safety layer

« agent#2: agent with no safety layer, no PER, no PIE

o agent#3: agent with no safety layer, with PER, but no

PIE
« agent#4: agent with no safety layer, with PER and PIE

—e—SL

- e =No SL - No PER - No PIE
No SL - PER - No PIE

wneu No SL - PER - PIE

1500
> @0 e @ren®
~ H 1 1
& 1 1
o 1 1
2 1000 i \ ' i
(&) 1 ]
2 1 1
S 1 1
S 500t LI ]
= i ! !
0 b —e-d
g o
SR I e i ‘

0 20 40 60 80 100

Episode

Fig. 8. Comparison of drive cycle’s completion capability among four TD3-
based RL frameworks when the final objective of the EMS is only to satisfy
charge sustainability.
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Fig. 9. Comparison of convergence capability among four TD3-based RL
frameworks when the final objective of the EMS is only to satisfy charge
sustainability.

Figs. B} Ol [I0] and [T1] are associated with the first reward
function. Figs. [I2] T3] and [T4] are associated with the second
reward function. All the four RL agents are trained over the
Urban Dynamometer Driving Schedule (UDDS) drive cycle.

A. SOC-oriented reward

Since the near-optimal policy with the SOC-oriented reward
function is easier to learn, the agent training is stopped after
15 hours or when the number of training episodes is 100.

First, the ability to complete the driving cycle is assessed
for the 4 agents with the SOC-oriented reward. The use of
the safety layer expedites the training completion. With the
presence of the safety layer, the environment never encounters
an infeasible control action from agent#1. Hence, a particular
training episode does not terminate due to the selection of
an infeasible control action by agent#1, but is stopped when
the battery SOC violates the permissible limits. For the other
agents, episode termination can occur due to infeasible action
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Fig. 11. Comparison of charge sustainability among four TD3-based RL

frameworks for UDDS cycle.

selection and battery SOC limit violation. Therefore, the prob-
ability of completing a training episode without termination
is highest for agent#1 and then in the chronological order
of agent#4, agent#3, and agent#2, as shown in Fig. [§] The
use of PER and PIE proves to be helpful to avoid infeasible
conditions.

However, the comprehensive comparative study is incom-
plete without comparing how the cumulative rewards of these
four agents converge. Among these four agents, agent#l
achieves convergence the fastest, as shown in Fig. 9] because
it has the most interactions with the environment. Indeed, the
number of episodes needed to achieve convergence depends
on the number of interactions between the agent and the envi-
ronment. Agents #2, #3, and #4 encounter fewer interactions
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50 . 100 -
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Fig. 12. Comparison of drive cycle’s completion capability among four TD3-
based RL frameworks when the final objective of the EMS is to satisfy charge
sustainability and minimize fuel consumption.

with the environment than agent #1 during the earlier training
episodes due to the early termination of training episodes
caused by the selection of infeasible control action. As agents
#2, #3, and #4 learn to avoid infeasible control actions over
the episodes, the number of interactions with the environment
increases and converges to near-optimality.

In terms of performance, the comparison between agents #2
and #3 elucidates the advantage of PER while converging to
near-optimality. With PER, the cumulative reward increases
quickly, and the cumulative reward of the final episodes
achieved by agent#3 is always higher than agent#2. Through-
out the training, agent#4 collects more cumulative reward per
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Fig. 13. Comparison of convergence capability among four TD3-based

RL frameworks when the final objective of the EMS is to satisfy charge
sustainability and minimize fuel consumption.

episode than agents #2 and #3, as shown in Fig. [0 Also, the
final cumulative reward of agent#4 asymptotically converges
to the final cumulative reward of agent#1, which justifies the
application of PIE and PER together to replace the safety layer
in RL-based agents.

Fig. [I0] elaborates on the training progress of agent#4 by
showing its evolution towards completing the driving cycle
and subsequently achieving charge sustainability at the end.
The evolution of the SOC profile during training indicates
that agent#4 is learning well. The agent prioritizes avoiding
infeasible control actions’ selection in the initial training
episodes, from 15t to 45th episodes. In contrast, the second
half of training, from 46" to 100*" episodes, prioritizes both
avoiding infeasible control actions’ selection and achieving
charge sustainability.

Fig. [TT] shows the comparison among four RL-based agents
studied in this article based on their competence in maintaining
charge sustainability after training completion. The claim on
the superiority of agents #1 and #4 over #2 and #3 made in
Fig.[0is again corroborated here in Fig. [T1] The final value of
SOC for the two best frameworks (agents #1 and #4) is much
closer to the target value (0.4).

B. FC-oriented reward

The agents are then trained with the second reward function.
Fig. [12] compares the four agents from the perspective of the
ability to complete the drive cycle with the second reward
function. Since the reward function employed in this case is
more complex, more time is granted to the agent training.
Indeed, training is stopped after 24 hours or when the number
of training episodes is 125. Similar to Fig. [8] Fig. [2] depicts
the superiority of agent#l in its ability to complete the drive
cycle with the least training episodes.

Agent#2 could not complete the driving cycle even once.
This agent is ineffective in solving the more complex reward
problem within 125 episodes and would need more episodes
before it learns to complete a drive cycle without selecting
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Fig. 14. Comparison of charge sustainability and fuel consumption among
four TD3-based RL frameworks for UDDS cycle.

any infeasible control action. Agent#3 also struggles to handle
the complex reward function during most of the training phase
and manages to complete the drive cycle without selecting any
infeasible control action only in the 125! episode. The real
advantage of the PIE is revealed in this figure since agent#4
can complete the drive cycle in all the training episodes after
50%". The only exception is episode 90 where an infeasibility
condition is encountered before reaching the end of the driving
cycle. However, thanks to the fast learning abilities due to
PER, the agent is capable of completing the cycle in the
subsequent episodes.

Fig. [I3]furnishes the convergence performance of the agents
under the new reward function. As usual, agent#1 converges
the fastest (within 30 episodes) to near-optimality. Agent#2
struggles the most to converge to near-optimality and settles
for sub-optimal performance within 125 training episodes.
Agent#3 reaches near-optimal performance only in the final
training episode. Despite its delayed convergence, agent#4
converges to a cumulative reward value slightly higher than
agent#1. Agent#4 outperforming agent#1 is a significant result
and can be explained by theoretical comments from [24]].

The fuel consumption and charge sustainability perfor-
mances of agents #4 and #1 are compared to verify the
superiority of agent#4 over agent#l. Both agents performed
remarkably well in achieving charge sustainability, as shown
in the first subplot of Fig. [T4] However, agent#4 outperforms
agent#1 in fuel consumption performance by consuming 33
grams less fuel for urban dynamometer driving schedule
(UDDS), as shown in the second subplot of Fig. [I4] and in
Table [[V1

Since the FC-oriented reward function leads to a more
complex policy, the performance of the trained RL agents
needs to be assessed over a driving cycle different from
the training one, to test the adaptability of the RL agents
to unknown driving conditions. Therefore, the 4 agents are
trained on UDDS and then tested over the Artemis Urban
Driving Cycle (AUDC) which is representative of an urban
driving scenario. Once again, agent#4 outperforms all the other
RL agents, achieving charge sustainability and lower FC (as

Authorized licensed use limited to: Politecnico di Torino. Downloaded on March 26,2024 at 14:25:58 UTC from IEEE Xplore. Restrictions apply.

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Transportation Electrification. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TTE.2024.3361462

IEEE TRANSACTIONS ON TRANSPORTATION ELECTRIFICATION, VOL. X, NO. X, XXXX 202X 14

TABLE IV
FUEL CONSUMPTION COMPARISON AMONG THE 4 RL AGENTS WITH FC-ORIENTED REWARD

Driving cycle

Agent#1
(with a safety layer)

Agent#2
(with no safety layer,

no PER, and no PIE)

Agent#3
(with no safety layer,
with PER, but no PIE)

Agent#4
(with no safety layer,

with PER, and PIE)

UDDS

350.7 grams

357.5 grams (+1.9%)

318.3 grams (-9.2%)

AUDC

212.9 grams

207.1 grams (-2.7%)

167.9 grams (-21.1%)
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Fig. 15. Comparison of charge sustainability and fuel consumption among
four TD3-based RL frameworks for AUDC cycle.

shown in Tab[IV).

Finally the real-time capability of the proposed algorithm
are assessed. All simulations were run on a computer with an
11th Gen Intel(R) Core(TM) i7-1165G7 processor running at
2.8 GHz, with 64GB of RAM. The average computational
time for one successfully concluded training episode over
the UDDS is approximately equal to 700 seconds. Since the
computational time required to complete a whole simulation of
the UDDS cycle is shorter than the real duration of the UDDS
cycle, i.e., 1369 seconds, the possibility to run the algorithm
in real-time is proven.

VII. CONCLUSION

The article proposes a novel physics-informed exploration
technique for RL controllers/agents solving practical and con-
strained optimization problems. The numerical experiments
has demonstrated that the proposed exploration technique
for an RL agent can be an innovative replacement for safe
learning, which is otherwise mandatory for constrained MDPs.
A TD3-based framework with a safety layer is designed
as a baseline energy management controller for a power-
split HEV similar to the third-generation Toyota Prius. The
main objective of this work is to prove that a near-optimal
control of a practical and constrained MDP, like an energy
management problem of an HEV, can be solved without
a safety layer. To this end, the authors designed a novel
TD3-based framework without any safety layer which instead
combines prioritized experience replay and physics-informed
exploration. A state-of-the-art platform co-simulating between

Python and Simulink® is employed to simulate the baseline
and proposed TD3-based energy management framework.
Simulation results show although the proposed framework has
a delayed convergence compared to the baseline, it outper-

forms the baseline framework with safety layer by 10.1% in
terms of near-optimality of fuel consumption performance.

The

proposed framework converges within a lower number

of training episodes.
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