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A B S T R A C T

The development of high temperature superconducting tape technology enabled the design of compact fusion
reactors, allowing faster development in the field. The reduced size makes even more important the evaluation
of neutron flux on all components and at every region, including at the magnet position, to assess the lifetime of
the materials and their performances during operations. Compactness, however, introduces new technological
challenges, considering the reduced space available for shielding materials and the consequently harsher
radiation environment for both structural and functional materials. Many different particle transport codes
have been developed for nuclear engineering and fundamental physics purposes, each one relying on different
algorithms and nuclear models, with different features and capabilities. In the present work the transport codes
PHITS and OpenMC are compared, testing the impact on integral results such as the tritium breeding ratio
and on spatially resolved neutron spectra of different nuclear libraries, nuclear models and codes, on a CAD
imported 3D geometry of an ARC like fusion machine. The impact of different neutron source shapes is also
investigated, from a simple ring-like source to a realistic toroidal plasma distribution, as well as the possibility
of performing calculations on a 10◦ reduced domain, instead of on a full 360◦ geometry. The uncertainty
introduced by each model and geometry choice is analyzed and the computational time required is briefly
discussed.
1. Introduction

The recent developments in applied superconductivity, with the
improved industrialization degree of High Temperature Superconduct-
ing (HTS) tapes [1,2], combined with the increasing interest in new
technologies for decarbonization [3], gave a great impulse to research
efforts in nuclear fusion, with both public and private investments [4].
While different designs are currently under investigation, D–T toka-
maks seem to be the most promising option for the short term devel-
opment of fusion power plants. The D–T reaction exploited in these
tokamaks (D + T → 4He (3.5 MeV) + n (14.1 MeV)) releases energy
that is shared between alpha particles, confined by the magnetic fields
of the tokamak, and neutrons, which free-stream through the magnetic
fields and impact the structural materials surrounding the plasma. Since

∗ Corresponding author at: Department of Applied Science and Technology, Politecnico di Torino, Corso Duca degli Abruzzi 24, Torino, 10129, Italy.
E-mail address: daniele.torsello@polito.it (D. Torsello).

1 These two authors contributed equally.

neutrons carry the largest fraction of the energy released by the D–
T reaction (4/5 of the total) the computation and management of
neutron fluxes, a classical issue also in fission technology, is confirmed
to be essential in fusion engineering. Neutrons are indeed responsible
for tritium breeding and heat deposition in the blanket, producing
at the same time structural damages due to atomic displacement.
Furthermore, the new road to compact reactors, made possible by the
higher magnetic fields achievable with HTS, increased the centrality of
neutronic analysis: while indeed smaller devices will show larger power
density, lower cost and construction time [5], they will experience high
nuclear fluences, especially from high energy neutrons [6,7].

The concept that compactness could lead to the design of cheaper
fusion reactors was proposed in the Affordable Robust Compact (ARC)
design [5], that is based on the use of demountable HTS magnets and
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on the presence of a bulk liquid tank acting as breeding blanket and
neutron shield. The reduced size of compact tokamaks limits the shield-
ing capability of the blanket and the shielding itself, increasing the
neutron flux impinging on delicate components, like HTS magnets [7].
The radiation environment will produce structural damage at a rapid
pace, making it crucial to carefully estimate the radiation hardness of
each material and component. As an example, a first estimate of the dpa
expected for the HTS magnets for an ARC-like device after 10 years of
irradiation is 0.52, an extreme condition for a ceramic material with
functional purposes [7].

In this frame, Monte Carlo (MC) codes represent a fundamental tool
to assess the effects of neutron irradiation by estimating the neutron
flux distribution and spectra, and they have been exploited intensively
in tokamak design and nuclear research. Tritium Breeding Ratio (TBR)
optimization for compact devices [8], shielding calculations for safety
design [9], preliminary heat exhaust management [10] are just some
examples of well established applications in this field. Considering
the centrality of such a tool, many different MC codes have been
proposed [11–15] with many different purposes: from cross section
evaluation to criticality calculations and to the radiation shielding
design. These codes are built upon diverse physical models and algo-
rithms, which introduce various approximations, and are optimized for
different energy ranges. Moreover, MC codes are in general based on
different nuclear libraries; these datasets can differ for the evaluated
nuclides and they are affected by experimental uncertainties, so that
cross sections can slightly differ from one to another. While the impact
of different libraries has been evaluated for k-eigenvalue calculations,
showing an agreement within 3𝜎 [16], such a comparison has not been
presented for a fusion application so far. Therefore, benchmarks and
comparisons between codes can help the community in understanding
general reliability of simulations and developers in improving the
convergence of results.

In this paper the impact of two different MC codes (PHITS and
OpenMC), of employed libraries, of geometrical approximations and of
neutron source definition on the physically relevant neutronic param-
eters on a realistic design of the inner part of an ARC-like tokamak
are evaluated. PHITS and OpenMC were chosen due to their suitable
characteristics for studying the design of compact fusion reactors (such
as the possibility to easily implement complex geometries, to modify
the source code and to use parallelization schemes) and because a direct
comparison between these two codes is lacking, despite both having
been benchmarked against MCNP [17–19].

Another crucial aspect is the need to employ detailed geometrical
models in MC simulations, since it has been shown that the differences
on key results can be as high as 40% when using a simplified geo-
metrical model instead of a realistic one [20]. The implementation of
complex geometries however comes at the expense of a dramatic in-
crease of computational costs, urging the need for an evaluation of how
commonly employed simplification schemes affect neutronics results.
Moreover, geometry declaration for complex and detailed elements is
historically a big issue in transport codes, in which geometries are
conventionally obtained by Boolean operations on primitive elements,
like spheres, planes and cylinders. Such a procedure is clearly time
consuming, prone to errors and not practical to rapidly deal with
complex design modifications. The best approach to this issue is the
employment of CAD files in MC codes, a possibility that has been
recently introduced in several codes, although some difficulties still
remain.

The declaration of the neutron source is another element of com-
plexity in MC simulations; while simple shapes are available by default
in all the codes, a more refined solution for plasma emission is in
general not included. Simple rings have been exploited for this purpose
in the past [21] and equations for implementing custom plasma sources
have been proposed [22], but the differences introduced by these kinds
of solutions have not been quantified.

Overall, by focusing on these aspects, this study is instrumental in
expanding the possibility to introduce MC codes in multi-code CAD-
based workflows for the design and optimization of compact fusion
2

reactors.
2. Methods

2.1. Monte Carlo codes

In the present work a comparison between the code PHITS (version
3.30) and OpenMC (version 0.13.3) is carried out for nuclear fusion
applications. PHITS is a multiplatform, multipurpose FORTRAN-based
MC code proposed by the Japanese Atomic Energy Agency JAEA, able
to transport and collide nearly all particles (neutrons, ions, electrons,
photons, positrons, hadrons, etc.), over a large energy range (10−4 eV
to TeV). It has been used for accelerator design, radiation therapy and
many other applications, excluding criticality calculations. It allows
the import of CAD based geometries using a tetrahedral mesh to
reproduce complex domains, and supports MPI, OpenMP, and hybrid
parallelization schemes. The native nuclear data library used in PHITS
is JENDL-4.0 in the ACE format (but any nuclear data library in such
a format can be chosen) [12], while different physical models are
available for neutrons with energies higher than 20 MeV. The PHITS
code is also equipped with an ad-hoc sampling method of secondary
particles using nuclear data libraries, the Event Generator Mode [23].
PHITS was validated against MCNP [17,18,24–26], GEANT4 [24–26],
FLUKA [24,27] and other codes [27], and previous attempts to use
PHITS in tokamak neutron calculations have been performed in Japan,
for shielding purposes [9,28].

OpenMC is a community-developed MC code, originally proposed
by the computational reactor physics group of the MIT [29]. It is
written in C++, and it has a user-friendly Python API that leverages
on common Python packages for pre-processing and post-processing.
All version control of OpenMC and its documentation are handled
through the git-distributed revision control system, and the code is
available on GitHub. It implements neutron and photon transport, being
particularly devoted to fission reactor applications, like k-eigenvalue or
subcritical multiplication calculations. It supports both Computational
Solid Geometry (CSG) and CAD imported geometries [30], relying for
the latter on the Direct Accelerated Geometry Monte Carlo (DAGMC)
software [31], parallelization and both continuous and multigroup
transport. The parallelization is enabled by a hybrid MPI and OpenMP
programming model. The continuous-energy particle interaction data
is based on the HDF5 format that can be generated from ACE or ENDF
files produced by NJOY. OpenMC has been applied to many different
designs, like PWR [32], IAEA benchmark Material Test Reactor [33],
MSR [34] and tokamaks [35]. It was also validated against MCNP on
an ARC-class tokamak [19].

Overall, PHITS and OpenMC have different characteristics and po-
tentialities, both were benchmarked against MCNP, and each can be
suitable for fusion technology applications. However, to the best of our
knowledge, no direct cross-comparison on fusion topics between these
two codes, fully exploiting their handling of complex 3D geometries
and parallelization schemes, has been published.

2.2. Geometry and CAD import

In the present work, neutronic simulations are performed on a
model of an ARC-like tokamak vacuum vessel (VV) and liquid immer-
sion blanket (LIB). The model consists in a D-shape plasma chamber,
surrounded by a tungsten first wall (FW), an Inconel 718 VV submerged
in a FLiBe tank [5,10,35]. In particular, the model is composed by
seven layers as summarized in Table 1, three of which are Inconel
structural layers indicated in the text and figures as STR1, STR2 and
STR3. Tungsten is employed as first wall material, to face the plasma.
The presence of Be in the fourth layer is justified by the need for
neutron multiplication to reach the desired TBR, while FLiBe performs
the function of tritium breeder and tritium carrier. Moreover, FLiBe is
exploited also as coolant and radiation shield. The geometry considered

in the present paper for an ARC-like tokamak reproduced that proposed
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Table 1
Thickness and total volume of each layer in the geometry definition of the model. The
thickness here reported is evaluated at the outboard mid plane. Note that for the FLiBe
in the tank it changes as shown in Fig. 1.

Material Component Thickness Volume
(mm) (m3)

Tungsten First wall 1 0.35
Inconel-718 VV inner structural material (STR1) 10 3.53
FLiBe Coolant channel 20 7.10
Beryllium Neutron multiplier 10 3.57
Inconel-718 VV outer structural material (STR2) 30 10.81
FLiBe Coolant tank 1000 350.17
Inconel-718 Tank wall (STR3) 20 14.00

Table 2
Plasma parameters from [5] used for the definition of the plasma source in PHITS and
OpenMC.

Parameter Variable Value Units

Major radius R0 3.3 m
Plasma semi-minor radius 𝑎 1.13 m
Plasma elongation 𝜅 1.84 –
On-axis temperature 𝑇0 27 keV
On-axis density 𝑛0 1.8 ⋅ 1020 m−3

Shafranov factor – 0.44 –
Helicity e 1.557 –
Triangularity d 0.27 –

in [10,19], both in the shape and for what concern the different layers
thickness.

A detailed 3D CAD model was built by the authors in SolidWorks®,
its poloidal cross section is shown in Fig. 1, while the components
and materials are summarized in Table 1 and in the supplementary
material [7]. The CAD model employed here was imported in PHITS
using its native function for dealing with tetrahedral-mesh geome-
tries [36] (generated using COMSOL® in our case), and via the DAGMC
tool in OpenMC, employing the package stl-to-h5m [31,37]. This latter
package generates h5m files complete with materials tags and ready for
OpenMC calculations, but does not perform imprinting or merging of
the geometry. Since for a DAGMC-based analysis to function optimally
all surfaces must be imprinted and merged, and having chosen this
conversion method, our geometry was joined directly in SolidWorks.
Conversion systems that perform directly imprinting and merging could
result in fast simulation times in DAGMC-enabled codes.

Simulations were performed both on a complete 360◦ axisymmetric
reactor geometry and on a reduced 10◦ domain, to state the differences
in terms of computational time, error reduction and compatibility of the
obtained results. Reflective boundary conditions (BC) have been set to
reproduce the full geometry in the reduced domain. No ports, penetra-
tions or other refined structures of the design have been included at
this stage.

2.3. Source geometry

Being the simulations devoted to tokamak machines, a neutron
source reproducing the shape of a fusion plasma has been used; while
such a source is readily available in OpenMC [38], it has been coded
expressly for PHITS as a user-defined source, based on the same ref-
erence of the OpenMC one [22]. The neutron source has a toroidal
distribution, with temperature and density depending on the radial
and axial coordinates, and can be used to reproduce both H and L
confinement modes. All the main plasma parameters, such as Shafranov
factor and helicity, are taken into account and the values used in the
3

present simulations are listed in Table 2. Temperature and density
Fig. 1. 2D sketch of an ARC-class VV and LIB. Each layer is depicted with a different
color. Table 1 reports the thickness of each layer. Five key points analyzed throughout
this work are depicted on the outer tank wall.

Fig. 2. Source density and temperature.

distribution of the source are shown in Fig. 2. The emissivity of the
source was evaluated on the basis of the plasma power [5] in 1.8 × 1020

n/s.

2.4. Nuclear data libraries

Nuclear data libraries are fundamental for MC calculations, there-
fore the present work offers a comparison between two different codes
using the same libraries and a test on each code itself when running
with different libraries. The chosen libraries are the JENDL-4.0 [39],
proposed as the Japanese standard libraries for both fission reactors,
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Fig. 3. Neutron spectra on the three structural layers calculated on the full 360◦

geometry with the PHITS (blue lines) and OpenMC (red lines) codes. Shaded areas
represent the absolute error on the simulation.

fusion neutronics and shielding calculations, the ENDF/B-VIII.0, a well-
established dataset under development since 1968 and the default
library for codes like MCNP and GEANT4 [40,41] and FENDL-3.2, a
nuclear library for fusion application, developed in the frame of the
international effort coordinated by the IAEA Nuclear Data Section [42].
JENDL-4.0 includes 406 nuclides, with incident neutrons energy be-
tween 10−5 eV to 20 MeV, while the ENDF/B-VIII.0 contains data for
163 nuclides, most of them up to 140 MeV [41]. FENDL-3.2 includes
180 materials [42].

As introduced above, the use of different datasets can bring to
discrepancies in results. The number and species of nuclides evalu-
ated and the processing procedure for the generation of MC-readable
cross section libraries can be responsible for partial inconsistencies.
Moreover, different codes might interpolate between data of the same
library with different methods, so the data-density of each library can
be another relevant parameter. The benchmark between the two codes
is performed comparing integral fusion-relevant parameters, such as
the TBR and the volumetric power deposition, and neutron spectra,
evaluated with the energy group structure vitamin-j 175.

3. Results and discussion

This section shows the impact of different modeling approaches and
choice of nuclear data libraries on the neutronic analysis. Section 3.1
focuses on the comparison of spectra obtained with the two MC codes,
while 3.2 on the variations of the spectra along the poloidal angle.
Section 3.3 compares the results obtained with the reduced geometry
(10◦ slice of the reactor with reflective BC) and with the complete
geometry. Section 3.4 shows the results for a simple ring source and
a customized plasma source as defined in [38]. Section 3.5 compares
the results obtained with the ENDF/B-VIII.0, JENDL-4.0 and FENDL-3.2
libraries. Finally, in Section 3.6 computational costs are presented.

3.1. Code results comparison

We start by considering the neutron spectra computed by the two
codes on the Inconel 718 layers for the full model as shown in Fig. 3;
the calculations have been performed using ENDF/B-VIII.0 library and
about 109 source neutrons divided into 240 batches, without variance
reduction schemes. As can be noted, the large amount of simulated
particles produces relative errors well below the reference value of
10%, a threshold often considered reasonable when comparing MC
results [43]. The attenuation of the neutrons across the reactor is
responsible for the different spectra shown by the different layers
4

Fig. 4. Neutron spectra at different locations on STR3, the color legend is the same
of Fig. 1. Shaded areas represent the absolute error on the simulation. Point A is the
one with the harshest radiation environment.

(shown in the three panels). The two codes provide very comparable
results on the first two structural layers, whereas the third structural
layer, the farthest from the source, presents some discrepancies. It is
worth noticing that also in this case the particular characteristics of the
two curves appear to be compatible, and the variation in the absolute
values becomes significant only below about 1 keV.

3.2. Neutron spectra dependence on poloidal position

It is worth to notice that the results discussed above have been
computed tallying the spectrum over the complete region, but sensible
differences can be found with a more detailed analysis. For example,
the VV shielding thickness differs between the inboard and the out-
board, so that the inner board is more loaded from a neutronic point
of view, resulting as a more critical position for radiation damage.

This can be evaluated in detail by studying the 5 points at different
poloidal positions indicated in Fig. 1, for which the neutron spectra
are reported in Fig. 4 for PHITS. The JENDL library was used since
it is the native library for PHITS. Results are not shown for OpenMC
because it does not allow to tally small, manually-defined regions over
CAD imported geometries. As can be seen, the most loaded region is
at the inboard midplane, whereas the outboard midplane has a lower
flux. It should be noted that when the spectra is evaluated over the
whole region, the obtained values are basically an average between
these two extremes. Despite the simulation involved again more than
109 particles, the absolute error is larger than tallying on the full
region, due to the smaller size of the detector. However, on the relevant
part of the spectrum the relative error for the point A is always in
the acceptance region. Being at the interface with the magnet system,
points A gives an indication of the regions in the TF magnets in which
radiation damage on the HTS tape would have a stronger impact, and
where shielding design should focus.

3.3. Geometry simplification

In this section, the effect of geometrical approximations on neutron
spectra, TBR and heat deposition of the reduction of the domain is
investigated. The reason for this benchmark lies in the fact that as long
as the device is symmetrical, i.e. for simplified calculations, in which
the presence of penetration or instrumentation is neglected, the usage
of reflective BC can allow an increase of the spatial resolution, reducing
the mesh dimensions and hence relaxing the memory requirements.
However one should be sure that this approximation does not influence
the results.
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Fig. 5. Panel 1: comparison of the neutron spectra on the outer structural layer STR3
in the 10◦ model with reflective BC (light colors) vs. the full 360◦ model (dark colors),
with PHITS (blue shades) and OpenMC (red shades). Panel 2: ratios of the neutron
spectra obtained with the 10◦ to the spectra from the 360◦ model, computed with the
two codes. Panel 3: ratios of the neutron spectra computed with PHITS and OpenMC
on the 360◦ model.

Fig. 6. Volumetric power deposition: reduced vs. full domain in PHITS and OpenMC
evaluated with the ENDF/B-VIII.0.

To highlight the difference between complete geometry and the
10◦ model with reflective BC, neutron spectra on the external Inconel
718 layer (i.e. the case with the worst agreement between MC codes
reported in Fig. 3) have been examined in Fig. 5. The second and
third panels of Fig. 5 show the ratio between the fluxes presented
in the first panel: a divergence from the value of 1 indicates a non-
ideal agreement. The second panel shows differences arising from the
geometry reduction, whereas the third focuses on the MC code choice.
Both code and geometry reduction choices have a negligible effect
above 1 keV, below this value the chosen MC code starts to play a role,
whereas the effect of geometry reduction emerges only below about
100 eV.

The effects of the geometrical model have also been tested on the
deposited power on the VV regions and on TBR. Considering the power
deposition, shown in Fig. 6, we find a perfect agreement between
reduced and full domain outputs within a code, and only a 5%–15%
difference between OpenMC and PHITS, the maximum difference being
on the Be multiplying layer. As an example, the deposited volumetric
power on the FW computed with PHITS is higher than the one provided
by OpenMC by 0.99 MW/m3. Generally, we found a good agreement
also with other published works [10,19,44], although the used geome-
try and models are slightly different (see Supplementary material [45]
for details).
5

Fig. 7. Neutron spectra calculated on the second structural layer with the simple ring
source (thicker, lighter lines) vs. realistic plasma source (thinner, darker lines) with
PHITS (blue shades) and OpenMC (red shades).

Fig. 8. Flux ratios between the neutron spectra evaluated with PHITS using the simple
ring and using the plasma source for point A, B, C, D and E. Curves were smoothed
for clarity of presentation, ras data is shown in the Supplementary Material [45].

The TBR (values summarized in Table 3) shows a relative difference
between the two codes in the range 1%–2%, with a negligible effect
of the considered domain. The TBR computed by OpenMC is slightly
lower than that computed by PHITS for both the 10◦ and 360◦ models.
The effect of the choice of library on the TBR will be discussed in
Section 3.5.

3.4. Source simplification

In this section, the realistic plasma sources are compared with a
simple ring source emitting fusion neutrons. The radius of the ring has
been set equal to the major radius presented in Table 2.

Averaging the neutron spectra on a region cancels the effect of
geometrical complexity in the source, as confirmed in Fig. 7. This is
easily understandable, considering that both the sources are completely
enclosed in the regions used as detectors, so that all the emitted
neutrons are caught. Conversely, measuring the neutron spectrum on
smaller regions at different poloidal positions allows differences to
emerge, as presented in Fig. 8. Here results are presented in terms of
flux ratios between the data obtained with the ring source and with the
plasma source.
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Table 3
TBR values computed with the two MC codes for the different geometries and libraries considered.
Code Geometry Library TBR value ± uncertainty (1 𝜎)

PHITS full domain ENDF/B-VIII.0 1.0766 ± 0.0001
PHITS full domain JENDL-4.0 1.0736 ± 0.0001
PHITS full domain FENDL-3.2 1.0703 ± 0.0001
PHITS 10◦ domain + reflective BC ENDF/B-VIII.0 1.0761 ± 0.0001
OpenMC full domain ENDF/B-VIII.0 1.0626 ± 0.0001
OpenMC full domain JENDL-4.0 1.0737 ± 0.0001
OpenMC full domain FENDL-3.2 1.0495 ± 0.0001
OpenMC 10◦ domain + reflective BC ENDF/B-VIII.0 1.0625 ± 0.0001
Fig. 9. Upper panel: neutron spectra on the first Inconel layer calculated on the
reduced domain using the libraries JENDL-4.0, FENDL-3.2 and ENDF/B-VIII.0 and the
codes PHITS (blue shades) and OpenMC (red shades). Lower panel: representative
selection of the flux ratios between the spectra presented in the upper panel. Differences
between the two codes with the JENDL-4.0 library (black curve), ENDF/B-VIII.0 (green
curve), and FENDL-3.2 (cyan curve) and between the native libraries of the two codes
within the same code (blue for PHITS and red for OpenMC).

The spectrum at point A, coincident with the inboard region, is
weakly affected by the source employed, due to its low shielding thick-
ness, high symmetry position, and vicinity to the center of the chamber.
The larger effect interests points B, C, D and E due to geometrical
reasons.

3.5. Library comparison

The effects of different nuclear libraries on neutron spectra, TBR
and power deposition have been tested running the same calculation
with 3 different data structures, ENDF/B-VIII.0 [40], JENDL-4.0 [39]
and FENDL-3.2 [42], on the same domain. The first structural layer has
been chosen to perform this benchmark because of its lower relative
errors. The simulations were run on the reduced domain and results in
term of neutron spectra are shown in Fig. 9.

Also in this case, to state in a more proper manner results compat-
ibility, flux ratios have been computed and shown in the subplot of
Fig. 9. The choice of nuclear data appears to have a larger impact than
the domain reduction: for low energies, the relative difference is below
10%, while above 1 keV is as high as 20%.

On the other hand, the good agreement in the power deposition pre-
sented in Fig. 6, is found with all the evaluated nuclear data libraries,
as shown in Fig. 10. Within the same code, power deposition estimates
vary by less than 4% when changing nuclear data library. Literature
data are summarized in Table 4, a good agreement is found for all
layers except for the first wall, where we note that literature data is
much more scattered and affected by simulations choices.

For what concerns TBR, neither the effect of the usage of a different
code nor of a different library seems to be prevalent, as explicated in
6

Fig. 10. Total power deposition in each region, for each nuclear data library (JENDL
4.0, FENDL 3.2, ENDF/B-VIII).

Table 3. The TBR computed by OpenMC is lower for all the nuclear data
libraries but the JENDL-4.0, for which results are in good agreement
with PHITS. The largest discrepancy is found for the FENDL-3.2. It
should be noted that both the JENDL-4.0 and the FENDL-3.2 are not
official OpenMC libraries, but they have been processed from ACE by
the authors with the help of available scripts [46,47]. Despite being of
the order of few percents, the differences between the two codes are far
above the one reported by Bae et al. [19] between MCNP and OpenMC
(1.05382 ± 0.00021 for MCNP - 1.05367 ± 0.00014 for OpenMC).
Slightly higher TBR estimates are reported using MCNP (1.080 [10])
and Serpent 2 (1.085 [44]).

3.6. Computational cost

All the simulations were performed with 109 source particles on 5
nodes of HPC4 [48], with the Intel compiled MPI version of PHITS and
OpenMPI implemented in OpenMC. Each node of the cluster has two
CPUs AMD EPYC 7402 24-Core Processor, for a total of 240 cores. It
must be considered that for MPI run in PHITS, one thread must be
reserved for mastering the processes, so that the effective MPI threads
were 239.

The average effective running times for the proposed simulation,
have been of about 3 h and 3 h and 50 min (for the reduced and
complete domain, respectively) in PHITS, while the simulations in
OpenMC required about 5 h and 30 min and 12 h and 40 min,
respectively, for the same two domains. No appreciable differences in
the running times were introduced by using different nuclear libraries
(see the Supplementary Material for details, slight variations are due to
performance fluctuations of HPC4).

Moreover, it should be considered that the number of mesh elements
in PHITS is about 1. × 106 and 1.3 × 107 for the reduced and complete
domains, respectively, and about 5.5 × 104 and 2 × 106 in OpenMC
(the smaller number of elements in OpenMC is imposed by the use of
the package stl-to-h5m [37]).

The above considerations proved that the use of the reduced domain
with reflective BC is a valid simplification scheme, allowing not only a
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Table 4
Total power deposition (MW) in each VV and blanket components from previous works. The ENDF/B-VII.1 was used in [19],
the ENDF/B-VIII.0 was used in [44], while in [10] the nuclear data library used is not reported. STR3 is not present because
it was not computed in the references.
Component Kuang et al. (MCNP) [10] Bae et al. (MCNP - OpenMC) [19] Aimetta et al. (Serpent 2) [44]

First wall 8.4 8.16 - 7.96 7.41
STR1 39.6 36.29 - 35.59 35.66
FLiBe in VV channel 77.7 73.29 - 72.39 79.09
Beryllium 22.4 21.78 - 21.51 21.60
STR2 78.9 76.03 - 75.22 73.33
FLiBe in tank 255 251.99 - 252.84 255.02
Total 482 467.54 - 465.50 475.92
reduction on the size of mesh files (by a factor of 13 in PHITS and of
33 in OpenMC), but also a reduction in the running time, preserving
the precision of the results.

Finally, PHITS appears to be more efficient in dealing with transport
calculation on finely meshed geometries, being faster despite the much
higher number of employed elements.

4. Conclusions

In this paper, we compared the OpenMC and PHITS MC codes for
fusion applications, working on a 3D CAD-based geometry of the ARC
design. CAD import was successfully implemented and the simulations
were performed with parallelization schemes on a supercomputer, al-
lowing the investigation of large and complex geometries in reasonable
computational times. We find that geometry reduction through the
imposition of suitable BC on the simulation is a valid method to
reduce the size of the geometry without affecting the results. On the
other hand, the simplification of the particle source might lead to a
bad evaluation of local particle spectra, while leaving integral results
unaffected. The choice of the MC code and of the nuclear library has
a non negligible effect on the calculated TBR (values ranging from
1.0495 to 1.0766), while neutron spectra and deposited power yield
a satisfying agreement in all cases. PHITS allowed a finer geometrical
control over the evaluated quantities and proved to be faster than
OpenMC. Overall, OpenMC and PHITS are found to yield comparable
results in the neutron analysis of CAD-based models of fusion reactors,
with reasonable computational times if parallelization schemes are
used.
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