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Figure 1: Patient health care journey across the periconception and pregnancy period using embodied conversational agents 

ABSTRACT 
This paper explores the potential implications of embodied conver-
sational agents (ECAs) in healthcare, focusing on the impact of ap-
pearance and conversation style on trustworthiness. We conducted 
a Research through Design investigation of ECAs for supporting 
women during the periconception period and in pregnancy. The 
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paper presents the results of a Wizard of Oz study in which two 
alternative prototypes, a chatbot, and an ECA, were tested in a 
tertiary hospital by 25 participants. Refecting on the results we 
suggest that limited patients’ trust in ECAs maybe be benefcial for 
achieving trustworthy use of these agents in the healthcare context. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in interac-
tion design; • Applied computing → Health care information 
systems. 

KEYWORDS 
embodied conversational agents, conversational style, trustworthi-
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1  INTRODUCTION
Current developments in artifcial intelligence (AI), especially ad-
vancements in natural language processing and voice recognition, 
have led to a constant increase in the use of conversational user 
interfaces (CUI) [30], such as chatbots and virtual assistants—also 
referred to as conversational agents (CAs). Applications of CAs 
can be found in a wide variety of industries, including but not 
limited to customer service, entertainment, education, and health-
care, and can take the form of embodied (e.g., smart assistants) 
and non-embodied (e.g., chatbots) solutions. Among these sectors, 
healthcare has shown a particular interest in these technologies as 
they can be used to screen and monitor health conditions [33, 38]; 
support the consultation and for advice [33, 38, 62]; discussing clin-
ical results [62]; performing triage [38]; supporting mental health 
[60]; providing healthy lifestyle advice [18]; and more. These ap-
plications are, potentially, of crucial importance for the healthcare 
sector which is struggling with an increased administrative work-
load and increasing staf shortages [16]. In addition, physicians are 
required to perform more preventive lifestyle care, to work more 
according to evidence-based guidelines, and to provide personal-
ized, person-centred, care [63]. This leads to an increasing demand 
for adequately trained staf, who will be asked to ‘do more in less 
time’ [63], increasing the workload and negatively afecting the 
quality of care [40, 61, 63]. 

To counteract these issues, eHealth services and information 
delivered or enhanced through the Internet and related technolo-
gies [63]– are increasingly being adopted [56, 63] with the aim to 
help to lower the workload of care professionals and contribute 
improving health care quality [63]. CAs, especially if used to take 
over screening, monitoring, and advice tasks, represent a particu-
larly promising family of eHealth technologies. These can harness 
some of the advantages of surveys and interviews (largely used in 
preventive care and prolonged care programs), such as scalability 
and limited costs, while also leveraging the naturalness of dialogue-
based interactions [15]. Even more so, embodied conversational 
agents (ECAs) can further improve the acceptability and satisfac-
tion of eHealth solutions by leveraging verbal, facial, and gestural 
expressions to achieve human-like procedures, such as interviews 
[37]. As such, a growing body of research is now invested in un-
derstanding what features, best design practices and evaluation 
metrics would ensure successful applications of CAs in healthcare 
[8, 24, 30, 38]. Nevertheless, while proven efective and possibly 
usable and reliable, these systems are still rarely implemented for 
actual use in clinical care settings, a problem that goes hand in 
hand with the current lack of research on the ethical impact that 
CAs can have in clinical care. As a matter of fact, while aspects 
of usability and reliability are largely addressed in CA literature, 
only a small number of studies explicitly investigate the ethical 
and trustworthiness of CAs in healthcare [3, 30], and almost none 

focus on the implications of embodiment [56]. Thereafter, this work 
investigates the potential implications of introducing ECAs in the 
healthcare domain in terms of trustworthiness, especially focusing 
on the impact of embodiment and conversational style on people’s 
perceptions. We contextualize our work within the specifc case 
of healthcare support for women during the periconception pe-
riod (14 weeks prior to and 10 weeks after conception) [54] and 
in pregnancy. We developed two alternative CAs prototypes, one 
chatbot, and one ECA, and tested each with two alternative condi-
tions (referencing VS non-referencing conversations) to investigate 
the efects of embodiment and conversational style on patients’ 
perceived trustworthiness of ECAs. The prototypes were tested in a 
tertiary hospital with 25 participants who were invited during their 
frst consultation for periconception lifestyle care at the outpatient 
clinic Healthy Pregnancy. 

2 RELATED WORK 

2.1 Conversational agents in healthcare 
One of the most promising sectors for CAs deployment is healthcare. 
Through a variety of applications, such as screening and monitoring 
[25, 33, 38]; consult and advice [33, 38, 62]; discussion of clinical re-
sults [62]; triage [38]; mental health support [60]; healthy lifestyle 
advice [18], CAs can help to lower the workload of care profes-
sionals and contribute improving health care quality. In particular, 
existing research has shown that CAs are particularly suited to take 
over tasks where data needs to be collected systematically, usually 
through repeated interviews or surveys. CAs, in fact, can harness 
key advantages of surveys and interviews, such as scalability and 
contained costs, while also leveraging the naturalness of dialogue-
based interactions [15]. Especially, embodied conversational agents 
(ECAs) can improve the acceptability and satisfaction of eHealth so-
lutions by leveraging verbal, facial, and gestural expressions when 
performing human-like procedures, such as interviews [37]. Wang 
et al. [65], for instance, developed an ECA as a counselor in charge 
of documenting family health histories, which proved to be feasible, 
highly efective, and acceptable to participants. Interaction with 
ECA, and CA in general, may in fact be preferable to flling online 
forms [25, 37], as it can improve the understandability of the con-
tents, especially for patients with low health literacy [25], speed up 
the patients’ response time, and elicit open-ended responses [35]. 
Furthermore, as CUIs can be perceived to be free from personal bi-
ases, patients may experience less anxiety when discussing private 
health, especially when disclosing risky health behaviors [34]. 

Along with ensuring accurate [8] and successful dialogue ex-
changes [30], efective use of CAs in healthcare requires careful 
design of the agent’s personality and conversation style. Preference 
for a certain CA personality may depend on the patient’s person-
ality and context [64], yet certain CA personality traits have been 
shown to have a direct efect on the user attitude and interaction. 
For instance, Li et al. [31] observed that, in the context of high-
stakes job interviews, people are more willing to listen and confde 
in the artifcial interviewer when this is designed as a serious and 
assertive agent. Within CA literature in the healthcare domain, 
there is a variety of personality traits that recur, such as coach-like, 
healthcare professional-like, informal, and more [8]. These person-
ality traits are used to guide the development of conversation styles 
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that ft with the sensitive setting. In general, a formal conversa-
tion style has been observed to be perceived more positively when 
the conversation is about managing sensitive health information 
and facilitating the elicitation of more high-quality patient utter-
ances when discussing a patient’s lifestyle behaviour [15]. And 
more specifcally, conversation style choices like calling patients 
by their name, starting the conversation with a social chat, using 
appropriate humour, providing appropriate feedback at dedicated 
times, and reminding information discussed in past interactions [4] 
have been shown to be benefcial for successful CA deployment. 

Regarding the appearance of the ECAs and their impact on in-
teractions with patients, there is still a relatively limited body of 
literature and no general agreement on what the best way is to 
represent such agents, in terms of gender, age, and rendering styles 
[14, 56]. Attractiveness, however, has been observed to signifcantly 
increase the agent’s persuasiveness and its capacity of changing 
people’s opinions and behaviours [22, 23, 43]. Both personality and 
appearance are essential aspects of the agent design as they can 
increase the naturalness of the interaction, resulting in more persua-
sive conversations [42]. Yet, persuasiveness can be a double-edged 
sword, especially if the naturalness of interaction results in deceiv-
ing the patient to feel and act diferently than they might intend, 
or to trust the agent when they should not [30]. ECA designers 
need not only to develop appropriate appearances and conversation 
styles but also and foremost to defne conditions and criteria for 
the trustworthy deployment of these agents [66]. 

2.2 Trustworthiness of (Embodied) 
Conversational Agents 

As (E)CAs are increasingly being deployed to collect and manage 
sensitive data and to perform in delicate situations, concerns regard-
ing their trustworthiness are rising. The frst major concern raised 
by both patients and healthcare providers is related to the use of 
data. These agents have access to an increasing variety of personally 
identifable information and intimate details of patients [48], who 
may wonder how such data is managed, and whether this is stored 
to be sold to marketing organizations for generating extra proft 
[13]. In this regard, developers and providers of (E)CAs need to 
ensure dignity and respect for patients [34] by designing to enable 
data ownership, security and privacy [11, 29, 51], in compliance 
with applicable regulations, such as the General Data Protection 
Regulation (GDPR) [48]. 

Another major–yet less addressed– concern is safety [30]. In 
case of serious health concerns, a lack of accuracy in the conver-
sation and inconsistency of the agent’s answers may have serious 
consequences. For instance, commercially available CAs have been 
shown to be inconsistent in recognizing serious health signals that 
may require immediate action, such as concerns about suicide, do-
mestic violence, and rape [39]. (E)CAs should then be designed 
with the capability to monitor for risks automatically and then take 
appropriate action [34], but careful monitoring of their operation 
is also needed [30]. Furthermore, issues of data management and 
safety are intertwined with concerns regarding design biases which 
may exacerbate existing healthcare disparities, e.g., generating in-
accurate predictions for subgroups of patients [11, 34]. 

While addressing some challenges emerging from the introduc-
tion of these agents in healthcare settings, such as data management 
and legal issues, may be beyond the scope of many design and eval-
uation studies [11], designers and developers of (E)CAs have the 
responsibility and opportunity to shape the agent’s personality and 
appearance in a way that consciously addresses those potential 
risks. As research into the attractiveness of (E)CAs shows, an em-
bodied —even more so attractive— agent is more likely to be trusted 
and, thus, can be more persuasive [23, 43]. 

Yet, a persuasive agent may deceive a patient into feeling and 
acting diferently than they might intend [42], or to trust the agent 
when they should not [30] (see the case of inconsistent responses to 
life-threatening situations [39]). As we also learn from the related 
feld of human-robot interaction (HRI), persuasiveness is a double 
edge sword: on the one hand, it allows us to achieve efective and 
smooth interactions, but on the other hand, may lead to people 
overtrust the agent [1]. Salem and colleagues [49], for instance, 
found that a robot showing cognitive and physical fallacies (e.g., re-
calling wrong user preferences, or moving erratically) is perceived 
as less reliable and trustworthy, yet people’s willingness to comply 
with its instructions is not afected, ’even in the case of unusual 
requests’. Relatedly, Robinette and colleagues [45] observed that 
people tend to rely on robot guidance even when it shows poor per-
formance and the stakes are high, e.g., in an emergency evacuation 
scenario. Overtrust towards artifcial agents was also observed in 
the case of clinical decision support systems. Coiera and colleagues 
[12] argue that although most of these systems are accurate 80–90% 
of the time, occasional incorrect advice does occur but users would 
still rely on the inaccurate advice over their correct decision. For 
instance, Koppel and colleagues [27] found that most clinicians in 
one hospital followed computer advice to administrate drugs to 
patients even if the recommendations were signifcantly diferent 
from the dosages they used to prescribe before the system was im-
plemented. These works exemplify a tendency of people to perceive 
AI-powered systems as authoritative even when lacking adequate 
evidence about the actual capabilities of a given system [21]. As 
Kapania and colleagues [21] discuss, people tend to hold AI deci-
sions as reliable and consider AI agents as infallible and fairer than 
humans, up to the point of blaming themselves or other people in 
case of problems. 

Thereafter, while the naturalness of human-like conversation 
and appearance may be a lever to facilitate interaction, these also 
need to be pondered case by case. Even more so, when developing 
(E)CA agents, designers need to be conscious of the diference be-
tween the patient’s trust and the agent’s trustworthiness (the frst 
does not necessarily correspond to the second [26]) and account for 
automation bias— the human tendency to over-accept computer out-
put as a heuristic replacement of vigilant information-seeking and 
processing [19] (the phenomenon leading to the issue of overtrust 
discussed above)— that has shown to be even more prominent 
when it comes to AI systems [21]. As lack of transparency regard-
ing the agents’ capabilities may hinder patients’ ability to make 
informed decisions regarding their behavior (e.g., about information 
disclosure [47]) and infuence clinicians’ decision-making toward 
undesirable results [27], it is then of foremost importance to make 
obvious for people that they are talking to a machine and not led 
to believe that they are speaking to a human [5]. 
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Figure 2: Journeys of nurse and patient of the care path of periconception program Outpatient Clinic Healthy Pregnancy 

3 DESIGNING A TRUSTWORTHY ECA FOR 
PERICONCEPTION AND PREGNANCY CARE 

Building on the monition from many authors to be cautious about 
the power of CAs persuasiveness [10, 23, 30, 43], we conducted a 
design investigation where we manipulated the appearance and 
conversation style to understand how these would impact the per-
ceived trustworthiness of an ECA. 

The team, composed of three researchers from the design feld, 
and two from the clinical research feld, designed and tested an 
ECA as part of a healthcare program at Erasmus University Medical 
Center. 

The concept stems from the need of the healthcare sector to 
mitigate the work pressure on the healthcare personnel, such as 
nurses and physicians, who are increasingly asked to ’do more in 
less time’ [63], because of staf shortages [16] and a shift towards 
preventive and personalized lifestyle care [63]. Specifcally, our 
ECA is intended as an additional resource for nurses and gynecolo-
gists of the outpatient clinic Healthy Pregnancy of the Department 
of Obstetrics and Gynecology (OCHP) of the Erasmus University 
Medical Center, a facility that provides women with cutting-edge 

lifestyle care paths, for pregnancy and preconception [46], which 
is defned as the time window of 14 weeks before to 10 weeks after 
conception, therefore covering the vulnerable processes of game-
togenesis, embryogenesis and the initiation of placentation. Our 
ECA is specifcally designed to support the periconception part of 
the program (see overview in Figure 2), and to partially replace 
nurses: the agent only takes over repetitive and routine tasks, such 
as existing lifestyle questionnaires and check-in appointments. The 
path, in fact, includes a series of consultations and a number of sys-
tematic steps to be followed by a nurse specialist using a dedicated 
online platform ’Removed for Review’ [20] accessible to both health-
care specialists and patients. The aim of this path is to give patients 
tailor-made advice on how to promote or go through pregnancy as 
healthily as possible and collect clinical data. 

We applied a Research through Design approach [52] to produce 
and preliminarily assess (with non-representative participants) a 
series of prototypes that allowed us to explore the implications of 
specifc appearances and conversation styles. Given the interest 
in exploring the various dimensions afecting trustworthiness, we 
developed prototypes varying in terms of the nature of the em-
bodiment, level of anthropomorphism, and conversational style. In 
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Table 1: Factors of perceived trustworthiness by Mayer et al. [36] contextualized for the healthcare context 

Factors of perceived 
trustworthiness Original description description adapted to CAs for healthcare 

Is the group of skills, competen- The ECA is capable of accurately articulating questions and interpreting 

Ability 
cies, and characteristics that en-
able a party to have infuence 

answers from patients [8], providing appropriate and reliable recom-
mendations [39], and monitoring for risks automatically and taking 

within some specifc domain appropriate action if needed [34] 
Is the extent to which a trustee 

Benevolence is believed to want to do good 
The ECA improves healthcare programs by providing additional values 
for the patients [37] and ensuring their dignity [34] to the trustor 

Is the trustor’s perception that The ECA collects data and provides recommendations based on expert 

Integrity 
the trustee adheres to a set of 
principles that the trustor fnds 

personnel knowledge and procedures, while ensuring appropriate treat-
ment of patients’ data in compliance with data protection regulations 

acceptable [11, 29, 48, 51] 

the frst exploration, we prototyped a hypothetical routing consult 
conversation making use of Google Nest, adopting a referencing 
conversational style. Based on this preliminary exploration we gath-
ered preliminary feedback on the choice of using a female voice 
and on the use of the referencing conversational style. The female 
voice (the voice of the researcher developing the prototype) was 
perceived as pleasant and appropriate for the context. The refer-
encing conversational style was considered credible yet potentially 
annoying if it was not perfectly calibrated. This preliminary test-
ing also confronted us with the fact that using commercial voice 
assistants would raise concerns about the potential risks in terms 
of privacy and data commodifcation. Based on this, we steered our 
design investigation towards the design of a dedicated agent, that 
would rather be placed within the existing digital environment of 
the hospital. To explore this direction, we developed three alterna-
tive prototypes representing the agent with diferent levels of visual 
abstraction. One consisted of a completely abstract representation 
where a pattern of colors would react through movement to the 
voice. This was perceived as too abstract and made participants 
feel like ’outsiders’ and had little control over the behaviour of the 
agent. The second consisted of a photo-realistic representation of 
the agent as a human, generated through deep-fake techniques. 
The resulting images created a ghostly efect that surfaced uncanny 
feelings. The last prototype also consisted of a human-like agent 
but represented in a cartoon style, with limited sets of animations. 
As this was perceived as friendly, efective, and not uncanny, we 
used it as the ground for the fnal prototype. 

Based on these preliminary learnings we developed one ECA and 
one chatbot (to be used as a comparison) to investigate whether the 
features we manipulated have a direct efect on the patient’s per-
ceived trustworthiness of the ECA. The two were tested in a clinical 
hospital with 25 participants (18 women, 7 accompanied by a male 
partner) taking part in the intake procedure of a periconception 
care program. 

3.1 Conversational agent design 
In order to structure our design exploration of trustworthy ECAs for 
healthcare, we refer to the model of trust by Mayer and colleagues 
[36], which proposes three factors afecting perceived trustworthi-
ness: ability, benevolence, and integrity. As related works warn us 
about the potential counterproductivity and dangers of patients’ 

Figure 3: Head and torso movements of Robin the ECA 

overtrust towards CAs in healthcare [30, 39], which can be unin-
tentionally caused when designing to encourage user trust, we also 
refect on these aspects through the theoretical lens of calibrated 
trust, which we defne as ’the state when a person’s perceived trust-
worthiness of an agent matches that agent’s actual trustworthiness’ 
(adapted from de Visser et al [17]). In table 1 we provide a brief 
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Figure 4: Phonemes of Robin the ECA 

description of the three factors and a corresponding description of 
how we contextualize each of them within our investigation, based 
on previous (E)CA literature. 

We used the adapted descriptions of factors afecting perceived 
trustworthiness (Table 1) as guidelines for our design explorations. 
We addressed the aspect of benevolence, and the need for commu-
nicating an improved experience, by focusing our intervention on 
interactions that are already highly repetitive, such as flling forms, 
which often happen with a nurse but do not actually imply (mean-
ingful) social interaction. In previous works, in fact, we learned that 
ECAs are particularly suited to take over tasks where data needs to 
be collected systematically, such as repeated interviews or surveys 
[15]. Regarding integrity, instead, we assumed that our ECA would 
be perceived as respectful of patients’ privacy and comply with 
regulations because of the high reputation of the institution we 
worked with. As a matter of fact, the collection of clinical data and 
subsequent use for research is common practice at Erasmus Univer-
sity Medical Center, and patients taking part in experimentations 
are requested to give consent for participating in the study, where 
they also are informed about how data is managed according to 
regulations. Thereafter, the main part of our design intervention is 
about conveying ability. 

We altered the appearance to communicate that the ECA belongs 
to Erasmus University Medical Center staf and the conversation 
style to make clear that the suggested recommendations are based 
on expert knowledge, whether it is from literature or the healthcare 
personnel in charge of the patient care path. In this, we also em-
bedded aspects of integrity by developing a procedure and related 
recommendations based on the expertise of the hospital personnel. 
Even more so, instead of developing an agent as a replacement for a 
nurse or obstetrician, we designed the ECA as a complementary role 
that would explicitly refer to the expertise of the hospital person-
nel when giving advice. As ensuring accurate dialogue exchanges 
(ability), monitoring risks (ability), and proper data treatment (in-
tegrity) are challenges that require interventions at a technical level, 
we excluded them from our exploration and focused on features 
that could be altered and controlled through design interventions, 
mentioned above. 

3.2 Robin: Embodied Conversational Agent for 
Periconception and Pregnancy Care 

We developed our ECA by iteratively testing multiple prototyping 
platforms and testing diferent approaches to the development of 
the appearance, mostly varying from abstract to highly human-like 
representations. Our fnal prototype is Robin: a cartoon-like female 
ECA, that we live-animated using Adobe Character Animator. We 
opted for a cartoon-like representation style to leverage the human-
like capacity to provide familiar and relatable interaction, which 
contributes to building trust [43], but we also limited the level of 
realness to avoid potential feelings of eeriness and uncanniness 
[58]. We engaged in discussions about whether to attribute gen-
der to our ECA, as CA’s gendering is widely problematized, e.g., 
because people tend to attribute negative stereotypes to female 
CAs signifcantly more than to male CAs [6] and may exacerbate 
gender discrepancies [55]. Yet, we relate to previous research that 
has shown how the implications of gendering CAs depend on the 
context [43]. Thus, we conceptually and visually positioned Robin 
as part of the periconception care staf, which is almost exclusively 
composed of women (in the case of our case study). 

The ECA is distinctively characterized by a white lab coat, that 
looks like the one worn by the clinical personnel of the Erasmus 
University Medical Center. Previous research, in fact, has found 
that an ECA presented as a healthcare professional, rather than 
with a casual appearance, is perceived as more reliable and authori-
tative, and people are more likely to follow its advice [57]. Finally, 
we designed the conversational style of Robin to match the idea of 
this being a complementary role (an important aspect we identifed 
for integrity) and to enable patients to understand the limits of 
the agent (as a way to mitigate automation bias. We build on the 
work of Kowatsch and colleagues [28] who demonstrated how a 
CA designed as a personal assistant of a healthcare professional can 
be highly acceptable and lead towards a strong working alliance 
between the agent and the patients. As in their work, we designed 
for Robin a referencing conversational style. The ECA introduced 
itself as the personal assistant of a healthcare professional by men-
tioning his/her name, and, several times during the intervention, it 
provided feedback and recommendations explicitly referring to the 
healthcare professional. 



Trustworthy Embodied Conversational Agents for Healthcare CUI ’23, July 19–21, 2023, Eindhoven, Netherlands 

Figure 5: Conversational agents used in the study, presented on a screen. On the left, the Embodied Conversational Agent. On 
the right, the Chatbot 

4 STUDY DESIGN 
We employed our ECA within real consults attended by women 
participating in the periconception care program, some of whom 
were accompanied by their partners. Our intervention was intended 
to validate our assumptions that: 

(1) a voice-based interface would be preferred to a text-based 
interface as it enables a natural interaction modality [15]; 

(2) patients would understand that the ECA replaces only non-
meaningful work (benevolence); 

(3) patients would perceive the ECA as respectful of patients’ 
privacy and compliant with regulations because of the high 
reputation of the clinical hospital (integrity); 

(4) the embodiment we shaped–a cartoon-like agent wearing 
an Anonymous hospital coat–would contribute to conveying 
the agents’ competence (ability, integrity); 

(5) a referencing conversational style–the agent referring to 
expert personnel of the Erasmus University Medical Cen-
ter–would lead patients to perceive the ECA as competent 
and reliable (ability, integrity). 

To validate our assumptions we conducted a between-subjects 
Wizard-of-Oz (WoZ) study where one-half of the participants expe-
rienced the procedure with the chatbot, and the other half experi-
enced it with the ECA (see Table 3). As a growing body of literature 
warns about how lack of comparison groups in qualitative research 
may hinder the way to drawing conclusions about diferences and 
similarities observed in the studies [32], we used the chatbot for 
assessing the impact of using an embodied agent and natural in-
teraction modalities (voice and body expressivity) rather than text; 
whether the natural interaction and the appearance would con-
tribute to a positive perception of the agent. 

The chatbot was developed using an online web design platform 
that allows live testing of interface prototypes, which we leveraged 
for WoZ testing. The appearance of the chatbot was designed to 
match the aesthetics of the OCHP Smarter Pregnancy platform and 
placed on a screenshot of the real interface to give patients the 
impression that it was implemented (see Figure 3). 

In addition to the comparison between the chatbot and the ECA, 
we further distinguished the experiential conditions in referencing 
and non-referencing conversational style. We tested a total of four 
experimental conditions: 

• chatbot referencing (chatbot ref) 

• chatbot non-referencing (chatbot no-ref) 
• ECA referencing (ECA ref) 
• ECA non-referencing (ECA no-ref) 

Each of these conditions was tested by at least fve (5) patients 
(see distribution of participants across conditions in Table 2). 

4.1 Setup and procedure 
As CAs, like other complex interactive systems, promise large in-
teractional benefts but remain a challenging enterprise in terms of 
development [50], we conducted a Wizard-of-Oz (WoZ) study in 
which a researcher of the team remotely controlled the CAs. We 
opted for a WoZ study because it allows participants to envision the 
intended future interactions [44] and elicits much more complete 
information compared to other prototyping techniques as it may 
deliver a close-to-complete specifcation of the intended system 
[2, 50]. We set up a monitor in a consult room where the patients 
would be invited to sit and the session with the CAs would be run. 
In an adjacent room, we placed the wizard setup consisting of a 
laptop, an external screen, and a webcam. 

In WoZ studies it is desirable that participants believe that they 
are interacting with a real system, thus they should not be told 
the truth about the procedure in advance, yet for ethical reasons 
(i.e., patients’ manipulation) researchers should also not lie [2]. We 
followed Bernsen et al. [2] recommendation to provide vague in-
formation that would lead participants to interpret the CAs as if 
were real. We informed participants that during the session they 
would be interacting with an experimental conversational system, 
without any specifcation regarding the type of agent or details 
about the connection between these and the OCHP Smarter Preg-
nancy platform. Participants were then informed about the WoZ 
protocol after the testing when meeting with the researcher for the 
interview. 

While developing a functioning chatbot for our study would 
have been feasible, we decided to run both conditions (chatbot and 
ECA) as WoZ to ensure that the same procedure and conversational 
style would be followed. Leveraging the conversational capabilities 
of a wizard, however, has also risks and potential limitations. As 
Breazeal et al. [7] observe in the case of social robotics, relying on 
the capabilities of the wizard may lead research to bypass errors 
and technical limitations that would signifcantly impact the actual 
development of such systems. To address this issue, WoZ experi-
ments should be designed as rigorous and repeatable procedures, 
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Table 2: Example sentences for the two diferent conversational styles and style main characteristics 

Referencing style Non-referencing style 
characteristics 

small talks 

inquiring information 

answering questions 

neutral, calm, conveyer of information, like a counsellor 

none, mainly factual, efective, efcient 

systematic, standardized 
example: “We will move on to the next question, because of 
our limited time.” 

referencing to experts 
example: “According to X from institute it is better to eat 300 
grams of vegetables per day" 

confdent, caring, empathic, personal 

confdent, caring, empathic, personal 

based on answers by the patient, let conversation fow 
example: “Could you tell me more about that” “And how does 
that afect your sleep?” 

based on its own knowledge 
example: “It is better to eat 300 grams of vegetables per day” 

allowing for a smoother transition toward implementation [44]. 
Thereafter, we instructed the wizard to follow a scripted series of 
questions and answers, defned by the researchers performing as 
the wizard together with the nurse involved in the experimental 
sessions. The procedure was rehearsed several times with the nurse 
before being run with patients. The wizard would provide the ques-
tions and answers either textually, in the case of the chatbot, or 
verbally, in the case of the ECA. We limited the possibilities for 
open-ended conversations to any unexpected questions (e.g., asking 
for clarifcations). If unexpected questions would require specifc 
clinical knowledge, the wizard would respond to contact a nurse or 
an obstetrician. 

The procedure consisted of three main steps: 

• Information. A nurse and the researcher together welcome 
the patient (and their partner, if present) to the consult room 
and inform her (them) about the session with the CA. The 
participant(s) is also invited to read and sign the Informed 
Consent Form. After informing the participant(s), the nurse 
and the researcher leave the room. 

• Interaction. The participant(s) attend the consult run by the 
CA. The session lasts about fve minutes. 

• Feedback. The researcher joins back the consult room and 
conducts a semi-structured interview with the participant(s). 

4.2 Participants 
A total of 25 participants (N = 25) took part in the study. Of these, 
18 were female and 7 were male (F = 18; M = 7). In accordance 
with ethical approval, the collection of demographic data was not 
permitted for this study. All female participants were women par-
ticipating in the periconception care program. Male participants 
were accompanying their female partners who were interacting 
directly with the CAs. The sessions were carried out over a period 
of 9 days with an average of 3 consultations per day. Participants 
were recruited by inviting women participating in the periconcep-
tion care program who had to attend their frst consult on one of 
the days when the study was run. We made clear that they could 
decline the invitation to join the experiment and have a regular 
consult. A small number of patients refused to participate. 

Table 3: Participants’ distribution across experimental condi-
tions 

Chatbot Ref Chatbot No-Ref ECA Ref ECA No-Ref 
P1 P8 P14 P7 
P2 P9 P15 P12 
P3 P10 P16 P19 
P4 P11 P17 P20 
P5 P23 P18 P21 
P6 P25 P24 
P13 
P22 

4.3 Data collection and analysis 
We collected feedback from participants through semi-structured 
interviews. Participants were invited to frst share general impres-
sions and beliefs regarding the feasibility of using CAs in healthcare, 
and whether they felt familiar with the agent they interacted with. 
Afterwards, participants were invited to refect on whether they 
felt the agent was competent, whether they perceived it as a useful 
resource and whether they perceived risks related to the use of CAs 
in this kind of care program. 

Due to the sensitive context, interviews were not recorded. The 
researcher conducting the interviews noted participants’ responses 
and subsequently transcribed them digitally. We analyzed and coded 
the transcripts following deductive thematic analysis and iteratively 
complemented this with open coding. Building on previous health-
care studies where comparison groups were used (see the review by 
Lindsay [32]), we frst coded all transcripts from both groups and 
conditions and afterwards, we compared and contrasted similarities 
and diferences between the groups. We coded the transcripts ac-
cording to the fve assumptions listed above, which were grounded 
on previous literature on the benefts of ECAs in healthcare (i.e., 
providing natural interaction modalities) and on Mayer’s [36] the-
ory of factors afecting trustworthiness(ability, benevolence, and 
integrity). 
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Figure 6: Study set-up with example snippets of conversation between the patient and the ECA or the chatbot 

4.4 Ethical approval 
The participants of our research were not subjected to any actions 
or imposed a particular mode of behaviour and thus not consid-
ered as a Medical Research Involving Human Subjects Act (WMO) 
mandatory research. Nevertheless, a description of the protocol for 
the test was mandatory also for non-WMO mandatory research. 
We drafted this by following a template from Erasmus University 
Medical Center, which included a description of the purpose of the 
study and a list of topics, and submitted it to the Medical Ethics 
Assessment Committee (METC). Before each study session, par-
ticipants were provided with a Patient Information Form (PIF) to 
read and sign, in order to agree to participate in the study. The 
PIF contained information regarding the study procedure and data 
treatment so that potential participants could make an informed 
decision about whether or not to take part in the research. 

5 RESULTS 
In this section, we illustrate the results of our analysis divided 
into fve sub-sections, each responding to the assumptions listed in 
section 4. 

5.1 Diferent agents, diferent mixed feelings 
Our assumption that a voice-based interface (ECA) would be pre-
ferred to a text-based interface (chatbot) because it enables a natural 
interaction modality [15], was not confrmed. Both the chatbot and 
the ECA, in fact, raised almost equally distributed positive and 
negative comments. About the chatbot, in some positive comments, 
we noticed appreciation of the interaction modality because of its 
familiarity, such as “I think our generation is used to being asked 
questions like that” (P3) and “Nowadays everything has to be via 
phone and computer” (P11). Yet, some participants also criticized 
the very act of typing instead of talking in this context (P10, P9), 

and other issues, such as difculty for people to understand the 
chatbot (P4) or the chatbot providing a superfcial conversation (P2). 
The ECA also received both positive and negative feedback. On the 
one hand, some participants mentioned that they felt comfortable 
during the session (P17, P19, P20), and one stated that the ECA "is 
somehow better than just a phone call" (P19). On the other hand, oth-
ers expressed contrasting views: “it did not feel comfortable to talk 
with the robot” (P16). Based on the results, then, we cannot argue 
that the ECA would be preferable to a text-based conversational 
interface. Both agents surfaced a mix of positive and negative as-
pects. Yet, the motivations underlying participants’ perceptions and 
critiques were often grounded on UX issues that difered between 
the chatbot and the ECA. We expand on this in section 6.1. 

5.2 Participants fear losing human contact 
As we designed the ECA as part of the existing care program where 
various data collection tools are already in use, we assumed that pa-
tients would understand that the agent is designed with benevolent 
intentions, and not to replace meaningful interactions (benevolence). 
Many participants, however, raised concerns regarding the use of 
the ECA for consults (P7, P14, P16, P24) and led participants to com-
pare it with and express a preference for a one-on-one consult with 
a nurse (P17, P18, P24), with no diference across the two conversa-
tional style conditions. Some participants did emphasize possible 
gains of having an ECA, such as improving efciency as you “don’t 
have to wait for the doctor or nurse but could do this in between” (P14) 
and having a better experience than the one you might have via 
phone call (P19). However, the majority of participants, including 
some manifesting a positive attitude towards the agent, emphasized 
how direct interaction with a person is always preferable (P7, P14, 
P16, P17, P18, P24). Some explained that the interaction with the 
ECA can work in the case that the consult is a short one (P7), but 
if the patient needs to discuss more serious concerns would not 
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rely on this (P14). Other comments suggest that the conversations 
with the ECA, compared to 1-on-1 conversations with a nurse, are 
perceived to lack personalization (P24), individually tailored advice 
(P16), and familiarity (P17). And more broadly, some participants 
expressed a struggle to see the overall need for such solutions, such 
as one stating “in corona time I understand that this could be a part 
of Erasmus MC. Otherwise, no” (P16) or another arguing “I do un-
derstand people staying at home to have this conversation, but just 
do me rather over the phone” (P21). 

5.3 Context may afect integrity concerns 
Regarding integrity, our hypothesis was that the high reputation 
of the clinical hospital would be sufcient for participants to per-
ceive the ECA as respectful of their privacy and compliant with 
regulations. In line with our assumptions, a very limited number of 
participants’ responses during the interviews addressed aspects of 
integrity, with no explicit diferences among the various conditions 
(referencing style vs non-referencing style; chatbot vs ECA). This 
result was expected because, as we explain in section 3.1, we relied 
on the hospital’s reputation in terms of privacy and on established 
procedures of the periconception care program for the interaction 
session. Furthermore, participants signed an informed consent form 
where they were informed about how data collected during the 
program is managed. Interestingly, none of the few concerns that 
emerged regarding integrity were raised by participants who ex-
perienced the ECA. For instance, concerns were raised by P9 who 
argued that “you do want to know who is behind it (the agent). That 
there’s a little more... security. These days they ask for so much online 
and they are in your e-mail in no time”. And P5 mentioned that “there 
was not enough questioning to make the conversation deep”, which 
is similar to P2’s opinion that the agent “can only give advice and 
suggestions, because of this I don’t really feel the need to change my 
lifestyle”. This suggests that the expectations that some participants 
had on what the consult would be were not satisfed. Although 
this issue did not emerge from people experiencing the ECA in 
our study, it may be still important to consider when designing 
these agents and the protocols for introducing them to patients. 
To properly assess this aspect, however, further comparative re-
search would be needed (comparing the same ECA in diferent 
environments with diferent reputations). 

5.4 Embodiment may be superfuous 
Building on previous literature [57] and [28], we assumed that a 
cartoon-like agent wearing an Erasmus MC hospital coat would 
be perceived as a non-uncanny yet competent (ability, integrity). 
Results, however, showed that this was true only in very few cases. 
One participant (P12) mentioned that they “had the idea that it was 
part of the Erasmus MC”, and another emphasized that the coat 
just makes the picture complete" (P7). Conversely, others expressed 
aversion towards the ECA, for instance, P14 mentions that the 
ECA is “some kind of animation or computer puppet, and it’s a little 
weird to have a conversation with that”. Nevertheless, most of the 
participants’ responses do not present a strong stand on either the 
positive or negative side. P15, for instance, explained that “(the 
coat) specifcally adds anything for me. With other clothing, it would 
have been the same”. Relatedly, P21 and P20 both mentioned that 

they did not pay much attention to the appearance of the ECA, and 
rather focused on the interaction and what would come next in 
the conversation. Thereafter, responses regarding the ECA suggest 
that this type of embodiment may have neither the positive role 
we devised nor a negative efect. To properly assess this aspect, 
however, further comparative research would be needed (comparing 
diferent appearances for the ECA). 

5.5 Referencing undermines competence 
We assumed that a referencing conversational style–the agent refer-
ring to expert personnel of the Erasmus University Medical Center 
when providing information and recommendations–would help 
patients to perceive the ECA as competent and reliable (ability, 
integrity). Many comments from participants, indeed, suggest that 
the ECA was perceived as competent in performing their tasks; 
but mostly in the condition presenting a non-referencing conversa-
tional style. The non-referencing ECA was mostly appreciated by 
fve out of the six participants who experienced it. In fact, despite 
also mentioning limitations and possible concerns, participants 
mentioned that the non-referencing ECA works well (P7, P12), it 
is credible, (P20, P24), it may be preferable to a phone call (P19), 
and that they can imagine it being used in the future (P12, P20, 
P24). Only one participant who experienced the non-referencing 
ECA expressed almost exclusively negative feedback, such as “I 
couldn’t take it seriously. I found it uncomfortable” (P21). Regarding 
the referencing ECA, instead, only one participant (P17) expressed 
predominantly positive feedback, such as “it worked very well. [. . . ] 
She responded well to me. Because of this, she understood me”, sug-
gesting that the agent is perceived as competent. The rest of the 
participants, fve out of six who experienced the referencing ECA, 
mostly expressed unease (P16, P14, P15, P18), and the overall im-
pression of talking with an automated system from which you can 
only get standard answers (P14) and if you want more depth or 
discussion that deviates from the scripted questions and answers, 
it doesn’t work (P18). Even if none of the participants explicitly re-
lated their concerns about the referencing ECA to the conversation 
style, the signifcantly diferent results between the two conditions 
suggest that the non-referencing ECA is perceived by patients as 
more credible and competent. 

6 DISCUSSION 
Our WoZ study with patients confronted us with partially unex-
pected results. Building on CAs literature [8, 11, 28, 33, 38, 47, 50], 
we expected that the ECA we developed would be perceived as 
trustworthy, as it would convey ability, benevolence, and integrity. 
This, however, was only partially true. Learning from [57] and [28], 
we assumed that the appearance (a female character wearing an 
Erasmus MC hospital coat) and conversational style (the agent 
referring to expert personnel of the Erasmus University Medical 
Center), would contribute to perceiving the ECA as competent and 
valuable for patients. Results instead revealed that the appearance 
of the ECA had a very limited efect on how patients perceived the 
agent. Even worse, the ECA with the referencing conversational 
style had the opposite efect than what we expected. Almost all par-
ticipants who experienced the referencing ECA, expressed unease, 
and the overall impression of talking with an automated system 
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unable to engage in discussions that deviate from scripted questions 6.1 UX design challenges in designing ECAs 
and answers. Lastly, the results also revealed that the ECA raised 
questions of appropriateness and fostered comparisons between 
the agents and a nurse. 

While, at frst sight, these may seem like negative results, we 
were actually not very surprised and believe the investigation pro-
vides interesting insights into designing trustworthy ECAs. First, 
while only a few instances pointed to a positive infuence of the 
ECA on the experience we also encountered very few responses 
surfacing feelings of eeriness, which we explicitly tried to prevent 
through our design. In the few cases where the awkwardness of 
talking to the ECA was mentioned, this was explicitly discussed 
along with usability issues of the system. With regards to the design 
of the referencing conversation style, we were aware that exist-
ing literature reported how CAs providing information through 
a confdent and expert style may be preferred over a generalist 
style [66, 67]. Yet, we built on other examples that show how a 
CA can be successful and desirable, even if designed as a media-
tor between a patient and a healthcare professional, such as the 
work by Kowatsch and colleagues [28]. This specifc design choice 
was grounded on the idea that while a system may be trusted, it 
may not necessarily be trustworthy [41]. For meaningful reliance 
and collaboration with artifcially intelligent (AI) agents, people 
must be enabled to build an adequate mental model of the AI agent 
and its capabilities [9, 59]. Only by understanding what the agent 
knows or does not know, people can properly calibrate their trust 
towards the agent [59]. Thereafter, the referencing conversational 
style is adopted as a strategy to manifest the nature of ECA’s knowl-
edge and actions: the frst is reliant on the expert knowledge of 
the healthcare professionals, and the second is limited to scripted 
questions and answers. 

From this perspective, the results are actually encouraging. While 
full trust and mere reliance on the ECA should be seen as a poten-
tially dangerous sign, patients’ capacity to distinguish ’when’ to 
trust the ECA may be considered a sign of a properly calibrated 
trust. In our results, we see a clear distinction between when pa-
tients consider it acceptable to rely on the ECA, e.g., for routine 
questions and when nothing serious is happening, versus when they 
would not accept that, such as in the case of problems or difcult 
situations, in which talking to a nurse would be preferred. There-
after, the referencing conversational style could play a crucial role in 
designing trustworthy ECAs (and CAs in general) as it can discourage 
the possible over-reliance of patients towards the agent. One could 
argue, however, that the referencing conversational style may have 
a negative impact on the reliance of patience on the agent, beyond 
the times when this is desirable (i.e. unusual situations). In this re-
gard, while this may become true, such as in the case of prolonged 
interaction, we believe it would not represent a problem within 
the use scenario we designed for, as the interaction session would 
always have a limited duration (15-30 minutes) and recur once 
every month or every two weeks max. Nevertheless, we identifed 
other usability (UX) issues, often associated with negative feedback 
towards the ECA, both with the referencing and non-referencing 
conversational style. UX issues deserve careful consideration, as 
these could have a signifcant impact on the agent’s acceptability. 

The successful design of trustworthy ECAs, and of artifcial agents 
in general, depends heavily on the capacity to build a problem-free 
operation [28]. While some errors may be tolerated [49], technical 
issues (such as failures in speech recognition) and the related poor 
user experience should be limited as these have a negative impact 
on the intention to use, adaptiveness, usefulness, and trust of people 
[53]. In our study, we perceived patients’ frustration and dissatisfac-
tion, especially in the few moments in which the ECA seemed "not 
to pay attention" (P19), and the sound was lagging behind (P12, P19, 
P21). Given the Wizard of Oz setup of our study, these UX issues 
actually originated from errors of the researcher performing as a 
wizard. Despite the rehearsal sessions, faws in the performance did 
occur. This is an inherent possibility in performing Wizard of Oz 
studies [2], especially if the wizard is not a professional performer. 
To address this issue, we recommend researchers include error miti-
gation strategies in the protocol, e.g., a sentence justifying why there 
was a delay in the response, so that the person interacting with the 
ECA may perceive it as competent despite the error. 

The level of fdelity and detail of the prototypes is another im-
portant aspect that can play a signifcant role in the success of a 
study with ECAs. In our study, we observed a general preference 
for the chatbot rather than the ECA. This, however, was partially 
infuenced by the level of refnement of the two CAs. In this regard, 
some participants explicitly mentioned that the ECA feels still in its 
infancy, whereas the chatbot was often appreciated for presenting 
a familiar interaction and a smooth operation. As a matter of fact, 
the two prototypes did have a slightly diferent level of fdelity, due 
to the tools used for developing them. While there is a plethora of 
existing resources and tools for prototyping polished and smoothly 
functioning chatbot interfaces, the design and prototyping of ECA 
are still case specifc and heavily dependent on the researchers’ 
expertise. In our case, we leveraged an existing example available 
in the library of the animation tool to simulate the functioning 
of Robin. While practical, this also set some limitations in terms 
of the level of interactivity and expressivity our ECA could have. 
Specifcally, we only tracked the movement of the head and torso, 
as well as the facial expressions. We did not animate the arms and 
hands, which could have been useful to communicate the agent’s 
active listening, showing interest or thinking, which have been 
shown to have a positive infuence on people’s trust towards ECAs. 
Our recommendation, then, would be to make sure the prototypes 
under comparison present the same level of fdelity. While this may 
often not be possible from a technical point of view, Wizard of Oz 
techniques can be put in place to simulate that. 

7 CONCLUSIONS 
In this work, we illustrated the complexity of designing ECAs and 
the multifaceted nature of trustworthiness when it comes to using 
these agents for healthcare applications. In our design intervention, 
we developed an ECA called Robin, through which we explored 
whether and how an embodiment and conversational style that 
would make explicit reference to the expert personnel of the Eras-
mus University Medical Center would be perceived as trustworthy. 
Refecting on the results of a study with real patients, where we 
deployed Robin in the Erasmus University Medical Center and also 
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compared it with a chatbot, we further unpacked some of the intri-
cacies of designing for trustworthiness as distinct from designing 
for trust. Specifcally, we learned that embodiment and appearance 
did not signifcantly infuence participants to perceive the agent’s 
expertise, while the referencing conversational style even played a 
slightly negative infuence. 

While seemingly negative, the results about the conversational 
style made us refect further on the important diference between 
trust and trustworthiness. As we learned from existing literature, 
overtrust towards CAs can have dramatic consequences in the 
healthcare domain (e.g., if they miss out on important signals of 
life-threatening situations) [30, 39], and sometimes patients do not 
have an accurate mental model of the actual capabilities of these 
agents to properly calibrate their trust towards them. Thereafter, 
we read our participants’ critiques of the referencing ECA, who 
would not trust the agent when it comes to difcult situations and 
serious issues, as a positive sign. Even more so, we believe that 
the the referencing conversational style could play a crucial role in 
designing trustworthy ECAs (and CAs in general) as it can discourage 
the possible over-reliance of patients towards the agent. Nevertheless, 
some participants’ critiques pointed to some limitations of our work 
that should be accounted for. In particular, our study setup surfaced 
some UX issues that partially infuenced negative responses to our 
ECA, such as belayed responses and a limited level of detailing of 
the ECA prototype. In this regard, we provide two methodological 
design recommendations to prevent such UX issues. On the one 
hand, whether running a study in Wizard of Oz or not, researchers 
should include error mitigation strategies in their protocol, so that 
participants’ trust in the agent’s capabilities won’t be completely 
lost in case of errors. On the other hand, it is crucial to make sure 
the prototypes under comparison present the same level of fdelity, so 
that results would respond to the manipulated features, rather than 
being biased by the quality of the prototype itself. 

Our study presented also methodological limitations that we 
believe are inherent to conducting research in real clinical environ-
ments. The recruiting of participants was challenging at times and 
some of the people who refused to take part in the study grounded 
their decision on personal factors like emotional state or disease 
background. As such, we inadvertently might have introduced a 
selection bias in our recruitment of participants (e.g., only overall 
healthy and technologically confdent people may be inclined to 
take part in the interaction). This could be addressed in future re-
search, e.g., by employing randomization in recruitment. Another 
issue with involving real patients was the lack of control we could 
exercise over the duration of the sessions. As patients often arrived 
later or did not show up to the consult, mostly because of forgetting 
about the appointment, the test sessions were often shortened. In 
fact, each patient had to attend multiple other consults after the 
one object of the study. As a result, some patients might have had 
a poor impression of the agents because of the limited interaction 
with them. Last, the fact that for ethical reasons each patient had 
to be welcomed by a nurse before being introduced to the study 
setup, created confusion about the value of having a CA. Simply 
put, patients wondered why they had to attend the consult with the 
CA when the nurse was actually available. While the motivation 
for and use scenario of CAs for the periconception care program 
was explained, patients did remain somewhat perplexed. 

Despite introducing these challenges to our study, contextu-
alising our work within the specifc case of women during the 
periconceptional and pregnancy period, and running an in-wild 
study in the Erasmus University Medical Center allowed us to get a 
rich and situated understanding of both the potentials of ECAs for 
healthcare, as well as the complexity to design them as genuinely 
trustworthy agents. The process revealed to us that even more 
than in other contexts, clinical environments require a continuous 
collaborative efort among disciplines and stakeholders. From the 
early to the late stages of any eHealth application, we must develop 
platforms and provide conditions for continuous feedback loops 
between patients, clinical personnel, and designers, especially if we 
are developing AI-powered ECAs. 

Recent advancements in generative AI models (GAI), in fact, are 
showing great potential for revolutionizing eHealth applications 
and speeding up CAs development. As these may be used to person-
alize interactions with (E)CAs, GAI have the potential to address 
many of the challenges presented in CA literature, including our 
work, such as UX issues related to errors in speech recognition. 
But it also comes with promises of hyper-personalization which 
could have a signifcant impact on user trust and, consequently, 
controversial implications in terms of trustworthiness. ECAs could 
be modelled in a way that perfectly fts the needs (e.g., modulating 
voice speed for hearing impaired patients) but also the preferences 
of a patient (e.g., the agent presenting the same ethnic traits as the 
patient). But what if such preferences turn into yet another mech-
anism for exacerbating discrepancies because of gender, ethnicity, 
abilities and more? What if personalization gets in the way of expert 
recommendations? With this vision on the horizon, the research 
community should stay vigilant and tackle the risks that uncritical 
approaches to AI may have for society at large. As such, this work 
contributes to building a critical mindset towards CAs, and AI more 
broadly, by showing the complexity and intricacies of designing 
for trustworthiness, where designing the most usable and likeable 
agents may not necessarily be the result we should strive for. 
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