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Abstract 

Medium-voltage (MV) overhead distribution networks play a vital role in 

ensuring reliable power supply and minimizing disruptions and inconveniences to 

consumers; however, insulation faults in these networks can result in power 

outages, compromising stability, and causing significant economic and social 

impacts. The solution to this problem is to conduct condition-based maintenance 

of the networks. Partial discharge (PD), a phenomenon able to reveal or cause 

incipient failure of electrical apparatus, is a fundamental indicator in 

condition-based maintenance. Traditionally, technicians patrol along MV 

overhead lines to identify PDs by vision- and ultrasonic-based methods. However, 

this technique is insensitive to the PDs inside the electrical equipment and is 

laborious and time-consuming for sizeable distribution networks. To overcome 

these limitations, the traveling wave-based PD diagnosis technique has been 

explored recently, and it has been proven to detect PD more efficiently and allow 

monitoring of all apparatuses in the networks online. However, uncertain PD 

signal propagation distortions, electromagnetic noise interferences, 

synchronization problems in PD localization, etc., significantly reduce the 

accuracy and reliability of the technique, impeding its further application for 

distribution networks. The issues in the traveling wave-based PD diagnosis 

technique motivated our current study, which offers the following contributions: 

PD propagation characteristics in MV three-phase overhead distribution 

networks are thoroughly investigated. Firstly, PD propagation in MV three-phase 

overhead distribution networks is modeled based on multiple-conductor theory, 

along with considering the effect of the alongside towers. The formulas for 

calculating the frequency-dependent transmission line parameters are derived 



 

 

from the physical parameters of the overhead line. The developed models and 

formulas allow us to simulate PD signals at any location within an overhead 

distribution network. Simulations and measurements validate the feasibility and 

accuracy of the developed models and formulas. Furthermore, PD propagation 

simulation experiments are conducted in PSCAD to quantitatively evaluate the 

effects of network parameters and structures on PD signal features. The results 

reveal several crucial PD propagation characteristics in MV three-phase overhead 

distribution networks. 

A fully automatic tool for extracting PD signals from noises is developed. 

The proposed solution addresses the challenges of field noise filtering and 

hardware selection. On one side, field noise has unavoidable detrimental effects 

on monitoring, thus demanding a clever and robust solution. On the other hand, 

the implementation of limited resource hardware is a crucial requirement for a 

practical design, allowing to reduce production costs. This work describes an 

adaptive and efficient PD de-noising algorithm based on the improved spectral 

decomposition of the noisy PD signal. PD pulses are accurately extracted from the 

noisy signal by cleverly selecting the dominant components via a low-rank 

singular value decomposition of the time-frequency spectrogram of the signal, 

thus reducing the size of the involved matrices and the computational complexity. 

The performance of the proposed de-noising algorithm is first demonstrated on a 

synthetic PD signal and compared with state-of-the-art alternative techniques 

implemented on three embedded systems commonly used for PD monitoring. 

Finally, the proposed approach’s strength and effectiveness are further validated 

on experimental data, demonstrating its better de-noising performance in 

improving the sensitivity and accuracy of on-site PD measurement. 

An improved double-sided (or multiple-sided) PD detection and localization 

method is developed. Firstly, a specialized high-frequency current transformer 

with a notch is designed for detecting PD signals online, and a digital 

compensation algorithm is developed to enhance its performance. Then, an 

innovative PD localization technique is proposed utilizing an improved 
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double-sided traveling-wave method. This method boasts two key advantages: 

precise synchronization of double-sided testing units through the combined use of 

Global Positioning Systems and a pulse-based interaction process, as well as the 

integration of a windowed phase difference method that robustly estimates 

time-of-arrival differences even in environments with low signal-to-noise ratios. 

Moreover, an algorithm for estimating the PD source location based on statistical 

mapping of multiple location results is proposed to reduce the uncertainty caused 

by noise. Further, building upon the double-sided localization method, a 

multiple-sided location algorithm is formulated to identify the source of PD in 

radial networks. The effectiveness and reliability of the algorithm are verified 

through Monte Carlo simulations. 

Two system prototypes with different PD diagnosis functions are developed 

based on the proposed methods and techniques. The first is an online PD 

monitoring system, including a set of compact PD monitors that can achieve 

low-cost, flexible, and real-time PD monitoring. The in-house design of the PD 

monitor is presented, including non-invasive sensing, a field energy harvesting 

function, a low-power working operation, and reliable networking and diagnosis. 

The other is a portable PD detection and location system, which outputs more 

detailed information on PDs, i.e., the PD apparent quantity, the PD source location, 

and the PD-affected apparatuses. The issues of non-invasive pulse injection, safe 

signal transmission, and clock precise improvement are addressed in this system. 

The strengths of the two systems are validated via multiple typical application 

cases. Furthermore, a cost-efficient PD diagnosis strategy for MV overhead 

distribution networks is developed via the joint application of the two systems. 
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1   Preface 

1.1 Background 

This section first introduces the partial discharge (PD) phenomenon in medium-voltage 
(MV) overhead distribution networks, a crucial indicator in the condition-based maintenance 
of electrical apparatuses. Then, PD diagnosis methods for MV overhead distribution 
networks are reviewed; it turns out that the traveling-based PD detection method shows great 
potential in achieving high-efficient and accurate PD diagnosis of widely distributed 
electrical apparatuses. Furthermore, we summarized four crucial technical issues in the 
traveling wave-based PD diagnosis method that impede its further applications for MV 
overhead distribution networks. These issues will be addressed one by one in this 
dissertation. 

1.1.1 Partial Discharge in Medium-Voltage Overhead Distribution 
Networks 

1）Medium-voltage overhead Distribution Networks 
The power distribution system is designed to deliver electric power to customers from 

distribution substations. The most common distribution system consists of radial circuits 
(feeders) operating in an MV range between 2 kV and 35 kV. These feeders can be overhead 
(in rural areas), underground, or a combination. The overhead distribution networks are 
currently most widely used in the MV distribution system due to their low cost and ease of 
installation. For example, more than 80 percent of components in the MV distribution 
system are overhead in China, and the length of 10-kV distribution overhead lines in China 
exceeded 4,370,800 km in 2022, according to a report by Nat. Energy Admin. China. 

The MV overhead distribution network consists of transmission lines and series or 
parallel power apparatuses, the latter being feeder breakers, insulators, arresters, 
transformers, etc., as shown in Figure 1-1. Before the 21st century, utilities worldwide used 
bare conductor lines to distribute electric power in the MV overhead network. Nowadays, 
the bare conductor lines have been gradually replaced by covered conductor (CC) lines due 
to their higher reliability, which is given by a cross-linked polyethylene insulation system 
[1][2]. The contact of an object (e.g., a leaning tree) on a single or two phases does not lead 
to a short circuit fault, thus reducing power interruptions [3][4]. 

2）Insulation Failures 
As the service period of the MV overhead distribution network increases, diverse 

weather conditions, falling trees, and many other environmental stresses can weaken its 
insulation system and eventually lead to failure, disrupting customers’ daily activities and 
harming the economy [5][6]. Figure 1-2 collects some common insulation failures that 
occurred in overhead lines and alongside apparatuses. Sometimes, the failure can be  
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Figure 1-1  Schematic diagram of a feeder in MV overhead distribution networks 

        

(a)                                  (b) 

        

(c)                                 (d) 

Figure 1-2  Insulation failures occurred in (a) an insulator, (b) an overhead covered conductor line, (c) a 
transformer, and (d) a breaker. 

catastrophic, especially in forest areas, as forest fires can inflict significant economic damage 
much higher than the cost of the power apparatuses [7][8]. 

To reduce the influence of insulation failures, Chinese power utilities have started to 
construct a smart grid since 2009 [9][10]. The investment in MV overhead distribution 
networks is increasing yearly; meanwhile, higher power supply reliability is required. The 
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stability and reliability of the power distribution system can be quantified by two indices: the 
System Average Interruption Duration Index (SAIDI) and the Customer Average Interruption 
Duration Index (CAIDI) [11]. In the modern smart grid, SAIDI and CAIDI are maintained 
by the distribution automation system, which can quickly isolate the faulty area via smart 
breakers to minimize the influence of power outages [12][13][14]. However, many 
application experiences show a bottleneck for further improvement of the distribution 
automation system to improve SAIDI and CAIDI because it can never prevent failure. 
According to a 2022 power outage investigation by Shannxi Electric Power Research 
Institute, insulation failures of MV overhead distribution networks with a distribution 
automation system were still the main contributors to reducing SAIDI and CAIDI. Therefore, 
additional techniques for insulation fault diagnosis are required. 

Many papers have been published on post-fault diagnosis techniques, including offline 
time (or frequency) domain reflectometry and online fault (transient) detection and location 
methods [5][6][15][16][17]. Indeed, the post-fault diagnosis tools can speed up the process 
of fault identification and isolation and power supply restoration. However, in principle, 
post-fault diagnosis can never prevent a failure (as the same deficiency of the distribution 
automation system) since it is essentially a reactive approach after the failure, resulting in its 
limited capacity to maintain SAIDI and CAIDI at a high level. 

3）Condition-based Maintenance 
An alternative solution is to perform condition-based maintenance on the MV overhead 

distribution network. Condition-based maintenance is a strategy to optimize maintenance 
and operation actions from the asset/grid management side by evaluating the operating 
condition indicators of electrical apparatuses [18][19], e.g., their insulation integration. The 
basic idea in condition-based maintenance is to predict possible failures of electrical 
apparatuses via their present or past condition, thus preventing a fault, as shown in Figure 
1-3. It is a proactive approach to electrical apparatus maintenance. Therefore, 
condition-based maintenance is expected to be another promising "key" further to improve 
the stability and reliability of the power system. 

 

Figure 1-3  Paradigms of reactive (past) and proactive (present) insulation diagnosis strategies for MV 
overhead distribution networks. 
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Partial discharge (PD), a phenomenon able to reveal or cause the incipient failure of 
electrical apparatuses, plays a fundamental role in condition-based maintenance 
[20][21][22][23]. PD is a localized electrical discharge that only partially bridges the 
insulation between conductors and can or cannot occur adjacent to a conductor [20]. PD does 
not immediately cause an insulation breakdown, and there is always a time interval of 
several days, months, or years between PD and failure. Thus, regular PD diagnosis can 
predict upcoming insulation failures, enabling electric utilities to promptly repair or remove 
the defective apparatus [22][23]. 

4）Partial Discharge Defects 
The PD types are diverse in MV overhead distribution networks, which depends on 

their locations, the surrounding environment, and materials. Figure 1-4 collects some 
examples of PD defects in insulators, CC lines, and transformers. More details of the PD 
defects are described as follows. 

One common cause of PD in overhead distribution networks is pollution on the surface 
of insulators, as shown in Figure 1-4(a). When the accumulation of pollution reaches critical 
levels, it can initiate PD events that can lead to complete insulation failure. Pollution buildup 
can occur due to various factors such as dust, salt, industrial emissions, and biological 
growth such as algae and lichens [24]. As a result, maintaining insulators’ cleanliness is 
crucial to prevent pollution-induced PD. Moisture ingress is another factor that can lead to 
PDs [25]. High humidity conditions increase the likelihood of moisture buildup on insulator 
surfaces, leading to increased PD activities. Additionally, rain, snow, and ice accumulation 
on the insulator can result in PD events due to the dielectric breakdown of the insulation 
material [26]. Another factor that can cause PD is lightning strikes. Lightning strikes produce 
high-voltage impulses that can lead to partial discharge events of the insulation material [27]. 
Moreover, some voids, cracks, and punctures can occur in the insulator due to substandard 
manufacturing, construction, and environmental factors, e.g., windstorms. These events can 
cause insulation damage and even complete line failures. Insulation aging is another 
significant factor that can lead to PD in the insulation material [28]. Over time, the insulation 
material used in overhead lines can degrade due to exposure to ultraviolet radiation, 
temperature cycling, and chemical aging. As the insulation degrades, voids and other defects 
can form, leading to increased PD activities. 

Another reason for PDs in overhead distribution networks is leaning trees (see Figure 
1-4(b)), as tree branches or trunks leaning against or touching the conductors can introduce 
localized electrical stress and insulation damage [29][30]. This can lead to PD and eventual 
insulation failure. The presence of leaning trees near overhead lines is a common occurrence, 
especially in areas with dense vegetation or strong winds. As trees sway and move, they can 
touch or come too close to the conductors, causing electrical arcing and insulation damage. 
Tree branches or trunks that lean against the conductors can also cause mechanical stress, 
leading to insulation failure over time. 

PD could also occur in the alongside apparatuses in series or parallel. Taking the MV 
transformer as an example, insulation aging is a significant cause of PD in MV transformers. 
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Over time, insulation material can degrade due to high temperatures, humidity, and chemical 
contamination [31]. The formation of voids, cracks, and other structural degradations within 
insulating material can cause electrical stress and PD activity, as shown in Figure 1-4(c). 
Contamination is another common cause of PD in MV transformers [32]. Contaminants such 
as moisture, dust, or metallic particles can be deposited on the insulation surface, creating a 
path for PD. These contaminants can also contribute to the degradation of the insulation 
material, further increasing the risk of insulation failure and PD activity. Bubbles or voids 
within the insulating oil of transformers are another reason for PDs [33]. Bubbles can form 
due to improper installation, transformer aging, or insulating materials degradation. These 
voids create regions where the electric field strength exceeds the breakdown voltage of the 
surrounding insulation, causing partial discharge events. Regular maintenance and 
monitoring, along with proper design and insulation materials, are crucial in preventing 
bubble-induced partial discharge and ensuring the reliable operation of transformers. Other 
factors, such as mechanical vibration, electrical overloading, and voltage surges, can also 
contribute to PD activity in MV transformers [34]. 

     

(a)                        (b)                      (c) 

Figure 1-4  Examples of PD defects in MV overhead distribution networks: (a) PDs in insulators; (b) 
PDs in covered conductors caused by a leaning tree; (c) PDs in alongside apparatuses (e.g., a transformer). 

1.1.2 Partial Discharge Diagnosis Methods 
Traditionally, utilities use the radiating wave-based detection method to diagnose PD 

activities of the MV overhead distribution network. This method achieves PD diagnosis by 
detecting electromagnetic or ultrasonic radiations from the PD source. It mainly includes 
ultraviolet [35], radio frequency [36][37][38], and ultrasonic detections [39][40]. The 
ultraviolet-based device can detect external or surface PDs from lines or insulators [35]. 
However, its price is costly, impeding its further application. The radiofrequency antenna is 
used to detect the internal or external PDs in insulators, arresters, and transformers [37][38], 
but its reliability is often affected by field noise interference, causing it to be hardly used by 
utilities. Unlike the previous two methods, the ultrasonic-based PD inception method is 
widely used due to its low cost and good anti-interference ability [39]. Currently, utilities 
termly dispatch technicians to patrol the overhead distribution network with ultrasonic-based 
devices (e.g., the ultrasonic camera [40]) to seek PDs. Many application cases show that the 
information obtained via ultrasonic-based devices avoided many failures. However, 
accumulated field experience and data reveal two fundamental limits of the ultrasonic-based 
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PD inception. On the one hand, this method is insensitive to the PDs that occur inside the 
electrical equipment because the energy of the ultrasonic PD signal attenuates sharply when 
traveling from a solid medium to a gas medium. On the other hand, this method is 
time-consuming and laborious for the vast distribution network (i.e., with the size of several 
or tens of kilometers), primarily due to its limited effective detection range, i.e., a few tens of 
meters. 

Since 2008, the traveling wave-based approach has been first explored to overcome 
these fundamental limitations of the radiating wave-based method to detect PDs in CC lines 
[41]. The technique achieves PD measurement by detecting the PD traveling wave current or 
voltage signals coupled to transmission lines from the PD source. The apparent advantages 
of the traveling wave-based method are summarized and listed as follows: 

(1) It can detect internal and external PDs in all power apparatuses within the effective 
detection range of the traveling wave detector. 

(2) Its coverage (e.g., several kilometers) is significantly more extensive than that of the 
radiating wave-based method (e.g., a few tens of meters), as shown in Figure 1-5. 
This allows it to detect PD at a remote distance, thus avoiding time-consuming and 
laborious line patrols. 

(3) The data can be continuously registered via online traveling wave detectors, so 
time-related information, such as variation of PD activity in time and the effects of 
load fluctuation, are detected. Also, the detectors can capture PDs occurring shortly 
before failure. 

(4) PD localization based on the traveling wave-based method can enable quick 
identification of the exact defective power apparatuses in the widely distributed MV 
overhead distribution network. 

The last point may be the most crucial argument from both technical and practical 
perspectives. On the one hand, the PD location is a natural anti-interference information. A 
PD location map can reveal the statistical characteristics of the location concentration of PD 
events. Noise interferences hardly have the same features. On the other hand, since the MV 
overhead distribution network is widely distributed and has lots of series and parallel power 
apparatuses, it is almost impossible to inspect them individually. This problem is particularly 
prominent in rural, forest, and farm areas without sidewalks. With the information on PD 
locations, utilities can know where to perform maintenance and which apparatus is defective. 
This can significantly improve their efficiency and save many human and financial 
resources. 

Moreover, it is essential to point out that although many traveling wave-based PD 
diagnosis methods have been successfully applied for underground cables, which have a 
similar physical structure to the overhead line, these methods are difficult to use for the MV 
overhead distribution network for the following reasons. The traveling wave-based PD 
diagnosis of cables includes offline PD testing and online PD monitoring. For offline PD 
testing, a capacitive coupler connected to the line detects PD signals [43], and the time 
domain reflectometry method is used to locate the PD source [44]. The offline PD testing 
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Figure 1-5  Coverage comparison between the traveling wave-based and radiating wave-based PD 
diagnosis methods 

requires an additional power supply, e.g., a damped oscillatory wave system [45], a series 
resonant system [46], etc. This is feasible for MV cables in cities with lanes for transporting 
the heavy power supply system. However, it isn’t easy to use for the MV overhead 
distribution network, which is always located in rural or forest areas without lanes. For 
online PD monitoring, non-invasive PD sensors (e.g., high-frequency current transformers 
mounted on the earth wires of cables [47]) are used to detect the PD signal; time domain 
reflectometry or arrival time analysis methods are used to locate a PD [48]. Based on the 
above techniques, some commercial PD diagnosis devices for MV cables have been 
presented, such as the Oscillatory Wave PD Detection System [49], Smart Cable Guard [51], 
PDscope [52], etc. Unlike underground cables, the overhead distribution network has no 
earth wires, more complex structures, and changeable transmission line parameters. This 
leads to many issues in applying the existing PD diagnosis techniques of cables to MV 
overhead distribution networks, e.g., magnetic saturation problem of high-frequency current 
transformer, safety issues of PD sensor installation, changeable propagation velocity, more 
severe noise interferences, etc. 

1.1.3 Issues in Traveling Wave-based Partial Discharge Diagnosis 
The traveling wave-based PD detection of MV overhead distribution networks involves 

several crucial issues that must be addressed for accurate and reliable monitoring. These 
issues include PD propagation, noise reduction, PD detection, and PD localization, which is 
illustrated in Figure 1-6 and explained as follows: 
PD propagation issue: PD signals generated in an overhead distribution network may 
propagate along the conductors and other equipment in series or parallel. However, the 
propagation characteristics of PD signals may vary due to the complex nature of the 
overhead line structures, including three-phase conductors, multiple branches, splices, and 
connections. This makes it challenging to detect the PD, determine the exact location where 
the PD originated, or distinguish between different PD sources. Therefore, a comprehensive 
study of the PD propagation characteristics is required. 
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Figure 1-6  Illustration of the issues in traveling wave-based PD diagnosis of MV overhead distribution 
networks 

Noise interference issue: PD detection of overhead distribution networks is subjected 
to various sources of electromagnetic interference and environmental noise, such as carrier 
communication, radio communication, high-order harmonic, ground noise, rand noise, etc. 
These external factors can introduce noise into the PD measurement, making it difficult to 
differentiate between genuine PD signals and background noise. Effective noise reduction 
techniques and signal processing algorithms are necessary to minimize the effect of external 
noise and improve the detection sensitivity. 

PD detection issue: Detecting and capturing PD signals in MV overhead distribution 
networks can be challenging due to the relatively low magnitude of these signals compared 
to the background noise. PD sensors or detectors should possess high sensitivity to detect 
weak PD signals accurately. Additionally, the sensors must withstand the influence of the 
high-amplitude power-frequency voltage or current, such as the magnetic saturation problem 
caused by power-frequency current or the insulation problem caused by power-frequency 
voltage. 

PD localization issue: Accurately localizing the source of the PD within an overhead 
distribution network is crucial for effective maintenance and repair. However, achieving 
precise PD localization can be challenging due to the complexity of the network’s distributed 
nature and the surrounding infrastructure. Location techniques typically rely on analyzing 
the characteristics of PD signals at different locations to estimate the source location. 
However, this requires a sufficient number of sensors strategically placed throughout the 
system and robust algorithms for accurate localization. 
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In summary, addressing these problems involves advancements in sensor technology, 
signal processing techniques, data analysis algorithms, and modeling approaches. Ongoing 
research and development aim to improve detection sensitivity, reduce noise interference, 
enhance PD localization accuracy, and provide more comprehensive monitoring solutions. 

1.2 Related Research Work 

This section reviews the state-of-the-art solutions to the four issues of traveling 
wave-based PD detection raised in the last section. These issues are discussed one by one in 
the following subsections, along with analyzing the deficiencies of the state-of-the-art 
solutions and exploring the direction of improvement. 

1.2.1 Partial Discharge Propagation 
Studying the propagation characteristics of PD in MV overhead lines is crucial. It helps 

locate PD sources, differentiate PD types, assess defect severity, and validate diagnostic 
methods. Understanding PD propagation behavior allows for effective PD diagnosis, 
facilitating proactive maintenance. In 2007, Hashmi et al. introduced a model for analyzing 
overhead CC lines [53]. They calculated the frequency-dependent distributed transmission 
line parameters, wave propagation characteristics, and characteristic impedance of the CC 
line. The model was then utilized to simulate PD propagation characteristics in the 
Electromagnetic Transients Program (EMTP)/Alternative Transients Program (ATP). This 
simulation helped determine the optimal sensor locations for reliable PD detection results. 
Then, they compared the difference between overhead CC lines and underground cables via 
the time-domain reflection technique [54]. The result showed that the high-frequency 
attenuation coefficient of the overhead CC line is significantly less than that of cable. This 
means the PD signal can travel farther on overhead lines than cables. In 2022, a simulation 
study conducted by Lijun Zhou et al. focused on the propagation characteristics of PD 
signals using measured data [55]. Their findings indicated several vital factors that can 
influence the propagation characteristics of pulse currents. These factors include the pulse 
current frequency, the covered conductor’s height above the ground, and the conductor’s 
phase distance and cross-sectional area. However, the above studies only investigate the PD 
propagation characteristics of single-phase overhead lines, and the commonly used 
three-phase overhead line is not discussed. In 2021, Fernando et al. conducted a 
mathematical study on the traveling wave propagation phenomena on three-phase power 
lines under fault conditions [56]. This work uses a multiple transmission line model to study 
the fault travel waves in three-phase power lines. They demonstrate that the obtained 
mathematical formulas for fault diagnosis are reliable for aerial travel waves. To simplify the 
calculation, the effects of alongside apparatuses are ignored in the developed models. 
However, the models and methods cannot be used for PD signal analysis in MV overhead 
distribution network since the central frequency of PD signal (i.e., several MHz) is much 
larger than that of fault signal (i.e., few tens of kHz), leading to the effects of the alongside 
apparatuses non-negligible. 
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In summary, no reports or publications addressed a systematic comparative study on PD 
(i.e., an MHz-level signal) propagation characteristics study on MV three-phase overhead 
distribution networks, especially considering the effect of the alongside towers. 

1.2.2 Partial Discharge De-noising 
On-site PD measurements are susceptible to field noise interferences, with unavoidable 

detrimental effects of white noise and discrete spectrum disturbance [57][58]. Therefore, 
de-noising is an essential step in on-site PD measurement. However, de-noising PD signals 
(in resource-limited monitoring devices) is very challenging, and no suitable solution is 
available, primarily due to the following three critical reasons. The first one is that the 
magnitude of field noises (i.e., mV level) is often the same as or even higher than that of PD 
signals [59], causing PD signals to be wholly drowned in noises. The second one is that the 
PD waveforms are always various, which depends on the size, location, and materials of the 
PD source and the transfer functions of the PD propagation path and used PD sensors 
[60][61]. Such uncertainties on PD signal waveforms pose great difficulty setting the 
algorithms’ proper de-noising parameters. The last and most important one is that the 
hardware resources in the PD monitoring devices are minimal, requiring the embedded PD 
de-noising algorithms to have high computational efficiency. 

In the last two decades, many papers have been published on alternative pulse signal 
(e.g., PD) de-noising approaches, being wavelet transform (WT), empirical mode 
decomposition (EMD), local mean decomposition (LMD), variational mode decomposition 
(VMD), Machine learning (ML), and singular value decomposition (SVD). Table 1-1 lists 
the deficiencies of the methods and detailed discussions of these methods are described as 
follows. 

Table 1-1 Comparison of the state-of-the-art PD de-noising methods 
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In [62][63][64][65][66][67][68], WT has proven to have an outstanding PD de-noising 
performance for extremely noisy signals if the mother wavelet and decomposition levels are 
appropriately selected. Prior knowledge of the PD signal’s characteristics is required to 
determine the mother wavelet and decomposition level, which is always challenging in the 
field due to the variable waveforms of PD signals. In [69] and [70], iteration-based 
algorithms are proposed to automatically determine the optimal mother wavelet and 
decomposition level. Despite these methods’ excellent automatic features, a common 
unfavorable aspect is their low efficiency, which means sizeable computational time. In [71] 
and [72], the adaptative EMD and LMD algorithms are proposed. Their main advantage is 
that no prior knowledge is required, but they suffer from mode mixing problems, possibly 
leading to signal distortion. In [73] and [74], ensemble EMD and LMD are developed to 
overcome the problem, but they require many iterative cycles and calculations. In [75], 
VMD is proposed to address this issue specifically, and it has successfully been applied for 
de-noising PD or fault signals [76][77]. However, the success of VMD depends highly on the 
pre-set parameters, including the mode number and bandwidth control parameter. [78] and 
[79] explore using the ML method for PD de-noising, which is proven to automatically 
extract PDs in various noise environments. However, ML requires lots of labeled data 
samples to train the de-noising model, which is impossible in on-site PD measurements. 

To remedy these deficiencies in the above de-noising approaches, the non-parametric 
and self-adaptive methods based on singular value decomposition (SVD) have been explored 
in recent years. In [80], Abdel-Galil et al. conducted a pioneer study of de-noising via SVD. 
In [81], an adaptive principal components selection algorithm is developed to automate the 
SVD-based PD de-noising process. In [82] and [83], some fast SVD algorithms are 
developed by reducing the rank of the input matrix to be decomposed. In [84] and [85], some 
hybrid methods combining SVD with WT or EMD are presented, where SVD is used to 
remove severe discrete spectrum noise components with significantly larger singular values. 
In all the above papers, the SVD-based de-noising scheme is done as follows: first, a noisy 
PD signal is embedded into a Hankel matrix; then, applying SVD to the Hankel matrix 
results in a singular value vector and multiple components; finally, the components with 
larger singular values are used to reconstruct the noiseless PD or the unwanted discrete 
spectrum noise that needs to be subtracted. However, the investigation in [86] shows that the 
de-noising scheme performs poorly for signals with a very low signal-to-noise ratio. In this 
case, several floors appear in the singular value plot, which makes it very difficult to select 
the optimal value of the number of dominant contributions. In addition, when the singular 
values of the PD signal and the discrete spectrum noise have the same magnitude, the 
de-noising scheme can hardly differentiate them. In [87], a PD de-noising based on the 
so-called generalized S-transform and module time-frequency matrix is proposed. In this 
approach, the de-noising performance strongly depends on the accuracy of the estimated 
frequency of the discrete spectrum noise, which requires high-frequency resolution of the 
S-transform and thus results in a high-rank matrix, leading to sizeable computational time. 

In summary, no solution can simultaneously fix the three critical problems in on-site PD 
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de-noising, i.e., high-level noise, variable waveforms of PD signals, and limited computing 
resources. 

1.2.3 Partial Discharge Detection 
Many PD detection techniques, including Rogowski coils [41][88][89], ultra-high 

frequent sensors [90], capacity dividers [91][92], and Boni-Whip antenna [93], were 
presented and proven to detect PD signals on overhead lines effectively. Hashmi et al. 
pioneered the study of detecting PDs produced by leaning/falling trees using Rogowski coils 
[88]. However, further application of the Rogowski coils is impeded due to its safety 
problems in installation and signal transmission. To overcome this problem, Fernando et al. 
studied the propagation characteristics of high-frequency components of PD signals on a CC 
line. They demonstrated that ultra-high frequent sensors can be effective in remotely 
detecting PDs [90]. Misák et al. present using three-phase capacitive detectors to identify PD 
defects caused by leaning trees [91][92]. For economic reasons, they recently replaced their 
capacitive sensors with a Boni-Whip antenna [93]. In [94], a method to identify the traveling 
direction of PD pulses on CC lines is implemented by a hybrid sensor that consists of 
Rogowski coils and a capacity coupler. Although the above PD detection methods have been 
proven to be effective in detecting PD in MV overhead distribution networks, the magnitude 
of PD cannot be quantitatively assessed due to the narrow frequency passband of the used 
PD sensor, as the frequency range of typical PD pulses is direct current to tens of MHz. 

Many PD recognition methods for CC lines have been developed in recent years based 
on the detection techniques. In [92], statistical methods based on the frequency of peaks in 
PD patterns are proposed to identify whether the measured CC line has faults or no faults. In 
[95], the Random Forest Algorithm is used to classify de-noised PD signals from CC lines. 
In 2018, a public dataset containing many PD signal measurements of CC lines was 
published on Kaggle [96]. Using the dataset, many CC line fault identification methods 
based on PD patterns are proposed, such as the TSD-LSTM method [97], CNN‑LSTM 
method [98], and DWT-LSTM method [99]. In [100], the PD-related pulse shape 
characteristics are used as referential patterns, and a novel machine learning model is 
proposed for early-stage CC fault detection. In [101], an Edge computing technique is 
developed to detect PD in overhead distribution networks based on deep neural models. 
However, all the PD detection methods require many labeled samples to train the models. 

In summary, the above PD detection methods cannot quantitatively estimate PD 
magnitude, and they need many labeled samples for accurate PD recognition, which is 
almost impossible in field measurement. Therefore, improvement in PD detection of MV 
overhead distribution networks is required. 

1.2.4 Partial Discharge Localization 
Traveling-wave (TW) methods, which are the most popular PD location method for 

power lines, fall into three categories: electromagnetic time reversal (EMTR), time domain 
reflection (TDR), and arrival time analysis (ATA). Comparison of these methods is listed as 
Table 1-2, and detailed discussions of these methods are described as follows. 
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Table 1-2 Comparison of the classical location methods 

 
 

EMTR is a technique used for precise localization of PDs in power lines, e.g., cables 
[102][103][104][105]. It involves capturing PD signals, reversing them in time, and 
returning them to the system. The reversed signals converge at the PD source, allowing its 
location to be determined accurately. However, electromagnetic time reversal has certain 
limitations. It requires an accurate power line model, making it sensitive to modeling errors. 
Additionally, reflections and multipath effects can distort the reversed signals, affecting 
localization accuracy. TDR locates PDs by calculating the difference of TOAs between a 
pulse and its reflection at the same end [106]. ATA finds PDs by calculating the difference of 
TOAs of the pulses at double or multiple ends [107]. The complex structures of 10-kV CC 
lines produce many impedance discontinuities, leading to undefinable reflections. This 
causes TDR to fail to locate PDs in CC lines. In contrast, the double-sided TW method based 
on ATA is immune to the reflections, so its ability to locate PDs in CC lines has been 
validated [108]. However, the difficulty in synchronizing the PD detectors has posed a 
challenge for the double-sided TW method. 

Global position system (GPS) is the most widely used synchronization technique, but 
its synchronization precision fluctuates and is affected by environmental factors. An 
alternative synchronization technique was explored in previous papers [109][110]. This 
technique uses injected pulses to synchronize double-sided PD detectors in CC lines, 
inspired by the pulse synchronization technique presented in [111]. However, the in-field 
reliability of this pulse synchronization technique is low because it often fails in a noisy 
environment where PD pulses or interferences have the same amplitude as the injected 
pulses. 

The physical parameters of CC lines (e.g., structure and height) and their surrounding 
environment are complex and diverse. This means that signals propagate at various 
velocities in CC lines, which may generate non-negligible PD location errors [88][112]. 
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Reference [112] describes a multi-end correlation-based method adapted to eliminate 
varying velocities’ effect on PD localization in CC lines. However, the accuracy of this 
method could be significantly reduced when the waveform of PD pulses in CC lines is 
distorted by high-frequency attenuation or signal overlapping. 

Different electromagnetic interferences can significantly reduce the PD localization 
accuracy by influencing the determination of the accurate time-of-arrivals of the PD pulses 
in online PD measurement. In [113], representative time-of-arrival estimate methods were 
summarized for PD localization of cables, and the energy criterion and phase difference 
methods were shown to be more accurate than the threshold method, Akaike information 
criterion, and Gabor centroid method. In [114], the energy criterion method was also more 
accurate than the peak method, considering the high-frequency attenuation and dispersion 
characteristics of the PD signals in cables. In [115], the phase difference method was 
successfully applied in the single-sided PD localization of cables. All the above-presented 
methods did not deal with noise problems, so they may fail to be used for online PD 
localization in overhead lines as various noises may couple to the lines from the controlling 
and switching devices. 

In summary, the existing solutions cannot be used for reliable and accurate PD 
localization of MV overhead distribution networks, primarily due to the synchronization 
problem, the uncertainty of the signal propagation velocity of overhead lines, and noise 
interferences. 

1.3 Overview of This Dissertation 

1.3.1 Main Work of This Dissertation 
This dissertation aims to address the technical problems that impede the further 

application of the traveling wave-based PD diagnosis method to MV overhead distribution 
networks, to develop advanced algorithms and tools for PD detection and localization. Most 
of the content focuses on PD signal analysis, subdivided into propagation characteristics 
study, noise reduction, signal detection, and source localization. To that end, two 
measurement devices and a diagnosis strategy are developed for the MV overhead 
distribution network based on the proposed methods and algorithms. These contributions are 
as follows: 

A multiple conductor transmission model is built in PSCAD to analyze the 
frequency-dependent wave propagation characteristics (attenuation, dispersion, phase 
constant, and propagation velocity) of three-phase overhead distribution lines. This model 
considers the influence of alongside apparatuses (e.g., insulators, transformers, etc.). The 
results can be applied to designing and deploying PD sensors over the entire MV overhead 
distribution network range. 

A fully automatic tool for PD de-noising is developed. The proposed de-noising scheme 
can adaptively reduce, selectively, both the white noise and the discrete spectrum noise in all 
the considered (three representative types) PD pulses. Furthermore, this tool is further 



1  Preface 

15 

 

improved to reduce its computational complexity, allowing it to be implemented in an 
embedded system with minimal computational resources. A comprehensive comparison of 
the proposed algorithm and other state-of-the-art alternatives proves its superior de-noising 
performance and computational efficiency. 

A special notched high-frequency current transformer is developed to overcome the 
magnetic saturation problem caused by the vast power-frequency load current with little 
sacrifice in sensitivity and bandwidth. To simplify the design and complex parameter tuning 
of the high-frequency transformer, a digital compensation algorithm is proposed to improve 
the transfer characteristic of the developed high-frequency transformer. This allows us to 
evaluate the PD more accurately, e.g., PD discharge magnitude estimation. 

An improved double-sided PD location method is developed. The process is driven by a 
hybrid synchronization technique, which integrates a pulse-based interaction mechanism and 
a global positioning system (GPS). The proposed solution offers two benefits. It has the 
inherent feature of being immune to varying physical parameters of the transmission line, 
and it has been proven to deliver improved accuracy concerning conventional GPS-based 
location methods. Based on the technique, a multiple-sided PD location algorithm is further 
developed for PD localization of MV overhead distribution network with multiple branches. 

A windowed phase difference method is proposed to robustly estimate the 
time-of-arrival (TOA) difference between the noisy PD pulses collected by the detectors in a 
low signal-to-noise ratio environment. Specifically, this method is immune to the discrete 
spectrum noise that overlaps with the PD signal in the time and frequency domain, which is 
impossible to achieve by any time-domain, frequency-domain, or 
time-and-frequency-domain filter methods. 

A cost-effective PD diagnosis strategy is proposed for the MV overhead distribution 
network. Two types of PD measurement tools are developed. The first is a smart, compact 
detector for online PD monitoring, offering a flexible, cost-effective solution. The other one 
is a portable live-line PD assessment system for detailed PD diagnosis, which is controllable 
and equipped with the advanced functions of PD detection and localization. 

1.3.2 Dissertation Outline 
The dissertation is organized into the following chapters (see Figure 1-7): 
Chapter 2 studies the PD propagation characteristics of a three-phase MV overhead 

distribution network. First, the three-phase overhead line is modeled, the theoretical formula 
for calculating the transmission line parameters is derived, and the frequency-dependent 
propagation characteristics are discussed. Second, the effects of the alongside towers are 
modeled. Finally, the PD propagation simulation is carried out in PSCAD to examine the 
effect of line parameters on the critical features of the PD signal. 

Chapter 3 develops an automatic and adaptive PD signal extraction tool. First, the 
signal characteristics of PDs and noise interferences are investigated. Second, an automated 
algorithm for noise reduction is developed. Then, the implementation of the algorithm in 
resource-limited embedded systems is presented. 
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Chapter 4 investigates a methodology for online PD detection and localization of an 
MV overhead distribution network. First, a special notched high-frequency current 
transformer is developed, and a digital compensation algorithm is proposed to improve its 
signal transmission characteristic. Second, an enhanced double-sided PD location method is 
set, and a windowed phase method for TOA difference estimation is proposed. Finally, a 
multiple-sided PD location algorithm is developed for a radiate overhead distribution 
network. 

Chapter 5 discusses the application of online PD diagnosis in the MV overhead 
distribution network. First, a smart and compact detector is developed for online PD 
monitoring. Then, a portable live-line measurement system is designed for advanced PD 
diagnosis functions, i.e., localization. Finally, a cost-effective PD measurement strategy is 
proposed. 

Chapter 6 contains the summary and conclusions of the research work. The future 
developments of the present research work are also discussed. 

 

Figure 1-7  Structure diagram of this dissertation. 
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2   Partial Discharge Propagation in Medium-Voltage 
Three-Phase Overhead Networks 

Partial discharges (PD) may originate in any insulation materials of the MV overhead 
distribution networks. The discharges induce small pulses on the surrounding overhead 
conductors, propagating in both directions. Since we can only deploy PD detectors at some 
locations in the distribution network, the measured PD pulses are altered or re-arranged by 
the propagation characteristics of the propagation channels in overhead lines. This chapter 
discusses propagation models of three-phase overhead lines and alongside towers. 
Simulations and measurements are carried out to verify the models and thoroughly examine 
the effects of line parameters and structures on PD signal propagation. The developed 
models allow us to simulate PD signals at any location within an overhead distribution 
network. The simulation and measurement results provide quantitative and qualitative 
knowledge on PD propagation in three-phase overhead distribution networks, helping us 
develop PD detection and location methods and sensor deployment strategies. 

2.1 Basic Concepts of Partial Discharge 

This section briefly describes the basic concepts of the PD phenomenon, including its 
cause, model, and characteristics. This builds a primary impression of the PD phenomenon, 
especially the typical PD signal waveform, helping explain subsequent research. It turns out 
that the PD signal induced to the overhead line has special time-domain waveform features 
and a wide frequency spectrum from 0 to tens of MHz. 

1）Initiation of Partial Discharge 
PD is a localized electrical discharge that occurs within the insulation material of an 

electrical system. It refers to a concentrated flow of electric charge that does not bridge the 
insulation barrier between two conductors; instead, it occurs within the dielectric material 
between them [20]. Although PD defects in overhead distribution networks are diverse, they 
can be mainly divided into two categories, i.e., internal and surface discharge. 

Internal discharge can be caused by the cavities within solid insulation, such as 
gas-filled voids, delaminations, or cracks in insulators, transformers, etc. In general, the 
generation of internal PD could be analyzed by considering a cavity in the dielectric material. 
The cavity is generally filled with air or gas, as shown in Figure 2-1(a). The electric fields 

inside the insulation (𝐸ins) and in the cavity (𝐸cavity) are given as: 

 𝐸ins =
𝐷e

𝜀ins

 (2-1) 
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 𝐸cavity =
𝐷e

𝜀cavity

 (2-2) 

where 𝐷e is the electric flux density in the insulation, 𝜀cavity is the permittivity of the air in 

the cavity, which is approximatively equal to the vacuum permittivity 𝜀0 = 8.85 × 10−12 𝐹/

𝑚, and 𝜀ins is the permittivity of the insulation, e.g., ceramics insulator with the permittivity 

from 8𝜀0 to 10𝜀0. Since 𝜀ins is much larger than 𝜀cavity, the electrical field 𝐸cavity in the 

cavity is much larger than 𝐸ins in the insulation. As the voltage stress on the whole 

insulation increases (i.e., 𝐸ins increases), 𝐸cavity could exceed the inception voltage (e.g., 

30kV/cm) of the air in the cavity, leading to the breakdown of the cavity, i.e., generating a 
PD. Similarly, PD can also occur on the surface of electrical insulation when the tangential 
field is high, particularly on high-voltage devices’ porcelain or polymeric housing. These 
discharges are called "gliding discharges" or "edge discharges," originating from the edges of 
the electrode parallel to the dielectric’s surface. The PDs produced due to falling trees on 
covered conductor overhead distribution lines is an example of the surface discharges, as 
shown in Figure 2-1(b). 

     

(a)                                   (b) 

Figure 2-1  Illustration of internal (a) and surface PDs (b) in dielectrics. 

2）Three-Capacitance Model and Apparent Discharge Quantity 
The three-capacitance model simulates electrical insulation systems’ PD phenomena. 

The three-capacitance model divides the insulation system into three capacitances, i.e., the 
geometric capacitance (CA), the interfacial capacitance (CB), and the trapped charge 
capacitance (CC), as shown in Figure 2-2. The first capacitance arises from the physical 
geometry of the insulation system, while the second refers to the capacitance due to the 
interface between the insulator and the electrode. The third capacitance represents the charge 
trapped at the interface due to voltage stress applied to the insulation. This model considers 
the discharge process due to the interaction between these three capacitances. When a 
voltage is applied across the insulation system, an electric field is generated that causes PD 
to occur. The electric field induces charges on the surfaces of the insulation system, resulting 
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in the formation of charge packets at the interface between the insulator and electrode. These 
charge packets can then discharge through the trapped charge capacitance, leading to PD. 

It is assumed that discharge occurs when the voltage across the capacitance 𝐶C 
exceeds the inception voltage and ceases to exist when it falls below the extinction voltage, 
as described in reference [117]. The occurrence of a discharge results in the short-circuiting 

of 𝐶C, which leads to the rapid flow of current in the circuit due to the voltage difference 
between 𝐶B and the source. It results in a short transient voltage surge. As depicted in 

Figure 2-2, the actual charge quantity 𝑄real and the apparent discharge quantity 𝑄app for 

partial discharge can be computed using the formula presented in reference [117]  

 𝑄real = 𝑖real(𝑡)d𝑡
∞

0

= (𝐶1 + 𝐶2)∆𝑉  (2-3) 

 𝑄app = 𝑖app(𝑡)d𝑡 =
∞

0

𝐶1∆𝑉 =
𝐶1

𝐶1 + 𝐶2

𝑄real (2-4) 

where ∆𝑉  is the voltage reduction across the void due to a discharge. The features of 
charge transfer make it an appealing metric for measuring discharges. These characteristics 
include: 

 𝑄app is directly proportional to the energy of the discharge. 

 𝑄app is directly linked to the size of the defect. 

 𝑄app can be effortlessly measured with an electrical discharge detector. 

 The dangerousness of a discharge is associated with the order of magnitude of 

𝑄app, which can be expressed in powers of ten. 

In summary, these properties indicate that measuring the charge transfer provides 
valuable information about discharges and their potential effect on the insulation system.  

 

Figure 2-2  Equivalent circuit of the PD process. 

3）Partial Discharge Signal Induced to Overhead Lines 

The PD process can be approximately equivalent to the Townsend discharge process, in 
which a current pulse is generated due to the movement of ionized electrons and ions under 
the stress of an external electric field [118]. The current pulse can induce to the overhead 
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conductor and propagate in both directions. Figure 2-3 collects time-domain and 
frequency-domain waveforms of a real PD signal originating from a 10-kV fouling insulator. 
The PD sensor was placed as close as possible to the insulator to obtain the original PD 
waveform induced in the overhead line, i.e., without the propagation effect of the overhead 
line. It can be observed that the measured PD signal has a fast-rising edge and a slow-falling 
edge, and the frequency spectrum of the PD signal distributes from 0 to several tens of MHz.  

   

(a)                                (b) 

Figure 2-3  Time- and frequency-domain waveforms of a real PD caused by a 10-kV fouling insulator, 
measured by a high-frequency current transformer with a frequency bandwidth from 0.1 to 50 MHz. 

2.2 Frequency-Dependent Partial Discharge Propagation in Three-phase 

Overhead Lines 

This section first briefly describes the multiple-conductor transmission line model for 
three-phase overhead lines. The model transforms the four-conductor transmission line into 
two independent (i.e., decoupled) propagation channels, i.e., phase-to-ground and 
phase-to-phase channels, greatly simplifying the PD propagation characteristics analysis. 
Then, the cascading transmission line model for non-uniform overhead lines is developed; 
this model can describe PD propagation in multiple-segment lines with inconsistent physical 
parameters, e.g., the earth’s resistivity and the overhead line’s height. Last but not least, the 
formula to calculate frequency-dependent transmission line parameters from physical 
parameters of three-phase overhead lines is derived; the propagation characteristics 
difference between phase-to-ground (PG) and phase-to-phase (PP) channels is thoroughly 
discussed; simulation experiments are conducted to analyze the effects of these physical 
parameters on the propagation constants (i.e., attenuation coefficient and propagation 
velocity) of the PG and PP channels; finally, laboratory experiment is conducted to validate 
the developed formulations for calculating the transmission line parameters (or propagation 
constants) of MV three-phase overhead lines. 

2.2.1 Multi-Conductor Transmission Line Model 
1）Transmission Line Model 
The propagation of PD signals on a three-phase overhead line can be described by a 
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four-conductor transmission line model [119]. The voltages and currents of the model in the 

frequency domain can be given via vectors 𝐔(𝑧, 𝜔) and 𝐈(𝑧, 𝜔), respectively, which can be 
defined as 

 𝐔(𝑧, 𝜔) = [𝑈a(𝑧, 𝜔), 𝑈b(𝑧, 𝜔), 𝑈c(𝑧, 𝜔)]𝐓 (2-5) 

 𝐈(𝑧, 𝜔) = [𝐼a(𝑧, 𝜔), 𝐼b(𝑧, 𝜔), 𝐼c(𝑧, 𝜔)]𝐓 (2-6) 

where 𝑈a/b/c(𝑧, 𝜔) and 𝐼a/b/c(𝑧, 𝜔) denote the voltages to ground and line currents of three 
phase conductors over the ground conductor. 

The characteristics of the four-conductor transmission line model can be described via a 

3 × 3 impedance matrix 𝐙(𝜔) and a 3 × 3 admittance matrix 𝐘(𝜔), which are given by 

 𝐙(𝜔) = 𝐑(𝜔) + j𝜔𝐋(𝜔) (2-7) 

 𝐘(𝜔) = 𝐆(𝜔) + j𝜔𝐂(𝜔) (2-8) 

where 𝐑(𝜔) , 𝐋(𝜔) , 𝐆(𝜔) , and 𝐂(𝜔)  are the per-unit-length resistance, inductance, 
conductance, and capacitance matrixes. They depend on the four-conductor overhead line’s 
physical structure and the conductors’ material characteristics and insulations. Calculations 

of 𝐙(𝜔) and 𝐘(𝜔) will be discussed in Chapter 2.2.3. 

The relationship between the voltages and currents can be described via the 
Telegrapher’s equations, which are defined as 

 

⎩⎪
⎨
⎪⎧−

𝜕

𝜕𝑧
𝐔(𝑧, 𝜔) = 𝐙(𝜔) ∙ 𝐈(𝑧, 𝜔)

−
𝜕

𝜕𝑧
𝐈(𝑧, 𝜔) = 𝐘(𝜔) ∙ 𝐔(𝑧, 𝜔)

 (2-9) 

Equation (2-9) is a coupled first-order ordinary differential equation with complex 
coefficients. It can be decoupled as 

 

⎩
⎪
⎨
⎪
⎧ 𝜕2

𝜕𝑧2
𝐔(𝑧, 𝜔) = 𝐙(𝜔)𝐘(𝜔)𝐔(𝑧, 𝜔)

𝜕2

𝜕𝑧2
𝐈(𝑧, 𝜔) = 𝐘(𝜔)𝐙(𝜔)𝐈(𝑧, 𝜔)

 (2-10) 

In general, 𝐙(𝜔)  and Y (𝜔)  cannot satisfy the reciprocal rule, i.e., 𝐙(𝜔)𝐘(𝜔) ≠

𝐘(𝜔)𝐙(𝜔), causing the coupling among the voltages in 𝐔(𝑧, 𝜔) or currents in 𝐈(𝑧, 𝜔). 

Nevertheless, since the structure of the three-phase overhead line is (approximatively) 

symmetric, causing 𝐙(𝜔) and Y(𝜔) are both circulant and symmetric: 

 𝐙(𝜔) =

⎣
⎢
⎢
⎡

𝑍p(𝜔) 𝑍m(𝜔) 𝑍m(𝜔)
𝑍m(𝜔) 𝑍p(𝜔) 𝑍m(𝜔)
𝑍m(𝜔) 𝑍m(𝜔) 𝑍p(𝜔)⎦

⎥
⎥
⎤

 (2-11) 

 𝐘(𝜔) =

⎣
⎢
⎢
⎡

𝑌p(𝜔) 𝑌m(𝜔) 𝑌m(𝜔)
𝑌m(𝜔) 𝑌p(𝜔) 𝑌m(𝜔)
𝑌m(𝜔) 𝑌m(𝜔) 𝑌p(𝜔)⎦

⎥
⎥
⎤

 (2-12) 
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where 𝑍𝑝(𝜔) and 𝑍𝑚(𝜔) are the self-impedance of each phase conductor and the mutual 

impedance between the phase conductors, respectively, and 𝑌𝑝(𝜔)  and 𝑌𝑚(𝜔)  are the 

ground admittance of each phase conductor and the mutual admittance between the phase 
conductors, respectively. 

To solve Equation (2-10), the classical Karrenbauer phase-mode transformation referred 
to as phase A is used, which can be formulated as  

 𝐔012(𝑧, 𝜔) =
𝑈0(𝑧, 𝜔)
𝑈1(𝑧, 𝜔)
𝑈2(𝑧, 𝜔)

= 𝐓 ∙ 𝐔(𝑧, 𝜔) (2-13) 

 𝐈012(𝑧, 𝜔) =
𝐼0(𝑧, 𝜔)
𝐼1(𝑧, 𝜔)
𝐼2(𝑧, 𝜔)

= 𝐓 ∙ 𝐈(𝑧, 𝜔) (2-14) 

where 𝐓 is the Karrenbauer phase-mode transformation matrix, which is defined as 

 𝐓 =
1

3
∙

1 1 1
1 −1 0
1 0 −1

 (2-15) 

Therefore, Equation (2-10) can be rewritten as 

 

⎩
⎪
⎨
⎪
⎧ 𝜕2

𝜕𝑧2
𝐔012(𝑧, 𝜔) = 𝛄2(𝜔) ∙ 𝐔012(𝑧, 𝜔)

𝜕2

𝜕𝑧2
𝐈012(𝑧, 𝜔) = 𝛄2(𝜔) ∙ 𝐈012(𝑧, 𝜔)

 (2-16) 

where 𝛄(𝜔) is a diagonal matrix defined by 

 

𝛄(𝜔) = √𝐙012 ∙ 𝐘012 = √𝐓 ∙ 𝐙(𝜔) ∙ 𝐘(𝜔) ∙ 𝐓−1

=
𝛾0(𝜔) 0 0

0 𝛾1(𝜔) 0
0 0 𝛾2(𝜔)

 
(2-17) 

where 𝐙012 and 𝐘012 are the decoupled impedance and admittance matrices, which can be 

calculated as 

 

𝐙012(𝜔) = 𝐓 ∙ 𝐙(𝜔) ∙ 𝐓−1

=

⎣
⎢
⎢
⎡𝑍p(𝜔) + 2𝑍m(𝜔) 0 0

0 𝑍p(𝜔) − 𝑍m(𝜔) 0
0 0 𝑍p(𝜔) − 𝑍m(𝜔)⎦

⎥
⎥
⎤
 (2-18) 

 

𝐘012(𝜔) = 𝐓 ∙ 𝐘(𝜔) ∙ 𝐓−1

=

⎣
⎢
⎢
⎡𝑌p(𝜔) + 2𝑌m(𝜔) 0 0

0 𝑌p(𝜔) − 𝑌m(𝜔) 0
0 0 𝑌p(𝜔) − 𝑌m(𝜔)⎦

⎥
⎥
⎤
 (2-19) 

𝛄(𝜔) contains the propagation constants of different propagation channels. All voltages 
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and currents in Equation (2-16) are completely decoupled, and the general solution of 

𝐈012(𝑧, 𝜔) and 𝐔012(𝑧, 𝜔) can be given by: 

 
𝐈012(𝑧, 𝜔) = 𝑒−𝛄(𝜔)𝑧 ∙ 𝐈012

+ 0, 𝜔 − 𝑒𝛄(𝜔)𝑧 ∙ 𝐈012
− 0, 𝜔

𝐔012(𝑧, 𝜔) = 𝑒−𝛄(𝜔)𝑧 ∙ 𝐙C012(𝜔) ∙ 𝐈012
+ 0, 𝜔 + 𝑒−𝛄(𝜔)𝑧 ∙ 𝐙C012(𝜔) ∙ 𝐈012

− 0, 𝜔
 (2-20) 

where 𝐈012
+ (0) and 𝐈012

− 0  are the forward and back current waves at 0, respectively, and 

𝐙C012(𝜔) is the characteristic impedance matrix, which is defined as 

 𝐙C012(𝜔) = 𝐙012(𝜔) ∙ 𝐘012(𝜔)−𝟏 =
𝑍C0(𝜔) 0 0

0 𝑍C1(𝜔) 0
0 0 𝑍C2(𝜔)

 (2-21) 

where 𝐙C012(𝜔) describes the relationship between 𝐔012(𝑧, 𝜔) and 𝐈012(𝑧, 𝜔). 

Finally, 𝐈012(𝑧, 𝜔)  and 𝐔012(𝑧, 𝜔)  can be coupled to 𝐈(𝑧, 𝜔)  and 𝐔(𝑧, 𝜔)  via the 

inverse Karrenbauer phase-mode transformation. 𝐈(𝑧, 𝜔) and 𝐔(𝑧, 𝜔) can be calculated as 

 𝐈(𝑧, 𝜔) = 𝐓−1 ∙ 𝐈012(𝑧, 𝜔)

𝐔(𝑧, 𝜔) = 𝐓−1 ∙ 𝐔012(𝑧, 𝜔)
 (2-22) 

In summary, Telegrapher’s equations of the three-phase overhead line can be solved via 
a three-step procedure, as shown in Figure 2-4 (taking the calculation of the line currents 

𝐈(𝑧, 𝜔) as an example). First, modal transformations are applied to decouple these equations, 

resulting in decoupling currents 𝐈012 0, 𝜔  at 0. Then, the decoupled currents at any 

location are independent and can be calculated by multiplying the propagation constants 

𝛄(𝜔) and 𝐈012 0, 𝜔 . Finally, the line currents 𝐈(𝑧, 𝜔) are obtained via coupling 𝐈012 0, 𝜔  

via the inverse phase-mode transformation. 

 

Figure 2-4  Illustration of calculating line currents at any location of the three-phase overhead line via 
phase-mode transformation method. 

2）Propagation Channels in Three-Phase MV Overhead Line 
In the last subsection, the coupled three-phase voltages to ground and line currents are 

transformed into decoupled 0-, 1-, and 2-modal voltages and currents, respectively, which 
two distinct propagation channels can describe. Therefore, we can describe PD propagation 
in the three-phase overhead line with two distinct propagation characteristics, which depend 

on the diagonal elements (i.e., eigenvalues) of 𝐙012 and 𝐘012, referring to Equation (2-19). 

The first eigenvalues in 𝐙012 and 𝐘012 represent the phase-to-ground (PG) channel, equal 
to the sum of the voltages or currents of the three-phase conductors. The propagation 
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characteristics of the PG channel can be described by its propagation constant 𝛾PG(𝜔) and 

characteristic impedance 𝑍C,PG(𝜔), defined as 

 𝛾PG(𝜔) = 𝛾0(𝜔) = (𝑍p(𝜔) + 2𝑍m(𝜔))(𝑌p(𝜔) + 2𝑌m(𝜔)) (2-23) 

 𝑍C,PG(𝜔) = 𝑍C0(𝜔) =
⎷

𝑍p(𝜔) + 2𝑍m(𝜔)

𝑌p(𝜔) + 2𝑌m(𝜔)
 (2-24) 

Similarly, the other eigenvalues of 𝐙012 and 𝐘012 define the phase-to-phase (PP) 
propagation channel, subtraction between the voltages or currents of the three-phase 

conductors. The PP channel can be described by its propagation constant 𝛾PP(𝜔) and 

characteristic impedance 𝑍C,PP(𝜔), defined as 

 𝛾PP(𝜔) = 𝛾1(𝜔) = 𝛾2(𝜔) = (𝑍p(𝜔) − 𝑍m(𝜔))(𝑌p(𝜔) − 𝑌m(𝜔)) (2-25) 

 𝑍C,PP(𝜔) = 𝑍C1(𝜔) = 𝑍C2(𝜔) =
⎷

𝑍p(𝜔) − 𝑍m(𝜔)

𝑌p(𝜔) − 𝑌m(𝜔)
 (2-26) 

Since the duration of the PD signal is very short, its first pulse and reflections can 
always be separated by a time axis. If only the first arriving pulse is of interest, the modal 

currents 𝐈012
+

(𝑧, 𝜔) at 𝑧 can be calculated by 

 𝐈012
+

(𝑧, 𝜔) =
𝑒−𝛾PG(𝜔)𝑧 0 0

0 𝑒−𝛾PP(𝜔)𝑧 0
0 0 𝑒−𝛾PP(𝜔)𝑧

∙ 𝐈012
+ 0  (2-27) 

Taking 𝐈+(𝑧, 𝜔) = 𝐓−𝟏 ∙ 𝐈012
+

(𝑧, 𝜔) into Equation (2-27) results into 

 

𝐈+(𝑧, 𝜔) = 𝐓−𝟏 ∙
𝑒−𝛾PG(𝜔)𝑧 0 0

0 𝑒−𝛾PP(𝜔)𝑧 0
0 0 𝑒−𝛾PP(𝜔)𝑧

∙ 𝐓 ∙ 𝐈+ 0, 𝜔

=
1
3

𝑒−𝛾PG(𝜔)𝑧
1 1 1
1 1 1
1 1 1

+ 𝑒−𝛾PP(𝜔)𝑧
2 −1 −1

−1 2 −1
−1 −1 2

𝐈+ 0, 𝜔  
(2-28) 

where the PG and PP channels are separated and can be respectively described as 

 

⎩⎪
⎪
⎪
⎨
⎪
⎪
⎪⎧ 𝐼PG

+
(𝑧, 𝜔) =

1
3

𝐼𝑖
+(𝑧, 𝜔)

c

𝑖=a

=
1
3

𝑒−𝛾PG(𝜔)𝑧 𝐼𝑖
+ 0, 𝜔

c

𝑖=a

𝐈PP
+ (𝑧, 𝜔) =

⎣
⎢
⎢
⎡𝐼ab

+
(𝑧, 𝜔)

𝐼ac
+ (𝑧, 𝜔)

𝐼bc
+

(𝑧, 𝜔)⎦
⎥
⎥
⎤

=

⎣
⎢
⎢
⎡𝐼a

+(𝑧, 𝜔) − 𝐼b
+

(𝑧, 𝜔)

𝐼a
+(𝑧, 𝜔) − 𝐼c

+(𝑧, 𝜔)

𝐼b
+

(𝑧, 𝜔) − 𝐼c
+(𝑧, 𝜔)⎦

⎥
⎥
⎤

= 𝑒−𝛾PP(𝜔)𝑧𝐈PP
+ 0, 𝜔

 (2-29) 

where 𝐼a/b/c
+ (0, 𝜔)  are given by the induced three-phase PD currents 𝐈PD =

[𝐼a
+(0, 𝜔), 𝐼b

+(0, 𝜔), 𝐼c
+(0, 𝜔)]T at the PD source. 

In summary, the complex propagation characteristics of the three-phase overhead line 
can be represented by the propagation constants of the PG and PP channels, greatly 
simplifying the analysis. In other words, we can predict the change of the PD signal as long 

as the propagation constants (i.e., 𝛾PG(𝜔) and 𝛾PP(𝜔)) and characteristic impedances (i.e., 
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𝑍C,PG(𝜔) and 𝑍C,PP(𝜔)) of the PG and PP channels are obtained. 

2.2.2 Cascading Transmission Line Model 
The former paragraphs’ models and measurements apply to connections of overhead 

lines with uniform structures. In a distribution network, however, the geography always 
varies along the overhead line, e.g., the height of the overhead line or the conductivity and 
dielectric constant of the ground. To simplify the model of the non-uniform transmission line, 
the overhead line can be separated into multiple segments, in which each one can be 
identified as a uniform line. Each overhead segment can be modeled by the models presented 
in the former paragraph, and each segment can have different propagation characteristics. A 
cascade coupling of the single-segment models can be used to obtain a total overhead line 
model.  

One propagation channel (PG or PP) of a line segment can be characterized as a general 

two-port. One way of describing a general two-port is with a chain parameter 𝚯𝑘,𝑙(𝜔) or 

ABCD matrix [119]: 

 𝑈𝑘(𝑧, 𝜔)
𝐼𝑘(𝑧, 𝜔)

= 𝚯𝑘,𝑙(𝜔) ∙
𝑈𝑘(𝑧 + 𝑧𝑙, 𝜔)
𝐼𝑘(𝑧 + 𝑧𝑙, 𝜔)

 (2-30) 

where 𝑧𝑙 is the length of the 𝑙th line segment with the uniform structure, and 𝚯𝑘,𝑙(𝜔) 

characterizes the parameters of the 𝑘th propagation channel of the 𝑙th line segment and can 
be formulated as: 

 𝚯𝑘,𝑙(𝜔) =
cosh(𝛾𝑘,𝑙(𝜔)𝑧𝑙) 𝑍C𝑘sinh(𝛾𝑘,𝑙(𝜔)𝑧𝑙)

𝑍C𝑘
−1sinh(𝛾𝑘,𝑙(𝜔)𝑧𝑙) cosh(𝛾𝑘,𝑙(𝜔)𝑧𝑙)

 (2-31) 

where 𝛾𝑘,𝑙(𝜔) is the propagation constant of the 𝑘th propagation channel of the 𝑙th line 

segment. The impedance of one side of the two-port depends on the load impedance 

𝑍load,(𝑘,𝑙)(𝜔) at the other side. From Equations (2-30) and (2-31), the input impedance can 

be derived: 

 𝑍in,(𝑘,𝑙)(𝜔) =
𝑍load,(𝑘,𝑙)(𝜔)cosh 𝛾𝑘,𝑙(𝜔)𝑧𝑙 + 𝑍C,(𝑘,𝑙)(𝜔)sinh(𝛾𝑘,𝑙(𝜔)𝑧𝑙)

𝑍load,(𝑘,𝑙)(𝜔)𝑍C,(𝑘,𝑙)
−1 (𝜔)sinh 𝛾𝑘,𝑙(𝜔)𝑧𝑙 + cosh(𝛾𝑘,𝑙(𝜔)𝑧𝑙)

 (2-32) 

where 𝑍C,(𝑘,𝑙)(𝜔) is the characteristic impedance of the 𝑘th propagation channel of the 𝑙th 

line segment, and 𝑍load,(𝑘,𝑙)(𝜔) is equal to 𝑍in,(𝑘,𝑙+1)(𝜔) if the lth line segment is connected 

to (l+1)th line segment. Similarly, the output impedance can be characterized by the same 
equation as (2-32) as an overhead line is a symmetrical two-port. 

Each propagation channel of the non-uniform overhead line can be equivalent to a set of 
N cascade-coupled two-ports, which the total chain parameter matrix can describe: 

 𝚯T,𝑘(𝜔) = 𝚯𝑘,1(𝜔) ∙ 𝚯𝑘,2(𝜔) … ∙ 𝚯𝑘,𝑙(𝜔) … ∙ 𝚯𝑘,𝐿(𝜔) (2-33) 

where 𝐿  is the number of the line segments. Using 𝚯T,𝑘(𝜔)  and 𝑍load,(𝑘,𝑙)(𝜔) =

𝑍in,(𝑘,𝑙+1)(𝜔), the total input impedance of this total system with load 𝑍load,𝑘 at the output is 

defined as: 
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 𝑍in,(𝑘,𝑙)(𝜔) =
𝑍load,𝑘,𝑙(𝜔)ΘT,𝑘(1,1) + ΘT,𝑘(1,2)

𝑍load,𝑘,𝑙(𝜔)ΘT,𝑘(2,1) + ΘT,𝑘(2,2)
 (2-34) 

where ΘT,𝑘(𝑖, 𝑗) represents the ith row and jth column of matrix 𝚯T,𝑘. Using these equations, 

the whole overhead line with multiple non-uniform segments can be characterized and 
incorporated into the (numerous) reflections. However, the PD signal is a pulse with a very 
short period leading to the first pulse, and its reflections are always separated by time axis. If 
only the first arriving pulse is of interest, the propagation of the PD pulse can be expressed in 
a more straightforward formulation as 

 𝐻𝑘(𝜔) = 𝑒−𝛾𝑘,𝑙(𝜔)𝑧𝑙𝑇𝑘, 𝑙→𝑙+1

𝐿

𝑙=1

(𝜔) (2-35) 

where 𝐻𝑘 is the transform function of the kth propagation channel of the while overhead 

line, and 𝑇𝑘, 𝑙→𝑙+1  is the refraction coefficient in the joint between the lth and (l+1)th line 

segments, and it can be formulated as: 

 𝑇𝑘, 𝑙→𝑙+1 (𝜔) =
2𝑍C,(𝑘,𝑙+1)(𝜔)

𝑍C,(𝑘,𝑙+1)(𝜔) + 𝑍C,(𝑘,𝑙)(𝜔)
 (2-36) 

where 𝑍C,(𝑘,𝐿+1)(𝜔) (i.e., 𝑙 = 𝐿) is equal to the load impedance 𝑍load,𝑘(𝜔) It can be 

observed that the output current or voltage of the non-uniform overhead line is up to the 

propagation coefficients 𝛾𝑘,𝑙(𝜔), distances 𝑧𝑙, and the refraction coefficients 𝑇𝑘,(𝑙→𝑙+1)(𝜔) 

at the joints. 

2.2.3 Frequency-Dependent Transmission Line Parameters 
The transmission line parameters of the three-phase MV overhead line are 

frequency-dependent due to the effects of the skin effects in overhead conductors and ground 
plane [120], leading to frequency-dependent propagation characteristics of the transmission 
line model. The frequency-dependent features are non-negligible for the PD signal since it 
has a wide frequency band from DC to tens of MHz. This subsection will derive the 
frequency-dependent propagation constants of a typical three-phase MV overhead line, as 
shown in Figure 2-5. 

1）Impedance Parameters 
Figure 2-6 describes the schematic diagram of impedance parameter calculation. Based 

on Carson’s formula [121], the depth 𝐷G(𝜔) of complex penetration in the ground is 
defined as 

 𝐷G(𝜔) =
𝜌G

𝑗𝜔𝜇
 (2-37) 

where 𝜌G denotes the resistivity of the earth (e.g., 𝜌G ≈ 100Ω ∙ m in [122]); 𝜇 is the 

permeability of vacuum (𝜇 = 4𝜋 × 10−7H/m);  

Similarly, the penetration depth 𝐷al(𝜔) of the overhead conductors is defined as 
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Figure 2-5  Typical structure of MV three-phase overhead lines. 

 

Figure 2-6  Impedance parameter calculation scheme 

 𝐷al(𝜔) =
𝜌al

𝜔𝜇
 (2-38) 

where 𝜌al denotes the resistivity of the aluminum conductors (𝜌al ≈ 2.7 × 10−8 S/m).  

For overhead conductors, their self-impedance 𝑍𝑝(𝜔) can be calculated as 

 𝑍p(𝜔) =
𝜌al

2𝜋𝑟𝐷al(𝜔)
+

𝑗𝜔𝜇

2𝜋
ln 

2(ℎ + 𝐷G(𝜔))

𝑟
 (2-39) 

The first term in Equation (2-39) is the alternative-current resistance of the overhead 
conductors, and the second term contains the self-inductance of the overhead conductors and 

the resistance of the ground; 𝑟 is the radius of the aluminum conductors, and ℎ is the 
height of the conductors above the ground. 

The mutual impedance 𝑍m(𝜔) in per-unit length between conductors is approximately 
given by 
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𝑍m(𝜔) ≈
1
3

𝑍ab(𝜔) + 𝑍ac(𝜔) + 𝑍bc(𝜔)

=
𝑗𝜔𝜇

3𝜋
ln

4 ℎ + 𝐷G(𝜔) 2 + 𝑑2

𝑑
+

𝑗𝜔𝜇

6𝜋
ln

ℎ + 𝐷G(𝜔) 2 + 𝑑2

𝑑
 

(2-40) 

where 𝑍ab/ac/bc(𝜔) is the mutual impedance between phases A, B, and C, and 𝑑 is the 

distance between the conductors. 

2）Admittance Parameters 

Figure 2-7 describes the schematic diagram of admittance parameter calculation. 
Generally, the air’s conductance value is far less than its susceptance so that it can be ignored. 
The electric potential parameter can calculate the susceptance parameter [119]. The 
self-potential parameter of overhead (covered) conductors can be calculated as 

 𝑃p =
1

2𝜋𝜀0
ln

2ℎ
𝑅

+
1

2𝜋𝜀1
ln

𝑅
𝑟

 (2-41) 

where ε = 8.854 × 10−12 H/m is the vacuum dielectric constant, 𝑅 is the radius of the 

covered conductor, and 𝜀1 ≈ 2.3ε is the dielectric constant of the XLPE insulation layer. 
The above formula assumes the insulation layer does change the electric field distribution in 

the air medium, causing it to work only if ℎ is much larger than 𝑅 and 𝑟. 

 

Figure 2-7 Admittance parameter calculation scheme 

The mutual potential parameters 𝑃ab(𝜔) and 𝑃ac(𝜔) between phase conductors can be 
calculated as 

 𝑃ab(𝜔) =
1

2𝜋𝜀0
ln

√4ℎ2 + 𝑑2

𝑑
 (2-42) 

 𝑃ac(𝜔) =
1

2𝜋𝜀0
ln

√4ℎ2 + 4𝑑2

2𝑑
 (2-43) 

Since 𝑑 is much smaller than ℎ for the MV overhead line, 𝑃m can be approximately 
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defined as 

 𝑃m ≈
1
3

𝑃ab(𝜔) + 𝑃ac(𝜔) + 𝑃bc(𝜔)  (2-44) 

As the formulation of calculating 𝑃p and 𝑃m assumes the insulation layer does change 

the electric field distribution in the air medium, causing it to work only if ℎ and 𝑑 are 

much larger than 𝑅 and 𝑟. 

The admittance matrix can be calculated from 𝑃p and 𝑃m [119], resulting into 

 

⎩
⎪
⎪
⎨
⎪
⎪
⎧𝑌p(𝜔) = 𝑗𝜔

𝑃p + 𝑃
m

𝑃p
2 + 𝑃p𝑃m − 2𝑃m

2

𝑌m(𝜔) = 𝑗𝜔
−𝑃m

𝑃p
2 + 𝑃p𝑃m − 2𝑃m

2

 (2-45) 

In the above formulations for calculating 𝑃p and 𝑃m, the effect of the XLPE layer is 

approximated. To validate the feasibility of this approximation, a simulation experiment is 
carried out in CMOSOL, a finite element analysis software. This software allows us to 

numerically calculate 𝑃p and 𝑃m of the three-phase overhead line with very high accuracy 

(e.g., the relative error is set to less than 0.001 in this simulation). Figure 2-8 and Figure 2-9 
show the comparison results between COMSOL simulations and the proposed 
approximation formulations. It can be observed that the errors between the COMSOL 

simulation and the proposed formulations gradually become more significant as 𝑟 increases. 

Nevertheless, the errors can be ignored as if 𝑟 is much smaller than the height and spacing 

of the overhead conductors, i.e., 𝑟 < 0.05  m. This demonstrates that the proposed 

formulations can accurately describe the MV overhead lines since their radius (i.e., a few 
centimeters) is always much smaller than their height and spacing (i.e., a few or ten meters). 

 

Figure 2-8  Relative error of the self-potential parameters between the developed formulation and the 

COMSOL simulation, with varying 𝑟 (𝑅 = 2𝑟, ℎ =12 m, 𝑑 =0.4 m, and 𝜌G=100 Ω ∙ m. 
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Figure 2-9  Relative error of the mutual potential parameters between the developed formulation and the 

COMSOL simulation, with varying 𝑟 (𝑅 = 2𝑟, ℎ =12 m, 𝑑 =0.4 m, and 𝜌G=100 Ω ∙ m). 

3）Propagation Differences Between Phase-to-Ground and Phase-to-Phase channels 
According to Equation (2-23) and (2-25), the propagation constants of the PG and PP 

channels are given as 

 𝛾PG(𝜔) = (𝑍p(𝜔) + 2𝑍m(𝜔))(𝑌p(𝜔) + 2𝑌m(𝜔)) = 𝛼PG(𝜔) + j𝛽PG(𝜔) (2-46) 

 𝛾PP(𝜔) = (𝑍p(𝜔) − 𝑍m(𝜔))(𝑌p(𝜔) − 𝑌m(𝜔)) = 𝛼PP(𝜔) + j𝛽PP(𝜔) (2-47) 

where 𝛼PG(𝜔) and 𝛼PP(𝜔) are the real parts of 𝛾PG(𝜔) and 𝛾PP(𝜔), respectively, and they 
are named as the attenuation coefficients, which represent the energy loss characteristics of 

PD propagation in the corresponding channel; 𝛽PG(𝜔) and 𝛽PP(𝜔) are the imaginary parts 

of 𝛾PG(𝜔) and 𝛾PP(𝜔), respectively, and they are named phase constants, which character 

the phase shift of PD propagation in the corresponding channel. Accordingly, the phase 

velocities 𝑣PG(𝜔) and 𝑣PP(𝜔) of the PG and PP channels are defined as 

 𝑣PG(𝜔) =
𝜔

𝛽PG(𝜔)
 (2-48) 

 𝑣PP(𝜔) =
𝜔

𝛽PP(𝜔)
 (2-49) 

Considering the structure and electrical parameters of the typical MV three-phase 
overhead line, Figure 2-10 displays the frequency-dependent attenuation coefficients and 
phase velocities of a 10-kV overhead line’s PG and PP channels via the developed analytical 
model and the simulation experiment in PSCAD. To sum up, 

(1) The results of the developed analytical formulations are almost the same as those of 
the simulation experiment in PSCAD, verifying the accuracy and feasibility of the 
developed approximate formulations for calculating the impedance and admittance 
parameters. 

(2) Both attenuation coefficients 𝛼PG(𝜔)  and 𝛼PP(𝜔)  increase as the frequency 

increases, which will lead to the energy loss of the PD signal when propagating in 
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the MV overhead line. The attenuation coefficient 𝛼PG(𝜔) of the PG channel is 

significantly larger than that of the PP channel, causing the PG-modal of the PD 
signal to attenuate faster and cannot propagate a long distance. This implies that 
detecting PD in MV overhead lines is better by analyzing the PP voltages and 
currents (i.e., the PP-modal signal). 

(3) Both the velocities 𝑣PG(𝜔) and 𝑣PP(𝜔) increase as the frequency increases, leading 

to dispersion of the PD signal when propagating in the MV overhead line. The 

gradient of the phase velocity 𝑣PG(𝜔) of the PG channel is significantly larger than 

that of the PP channel, causing more severe dispersion. Moreover, the significant 

variation of 𝑣PG(𝜔) can pose a difficulty in choosing the correct velocity value in 

PD localization, which strongly depends on PD signal characteristics. In contrast, the 
velocity variation of the PP channel is much smaller than that of the PG channel, 
easing the velocity value setting in PD localization. 

   

(a)                               (b) 

Figure 2-10  Attenuation coefficients (a) and propagation velocities (b) of the PG and PP channels of 

three-phase bare overhead lines (ℎ=12 m, 𝑑=0.4 m, 𝑟=0.004 m, 𝜌G=100 Ω ∙ m, and 𝑅=0.004 m). 

Figure 2-11 compares propagation constants between three-phase covered and bare 
conductors. It can be observed that the XLPE layer hardly affects the attenuation coefficients 
of the PG and PP channels. However, it significantly decreases the propagation velocities of 
the PG and PP channels. The decrease in propagation velocity of the PP channel is 
considerably more significant than that of the PG channel. 

Figure 2-12 collects the waveforms of the line, PG-channel, and PP-channel currents of 
a real PD signal in a 10-kV three-phase overhead line. The PD signal was detected via two 
high-frequency transformers mounted at 0 m and 3784 m away from a fouling PD-affect 
insulator connected to phase conductor A. In Figure 2-12(a), it can be observed that at the 

PD source, the signal magnitude in the PG channel (i.e., 𝑖𝑎 + 𝑖𝑏 + 𝑖𝑐) is almost equal to that 

in the PP channel (i.e., 𝑖𝑎 − 𝑖𝑏 or 𝑖𝑎 − 𝑖𝑐). In Figure 2-12(b), at a 3784-m distance from the 

PD source, the amplitude of 𝑖𝑎 is approximately two times that of 𝑖𝑏 or 𝑖𝑐; the polarity of 

𝑖𝑎 is opposite to 𝑖𝑏 and 𝑖𝑐; the signal magnitude in the PP channel is still significant while 
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that in the PG channel is almost equal to zero. Comparing Figure 2-12(a) with (b), it can be 
observed that the PD signal becomes more “short” (due to attenuation) and “fat” (due to 
dispersion) as the signal in the PG channel can propagation a significantly shorter distance 
than that in PP channel since the attenuation in PG channel is considerably more severe. 

   

(a)                                     (b) 

Figure 2-11  Attenuation coefficients (a) and propagation velocities (b) of the PG and PP channels 

between three-phase covered (𝑅=0.008 m) and bare (𝑅=0.004 m) overhead lines. (ℎ=12 m, 𝑑=0.4 m, 

𝑟=0.004 m, 𝜌G=100 Ω ∙ m) 

 

(a) 

 

(b) 

Figure 2-12 Time-domain waveforms of line, PG-channel, and PP-channel currents of a real PD signal 
detected at 0 m and 3784 away from the PD-affected fouling insulator in phase conductor A. 
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4）Simulation Analysis: Effect of Line Parameters on Propagation Constants 
A simulation experience was carried out to understand the effect of the physical 

parameters of the MV three-phase overhead line on its propagation characteristics based on 
the developed models. Figure 2-13, Figure 2-14, Figure 2-15, Figure 2-16, and Figure 2-17 
collect the simulation results of the attenuation coefficients and propagation velocities of the 

PG and PP channels with varying ℎ, 𝑑, 𝑟, 𝜌G, and 𝑅, respectively, which will be discussed 
in the followings. 

In Figure 2-13(a), it can be observed that the attenuation coefficient 𝛼PG(𝜔) of the PG 

channel decreases as the height ℎ of the overhead line increases. The decrement of 𝛼PG(𝜔) 
becomes more significant as the frequency increases. In contrast, the attenuation coefficient 

𝛼PP(𝜔) of the PP channel is hardly affected by ℎ, as shown in Figure 2-13(b). In Figure 

2-13(c), it can be observed that the propagation velocity 𝑣PG(𝜔) of the PG channel becomes 

larger as ℎ increases. The increment of 𝑣PG(𝜔) becomes smaller as the frequency increases. 

In contrast, the propagation velocity 𝑣PP(𝜔) of the PG channel is hardly affected by ℎ, as 
shown in Figure 2-13(d). 

   

(a)                                    (b) 

    

(c)                                    (d) 

Figure 2-13  Effect of ℎ on the propagation constants of the PG and PP channels (𝑑=0.4 m, 𝑟=0.004 m, 

𝜌G=100 Ω ∙ m, and 𝑅=0.008 m): (a) 𝛼PG(𝜔); (b) 𝛼PP(𝜔); (c) 𝑣PG(𝜔); (d) 𝑣PP(𝜔). 
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In Figure 2-14(a), it can be observed that the attenuation coefficient 𝛼PG(𝜔) of the PG 

channel slightly increases as the distance 𝑑  between the overhead phase conductors 

increases. In contrast, the attenuation coefficient 𝛼PP(𝜔) of the PP channel slightly decreases 

as 𝑑 increases, as shown in Figure 2-14(b). In Figure 2-14(c), it can be observed that the 

propagation velocity 𝑣PG(𝜔) of the PG channel slightly decreases as 𝑑  increases. The 

decrement of 𝑣PG(𝜔)  becomes smaller as the frequency increases. In contrast, the 

propagation velocity 𝑣PP(𝜔) of the PG channel slightly increases as 𝑑 increases, as shown 
in Figure 2-14(d). 

In Figure 2-15(a), it can be observed that the attenuation coefficient 𝛼PG(𝜔) of the PG 

channel is hardly affected by the radius 𝑟 . In contrast, the PP channel’s attenuation 

coefficient 𝛼PP(𝜔) of the PP channel significantly decreases as 𝑟 increases, as shown in 

Figure 2-15(b). In Figure 2-15(c), it can be observed that the propagation velocity 𝑣PG(𝜔) 

of the PG channel slightly decreases as 𝑑 increases. The decrement of 𝑣PG(𝜔) becomes 

smaller as the frequency increases. In contrast, the propagation velocity 𝑣PP(𝜔) of the PG 

channel slightly increases as 𝑑 increases, as shown in Figure 2-15(d). 

    

(a)                                    (b) 

    
(c)                                    (d) 

Figure 2-14 Effect of 𝑑 on the propagation constants of the PG and PP channels (ℎ=12 m, 𝑟=0.004 m, 

𝜌G=100 Ω ∙ m, and 𝑅=0.008 m): (a) 𝛼PG(𝜔); (b) 𝛼PP(𝜔); (c) 𝑣PG(𝜔); (d) 𝑣PP(𝜔). 
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(a)                                    (b) 

    

(c)                                    (d) 

Figure 2-15  Effect of 𝑟 on the propagation constants of the PG and PP channels (ℎ=12 m, 𝑑=0.4 m, 

𝜌G=100 Ω ∙ m, and 𝑅=0.008 m): (a) 𝛼PG(𝜔); (b) 𝛼PP(𝜔); (c) 𝑣PG(𝜔); (d) 𝑣PP(𝜔). 

In Figure 2-16(a), it can be observed that the attenuation coefficient 𝛼PG(𝜔) of the PG 

channel becomes more significant as the resistivity 𝜌G of the earth increases. The increment 

of 𝛼PG(𝜔)  is significantly more critical as the frequency increases. In contrast, the 

attenuation coefficient 𝛼PP(𝜔) of the PP channel is hardly affected by 𝜌G, as shown in 

Figure 2-16(b). In Figure 2-16(c), it can be observed that the propagation velocity 𝑣PG(𝜔) of 

the PG channel becomes significantly smaller as 𝜌G increases. In contrast, the propagation 

velocity 𝑣PP(𝜔) of the PP channel is hardly affected by 𝜌G, as shown in Figure 2-16(d). 
In Figure 2-17(a) and (b), it can be observed that the attenuation coefficients of the PG 

and PP channels are hardly affected by the thickness of the XLPE layer. In Figure 2-17(c), it 

can be observed that the propagation velocity 𝑣PG(𝜔)  of the PG channel becomes 
significantly smaller as the thickness of the XLPE layer increases. Similarly, the propagation 

velocity 𝑣PP(𝜔) of the PP channel becomes considerably smaller as the thickness of the 
XLPE layer rises, as shown in Figure 2-17(d). 

In summary, the propagation characteristics of the PG channel strongly depend on ℎ 
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and 𝜌G, but are insensitive to 𝑑 and 𝑟; the propagation characteristics of the PP channel  

strongly depend on 𝑟 but are not sensitive to ℎ, 𝑑, and 𝜌G. Moreover, the propagation 
velocities of PG and PP channels are sensitive to the thickness of the XLPE layer. Based on 
the conclusion, it can be inferred that: 

(1) The PD signal in the PG channel is susceptible to ℎ and 𝜌G, which are always 

varying along the overhead line due to the non-uniform geography, leading to 
complex influences on the signal features. The results can pose a significant 
challenge to diagnosing PD characteristics of the MV overhead distribution network. 

(2) In contrast, the PD signal in the PP channel is hardly influenced by the surrounding 
environment (i.e., the line height and the ground resistivity), causing the PD signal in 
any location to be easier estimated, which mainly depends on the radius of the 
overhead conductors. In other words, The PD signal in the PP channel can more 
robustly reveal the features of the PD source, e.g., the magnitude, location, and 
waveform. Therefore, PD detection by analyzing the PP-modal signal can be better. 

    

(a)                                    (b) 

    

(c)                                    (d) 

Figure 2-16  Effect of 𝜌G on the propagation constants of the PG and PP channels (ℎ=12 m, 𝑑=0.4 m, 

𝑟=0.004 m, and 𝑅=0.008 m): (a) 𝛼PG(𝜔); (b) 𝛼PP(𝜔); (c) 𝑣PG(𝜔); (d) 𝑣PP(𝜔). 
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(a)                                    (b) 

    

(c)                                    (d) 

Figure 2-17 Effect of 𝑅 on the propagation constants of the PG and PP channels (ℎ=12 m, 𝑑=0.4 m, 

𝑟=0.004 m, and 𝜌G=100 Ω ∙ m): (a) 𝛼PG(𝜔); (b) 𝛼PP(𝜔); (c) 𝑣PG(𝜔); (d) 𝑣PP(𝜔). 

5）Propagation Constants Measurement Method 
Besides the developed analytical model, the propagation constants can be measured via 

the time-domain reflection method. The time-domain reflection method is a common 
technique used to measure the propagation constant of transmission lines. The principle 
behind this method is based on the fact that when a signal is transmitted along a transmission 
line, it shows a reflection at any point where there is a change in the characteristic 
impedance of the line [54]. These reflections result in echoes that can be detected and 
analyzed to determine the transmission line’s properties. To use the time-domain reflection 
method to measure the propagation constant of a transmission line, a test signal is first sent 
down the line from the source side. The signal propagates along the line until it encounters 
an impedance mismatch, causing a portion of the signal to be reflected towards the source. 
This reflected signal travels back along the line toward the source, interacting with the 
original signal. By analyzing the interaction between the original signal and the reflected 
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signal, it is possible to determine the transmission line’s properties, including its 
characteristic impedance, propagation constant, and the location of any impedance 
mismatches along the line. The propagation constants of the PG and PP channels can be 
calculated as 

 𝛾PG(𝜔) = −
1

2℘
ln 

𝐼a
− 0, 𝜔 + 𝐼b

− 0, 𝜔 + 𝐼c
− 0, 𝜔

𝐼a
+ 0, 𝜔 + 𝐼b

+ 0, 𝜔 + 𝐼c
+ 0, 𝜔

 (2-50) 

 

𝛾PP(𝜔) = −
1

2℘
ln 

1
3

𝐼a
− 0, 𝜔 − 𝐼b

− 0, 𝜔

𝐼a
+ 0, 𝜔 − 𝐼b

+ 0, 𝜔
+

𝐼b
− 0, 𝜔 − 𝐼c

− 0, 𝜔

𝐼b
+ 0, 𝜔 − 𝐼c

+ 0, 𝜔

+
𝐼a

− 0, 𝜔 − 𝐼c
− 0, 𝜔

𝐼a
+ 0, 𝜔 − 𝐼c

+ 0, 𝜔
 

(2-51) 

where 𝐼a/b/c
+ 0, 𝜔  and  𝐼a/b/c

− 0, 𝜔  the forward and backward currents of phase conductor 

A, B, and C at the location of the PD detectors, respectively, and ℘ is the distance between 
the PD detectors and the open end. The time-domain reflection method measures the time 
delay and amplitude of these reflections and uses this information to calculate the 
propagation constant of the transmission line. 

A laboratory experiment was conducted to measure the propagation of the overhead 
covered conductor line, as shown in Figure 2-18. The physical parameters of a 100-m 
three-phase overhead line are listed in Table 2-1. A pulse generator was mounted on the start 
side of the overhead line, and it can generate a single-polarity pulse. Three PD detectors (i.e., 

high-frequency current transformers) are mounted 50 m (i.e., ℘ = 50 m) from the start. The 

end side of the overhead line is open. 

 

Figure 2-18  Layout of the pulse generator and PD detectors for the propagation parameter measurement 
of a three-phase overhead line via the time-domain reflection method. 

Figure 2-19 collects the waveforms of PP and PG channels, which are calculated via the 
current waveforms of three-phase PD detectors. It can be observed that the attenuation and 
dispersion phenomenon in the PG channel is more significant than that in the PP channel. To 
further distinguish their difference, the two channels’ attenuation coefficients and 
propagation velocities are calculated via Equations (2-46)-(2-51). Moreover, the analytical 
attenuation coefficients and propagation velocities were also calculated via Equations 
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(2-37)-(2-49), as shown in Figure 2-20. It is essential to point out that the amplitude of both 
ends of the original and reflected signals should be the same to avoid truncation errors; 
moreover, each lot of the truncated signals is supplemented with 2000 sampling points of 
amplitude 0 V to improve the resolution in the frequency domain analysis. It can be observed 
that the measured results are consistent with the simulated analytical results, demonstrating 
the effectiveness of the developed models of a three-phase overhead line; the attenuation 
coefficients of the PG channel are more significant than that of the PP channel; the 
propagation velocities of PG channel are significantly less than that of PP channel, and they 
are sensitive to frequency. 

Table 2-1 Physical parameters of the three-phase overhead CC line 

Parameter values Description 

𝐿 100 m The length of the overhead conductors 

ℎ 1.5 m 
The average height of the overhead 

conductors 

𝑟 0.0048 m 
The radius of the bare overhead 

conductors 

𝑅 0.0082 m 
The radius of the covered overhead 

conductors 

𝑑 0.3 m 
The distance between the overhead 

conductors 
𝜌𝐺 138 Ω · m The resistivity of the earth 

𝜌al 2.7 × 10−8 S/m 
The resistivity of the aluminum 

conductors 
𝜀 8.854 × 10−12 H/m The permittivity of the air 
𝜇 4π × 10−7 H/m The permeability of the air 

 

2.3 Influence of Alongside Towers: Reflections and Refractions 

The PD signal’s frequency components of interest are up to tens of MHz in overhead 
distribution networks. In such a frequency range, the stray parameters of the alongside 
towers cannot be ignored, unlike the fault transients with a center frequency of tens of kHz 
[123]. Therefore, modeling the effect of the alongside apparatuses is crucial for accurately 
describing the PD propagation characteristics in the overhead distribution network. However, 
to our best knowledge, no published paper or materials has ever discussed or presented the 
influence of the MV towers on a signal (i.e., PD signal) with frequency components of tens 
of MHz (as shown in Figure 2-3). Accordingly, this section focuses on modeling the MV 
towers in the frequency range from DC to MHz. This section first describes the 
high-frequency equivalent circuit of four typical towers by modeling their detailed 
components. Finally, the time-domain reflection method based on the non-invasive inductive 
pulse injection technique is presented to measure the equivalent circuit parameters of the 
towers, and the accuracy of developed models for the towers is validated via field 
measurements. 
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Figure 2-19  Current waveforms of the PG and PP channels in the three-phase overhead covered 
conductor line. 

 
(a) 

 
(b) 

Figure 2-20  Results of attenuation coefficients (a) and propagation velocities (b) of the 100-m 10-kV 
three-phase overhead covered conductors in the laboratory. 

2.3.1 Genetic Model of Alongside Towers 
The tower’s influence on PD propagation can generally be described via a 3 × 3 state 

transform matrix 𝚽tower(ω) , as shown in Figure 2-21. The line currents 𝐈out(𝑧, ω) =

𝐼𝑎,out(𝑧, 𝜔), 𝐼𝑏,out(𝑧, 𝜔), 𝐼𝑐,out(𝑧, 𝜔) T after the tower can be defined as 

 𝐈out(𝑧, ω) = 𝚽tower(ω) ∙ 𝐈in(𝑧, ω) (2-52) 
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where 𝐈in(𝑧, ω) = 𝐼𝑎,out(𝑧, 𝜔), 𝐼𝑏,out(𝑧, 𝜔), 𝐼𝑐,out(𝑧, 𝜔) T is the line currents before the tower. 

In the following subsection, we will derive the formulas of the state transform matrices. 

 

Figure 2-21  State transform matrix of the tower. 

Since the sizes of the alongside apparatuses on the tower are significantly smaller than 
the wavelength corresponding to the concerned frequency components (i.e., < 50 MHz) in 
the PD signal, the symmetrical tower can be modeled as a lumped-parameter circuit, which 

can be described as via the impedance and admittance matrices 𝐙tower and 𝐘tower as 

 𝐙tower =

⎣
⎢
⎢
⎡𝑍′𝑝 𝑍′𝑚 𝑍′𝑚

𝑍′𝑚 𝑍′𝑝 𝑍′𝑚

𝑍′𝑚 𝑍′𝑚 𝑍′𝑝 ⎦
⎥
⎥
⎤
 (2-53) 

 𝐘tower =

⎣
⎢
⎢
⎡𝑌′𝑝 𝑌′𝑚 𝑌′𝑚

𝑌′𝑚 𝑌′𝑝 𝑌′𝑚

𝑌′𝑚 𝑌′𝑚 𝑌′𝑝 ⎦
⎥
⎥
⎤
 (2-54) 

where 𝑍′𝑝 and 𝑍′𝑚 denote the self- and mutual impedances of the phase conductors, 

respectively, and 𝑌′𝑝 and 𝑌′𝑚 represent the self- and mutual admittances of the phase 

conductors, respectively. Since the non-diagonal elements (i.e., 𝑍′𝑚 and 𝑌′𝑚) of 𝐙tower 

and 𝐘tower  are non-zero, leading to the coupling between the line currents. Like the 

three-phase transmission line, 𝐙tower and 𝐘tower can be decoupled via the Karrenbauer 

phase-mode transformation. The decoupled impedance and admittance matrices 𝐙tower012 

and 𝐘tower012 can be calculated as 

 

𝐙tower012 =
⎣
⎢
⎢
⎡𝑍′PG 0 0

0 𝑍′PP 0
0 0 𝑍′PP⎦

⎥
⎥
⎤

= 𝐓 ∙ 𝐙tower ∙ 𝐓−1

=
⎣
⎢
⎢
⎡𝑍′𝑃 + 2𝑍′𝑚 0 0

0 𝑍′𝑃 − 𝑍′𝑚 0
0 0 𝑍′𝑃 − 𝑍′𝑚⎦

⎥
⎥
⎤
 

(2-55) 

 

𝐘tower012 =
⎣
⎢
⎢
⎡𝑌′PG 0 0

0 𝑌′PP 0
0 0 𝑌′PP⎦

⎥
⎥
⎤

= 𝐓 ∙ 𝐘tower ∙ 𝐓−1

=
⎣
⎢
⎢
⎡𝑌′𝑃 + 2𝑌′𝑚 0 0

0 𝑌′𝑃 − 𝑌′𝑚 0
0 0 𝑌′𝑃 − 𝑌′𝑚⎦

⎥
⎥
⎤
 

(2-56) 
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where 𝑍′PG and 𝑍′PP denote the impedances in the PG and PP channels, respectively, and 

𝑌′PG and 𝑌′PP represent the admittances in the PG and PP channels, respectively. Since the 
PG and PP channels are decoupled, a two-conductor Peterson’s equivalent circuit can be 
used to calculate the reflection and refraction coefficients of any one channel, as shown in 
Figure 2-22, taking the PG channel as an example. The reflection and refraction coefficients 

TPG and ΓPG can be defined as 

 𝑇PG = 2

1
𝑌′PG

//𝑍C,PG

𝑍C,PG + 𝑍′PG + 1
𝑌′PG

//𝑍C,PG

 (2-57) 

 𝛤PG =
𝑍C,PG − 𝑍′PG − 1

𝑌′PG
//𝑍C,PG

𝑍C,PG + 𝑍′PG + 1
𝑌′PG

//𝑍C,PG

 (2-58) 

where 𝑍C,PG is the PG-channel characteristics impedance of the three-phase overhead line. 

Similarly, the reflection and refraction coefficients TPP and ΓPP in the PP channel can be 
obtained as the same in the PG channel. 

If only the first PD pulse is of interest, the decoupled state transform matrix 

𝚽tower012(ω) can be defined as 

 𝚽tower012(ω) =
𝑇PG 0 0

0 𝑇PP 0
0 0 𝑇PP

 (2-59) 

Accordingly, the coupled state transform matrix can be obtained via the inverse 
Karrenbauer phase-mode transformation, and it can be calculated as 

 𝚽tower(ω) = 𝐓−1 ∙ 𝚽tower012(ω) ∙ 𝐓 (2-60) 

 

Figure 2-22  Peterson’s equivalent circuit of the PG channel at the tower. 

2.3.2 Equivalent Circuits of Tower Models 
In the MV overhead distribution network, the towers can be divided into four categories: 

supporting tower, branch tower, transformer tower, and breaker tower. These towers 
comprise multiple power apparatuses, including insulators, arresters, power transformers, 
potential transformers, current transformers, breakers, etc. The tower models can be obtained 
by combining models of the power apparatuses. This subsection first presents the models of 
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the power apparatuses in the PG and PP channels. Then, the simplified models for the four 
typical towers are developed. Finally, the measurement experiments were carried out to 
validate the effectiveness of the developed tower models. 

1）Simplified Equivalent Circuits of Shunt or Series Apparatuses on Towers 
The MV overhead distribution network includes a mass of alongside apparatuses, which 

can generally be divided into two categories: the shunt apparatuses and the series 
apparatuses. The shunt apparatuses include insulators, arrestors, power transformers, and 
potential transformers; the series consists of breakers, current transformers, and connecting 
lines. Table 2-2 collects the simplified three-phase equivalent circuit models of these 
apparatuses and equivalent circuits in PG and PP channels. Details of the models are 
described as follows. 

Table 2-2  Simplified equivalent circuits of the alongside apparatuses 

Types 
Power 

apparatuses 
Simplified three-phase 

equivalent circuit 
Equivalent circuit in 

PG mode 

Equivalent 
circuit in PP 

mode 

Shunt 
apparatuses 

Insulator 

 

 
(neutral 

grounding) 

/ 
(ungrou

-nding)  
(neutral 

grounding or 

ungrounding) 

Arrestor 

Power or 
potential 

Transformer 
 

Series 
apparatuses 

Breaker 

   

Current 
Transformer 

Connecting 
line 

 
The insulators and arrestors connect the tower’s overhead line and metal cross-arm. 

Insulators support the overhead line from the ground; arrestors protect the overhead line and 
other apparatuses from lightning and system transient overvoltage. Generally, they can be 
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equivalent to a capacitance for the high-frequency PD signal. If the metal cross-arm 
connected to the insulators is connected to the ground, the value of the equivalent 
capacitance in the PG channel is equal to that of the PP channel; if not, the value of the 
equivalent capacitance in the PG channel is equal to zero. 

Power or potential transformers in the overhead distribution network are always 
mounted on the middle and ends of the system. In China, almost all transformers are 
connected to the three-phase MV overhead line via Delta Connection; the equivalent circuit 

of the transformers can be modeled as shown in Table 2-2. 𝑅1, 𝑅2, 𝐿1, and 𝐶3 denote the 
equivalent circuit of the interphase windings; 𝐶2 denote the phase to ground capacitance. 
The transformer can be identical to the capacitance 𝐶2 in the PG channel, while it needs to 

be described by 𝑅1, 𝑅2, 𝐿1, 𝐶2, and 𝐶3 in the PP channel. 
The series apparatuses, including breakers, current transformers, and connection lines, 

can generally be equivalent to a π-type circuit, as shown in Table 2-2. 𝐶4 and 𝐶5 are used 

to describe the input or output self- or mutual capacitances, 𝐿2 and 𝐿3 are used to describe 

the self- or mutual inductances. The series apparatuses can be characterized by 𝐶4, 𝐶5, 𝐿2, 

and 𝐿3 in PP and PG channels. 

2）Equivalent Circuits of Four Typical Towers 
The overhead distribution network always consists of three-phase overhead lines and 

towers. In general, the towers can be divided into four categories: support towers, branch 
towers, transformer towers, and breaker towers. Each tower includes one or multiple types of 
apparatuses. The equivalent circuits of these towers are developed based on the equivalent 
circuits of the apparatuses presented in the last subsection, and they are listed in Table 2-3. 
More details of these equivalent circuits are described as follows. 

The support tower includes three-phase insulators and one three-phase overhead line. If 
the metal cross-arm connected to the insulators is connected to the ground, the equivalent 
circuit in PG and PP channels can be described via a capacitance; if not, the equivalent 
circuit in the PP channel can still be characterized via a capacitance, while the effect of the 
insulators on PD propagation in PG channel can be ignored. 

Branch towers include three-phase insulators, one overhead line, and multiple branches. 
If the metal cross-arm connected to the insulators is connected to the ground, the equivalent 
circuit in PG and PP channels can be described via a capacitor and impedance in parallel; if 
not, the equivalent circuit in PP channel can still be characterized via a capacitor and 
impedance in parallel, while the equivalent circuit in PG channel can still be described via an 

impedance. The impedance is associated with the number of branches 𝑁 . 
Transformer towers include multiple apparatuses, i.e., insulators, arrestors, connecting 

lines, and a power transformer. The equivalent circuit of the transformer tower is obtained by 
combining various equivalent circuits of these apparatuses in series or parallel, as shown in 
the fourth row in Table 2-3. Since the metal cross-arm connected to all apparatuses in the 
transformer tower is always connected to the ground, the effect of these apparatuses cannot 
be ignored. 

The breaker tower includes insulators, arrestors, potential and current transformers (i.e., 
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PT and CT), connecting lines, and a breaker. Similar to the transformer tower, the equivalent 
circuit of the breaker tower is obtained by combining multiple equivalent circuits of these 
apparatuses in series or parallel, as shown in the fifth row in Table 2-3. The metal cross-arm 
connected to all apparatuses in the breaker tower is always connected to the ground. 

Table 2-3  Simplified equivalent circuits of the alongside towers 

Types Pictures 
Simplified equivalent circuit in PG 

channel 
Simplified equivalent circuit in PP 

channel 

Support tower 
(including 
insulators)  

(neutral 
grounding) 

/ 
(neutral 

ungrounding  
(neutral grounding or 

ungrounding) 

Branch tower 
(including 

insulators and 
multiple branches)    

Transformer tower 
(including 
insulators, 
arrestors, 

connecting lines, 
and a power 
transformer)   

Breaker tower 
(including 
insulators, 

arrestors, potential 
and current 

transformers (i.e., 
PT and CT), 

connecting lines, 
and a breaker) 
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2.3.3 Online Measurement of the Propagation Characteristics of the Towers 
The propagation characteristics of the towers can be described via the reflection and 

refraction coefficients in PG and PP channels, i.e., 𝛤PG(𝜔), 𝛤PP(𝜔), 𝑇PG(𝜔), and 𝑇PP(𝜔). 
They can be obtained based on the time-domain reflection technique, as shown in Figure 
2-23. A pulse injector is non-invasively mounted on one phase of the overhead line; three PD 
detectors are mounted close to the pulse injector; another three PD detectors are mounted on 
the tower’s output. The pulse injector can generate a single-polarity spike pulse and inject 
the pulse into the overhead line via inductive coils. The PD detectors use high-frequency 
current transformers as their sensors, and their frequency passband ranges from 0.1 MHz to 

100 MHz. It is important to point out that the distance ℘ between the left PD detectors is 

about 50 m. Too small ℘ can lead to difficulty in separating the direct pulse and its 

reflection; too large ℘ can lead to non-negligible attenuation and dispersion errors.  

By analyzing the collected signals, 𝛤PG(𝜔) , 𝛤PP(𝜔), 𝑇PG(𝜔) , and 𝑇PP(𝜔)  can be 
obtained as: 

 𝑇PG(𝜔) =
𝐼a,out(℘, 𝜔) + 𝐼b,out(℘, 𝜔) + 𝐼c,out(℘, 𝜔)

𝐼a
+ 0, 𝜔 + 𝐼b

+ 0, 𝜔 + 𝐼c
+ 0, 𝜔

 (2-61) 

 𝛤PG(𝜔) =
𝐼a

− 0, 𝜔 + 𝐼b
− 0, 𝜔 + 𝐼c

− 0, 𝜔

𝐼a
+ 0, 𝜔 + 𝐼b

+ 0, 𝜔 + 𝐼c
+ 0, 𝜔

 (2-62) 

 

𝑇PP(𝜔) =
1
3

𝐼a,out(℘, 𝜔) − 𝐼b,out(℘, 𝜔)

𝐼a
+ 0, 𝜔 − 𝐼b

+ 0, 𝜔
+

𝐼b,out(℘, 𝜔) − 𝐼c,out(℘, 𝜔)

𝐼b
+ 0, 𝜔 − 𝐼c

+ 0, 𝜔

+
𝐼a,out(℘, 𝜔) − 𝐼c,out(℘, 𝜔)

𝐼a
+ 0, 𝜔 − 𝐼c

+ 0, 𝜔
 

(2-63) 

 

𝛤PP(𝜔) =
1
3

𝐼a
− 0, 𝜔 − 𝐼b

− 0, 𝜔

𝐼a
+ 0, 𝜔 − 𝐼b

+ 0, 𝜔
+

𝐼b
− 0, 𝜔 − 𝐼c

− 0, 𝜔

𝐼b
+ 0, 𝜔 − 𝐼c

+ 0, 𝜔

+
𝐼a

− 0, 𝜔 − 𝐼c
− 0, 𝜔

𝐼a
+ 0, 𝜔 − 𝐼c

+ 0, 𝜔
 

(2-64) 

where 𝐼a/b/c
+ 0, 𝜔  and 𝐼a/b/c

− 0, 𝜔  are the direct and reflected pulses collected by the left 

PD detectors, and 𝐼a/b/c,out(℘, 𝜔) is the refracted pulse collected by the right PD detectors. 

Figure 2-24 collects the waveforms of the left and right PD monitors to measure a 
support tower’s reflection and refraction coefficients. The amplitude and pulse width of the 
injected signal is 20 V and 40 ns. The sampling ratio of the data acquisition unit is 500MS/s. 
It can be observed that the support tower can lead to a significant reflection, validating that 
the tower’s effect is non-negligible. The pulses in the dashed boxes are extracted to calculate  
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Figure 2-23  Illustration of online measurement of the reflection and refraction coefficients of the tower. 

 
(a) 

 
(b) 

Figure 2-24  Reflection and refraction waveforms of the PG and PP channels, measured by the left (a) 
and right (b) PD detectors in Figure 2-23, respectively. 

the reflection and refraction coefficients. It is essential to point out that the amplitude of both 
ends of the intercepted signal should be the same to avoid truncation errors; moreover, each 
lot of the truncated signals is supplemented with 2000 sampling points of amplitude 0 V to 
improve the resolution in the frequency domain analysis. The calculated reflection and 
refraction coefficients are shown in Figure 2-25. It can be observed that the measured results 
are consistent with the analytical value, demonstrating the effectiveness of the proposed 
model of the support tower. Moreover, the reflection coefficients in the PG channel are 
significantly more significant than those in the PP channel, meaning that the PD signal in the 
PG channel will lose more energy to get through the tower. The result proves that detecting 
PD in the PP channel can be better. 
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(a)                                     (b) 

Figure 2-25  Measured and analytical (𝐶1=10 pF) results of the supporting tower. 

Figure 2-26, Figure 2-27, and Figure 2-28 collect the measured and analytical results of 
branch, transformer, and breaker towers. It can be observed that the analytical results are 
consistent with the measurements, demonstrating the effectiveness of the proposed models. 
The reflection coefficients of the branch tower increase from 1/3 as the frequency increases. 
The reflection and refraction coefficients of the transformer tower have multiple peaks and 
valleys, meaning that parts of the energy of the PD signal can be lost. The reflection 
coefficients of the breaker tower are almost equal to 1, meaning that most energy of the PD 
signal will be lost when the PD signal gets through the breaker tower.  

Many of the above four types of towers are distributed in the MV overhead distribution 
network with a spacing of about 100 meters. In the network, the support rod is the most, the 
branch and transformer tower are the second, and the circuit breaker tower is the least. 
Therefore, the effect of the tower must be considered in the PD detection process, including 
the deployment of PD detectors, the parameter design of PD detectors, and the evaluation of 
PD magnitude and location, which are discussed as follows: 

(1) Reflections at the towers can reduce the maximum propagation distance of a PD 
signal, e.g., most energy of a PD signal will be lost when the signal gets through the 
breaker tower. Therefore, the spacing between PD detectors should fully consider the  

    

(a)                                    (b) 

Figure 2-26  Measured and analytical results of the branch tower (𝐶1=10 pF and N=1). 
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(a)                                    (b) 

Figure 2-27  Measured and analytical results of the transformer tower. (Parameter values of the 

theoretical model: 𝐶1=10 pF，𝐶2=1 pF, 𝐶3=100 pF, 𝐶4=1 pF, 𝐶5=200 pF, 𝐶′1=10 pF, 𝐶′2=5 pF, 

𝐶′3=100 pF, 𝐶′4=5 pF, 𝐿′2=0.85 uH, 𝐿′4=0.85 uH, 𝐶′5=1700 pF, 𝐿′5=1.2 H, 𝑅′51=20 kΩ, and 

𝑅′52=220 kΩ). 

   

(a)                                    (b) 

Figure 2-28  Measured and analytical results of the breaker tower (Parameter values of the theoretical 

model: 𝐶1=10 pF，𝐶2=1 pF, 𝐶3=100 pF, 𝐶4=1 pF, 𝐶5=2000 pF, 𝐶6=20 pF, 𝐿2=3 uH, 𝐿4=3 uH, 

𝐿6=500 pF 𝐶′1=10 pF, 𝐶′2=5 pF, 𝐶′3=100 pF, 𝐶′4=5 pF, 𝐶′5=17000 pF, 𝐶′6=60 pF, 𝐿′2=0.85 uH, 

𝐿′4=0.85 uH, 𝐿′6=500 uH, 𝐿′5=12 H, 𝑅′51=20 kΩ, and 𝑅′52=220 kΩ). 

influence of the towers to avoid missing detection. 
(2) The propagation characteristics analysis of the towers helps us optimize the PD 

detector’s design. For example, since the reflection coefficients of the transformer 
tower have multiple peaks and valleys, which depend on the structures and 
components of the tower, it is challenging to select the correct frequency sub-bands 
in which the signal attenuation is minimal. Therefore, ultra-wideband PD detectors 
can perform better since they won’t miss the optimal sub-band. 

(3) The attenuation and phase shift caused by the tower can lead to errors in PD 
detection and localization. On the one hand, the attenuation can reduce the 
magnitude of the PD signal collected by the PD detector at a remote distance, and 
the reflection may overlap with the original PD signal, leading to magnitude errors. 
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On the other hand, the phase shift can lead to additional time delays of the PD signal, 
reducing the accuracy of PD localization. The influence of alongside towers on PD 
detection and localization will be thoroughly discussed in the next section. 

2.4 Simulation Experiment of the effects of line parameters and alongside 
towers on PD signal characteristics 

This section discusses PD propagation characteristics in MV overhead distribution 
networks via the simulation experiment in PSCAD. The layout of the simulation experiments 
and parameters of the PD source are presented first. Then, the effects of propagation 
distances, non-uniform transmission line parameters, and alongside towers are thoroughly 
discussed via the simulations. Since the effects of line parameters have been discussed in 
Chapter 2.2.3, it is not considered in this simulation. 

2.4.1 Layout of the Simulation Platform 
1）Key Parameters of Partial Discharge Signal 
A PD signal starting at time zero can be approximately modeled at the PD source by a 

double exponential pulse [57], as shown in Figure 2-29. The features of the PD pulse can be 

described via five time-domain parameters, i.e., the time-of-arrival 𝑡TOA, the rising time 𝑡R, 

the duration time 𝑡D, the peak 𝑉peak, and the discharge magnitude 𝑄. These parameters play 

a crucial role in PD magnitude and location evaluation and classification [20][124][125]. 
These five parameters can be used to quantitatively evaluate the propagation effect on PD 
time-domain waveform. 

2）PD Simulator 
In this simulation, the PD signal is simulated via a pulse calibrator provided by IEC 

60270 standard [20]. Figure 2-30 collects the sketch map of using the calibrator to generate a 
standard PD signal in equipment under test. The PD calibrator includes a square-wave 

generator with a voltage of 𝑈0 and a capacitance of 𝐶0. 𝑅m is used to equivalent as the 

load. The discharge magnitude 𝑄0 of the generated pulse on the load can be defined as 

 𝑄0 = 𝑈0𝐶0 (2-65) 

where 𝑄0 has nothing to do with the load; therefore, the pulse calibrator can be used to 
simulate a PD signal on any equipment under test, including the overhead line. 

 

Figure 2-29  Waveform parameters of the typical PD current pulse at the PD source. 
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Figure 2-30  PD simulation circuit based on a pulse calibrator provided by IEC 60270 standard [20]. 

3）Layout of Simulation Circuits 
An overhead distribution network simulation model was set up in the PSCAD platform, 

as shown in Figure 2-31. The model includes a pulse calibrator, 2000-m three-phase 
overhead lines with the model of JKLGYJ-10, and multiple towers. The pulse calibrator was 

connected between one phase of the overhead line, and 𝑈0 and 𝐶0 in the calibrator are set 
as 10 V and 0.096 nF, respectively, resulting in a PD pulse with a discharge magnitude of 
0.96 nC. The structure of the three-phase overhead lines is shown on the right of Figure 2-31, 
and their physical parameters are listed in Table 2-4. The ground resistivity is set as 100 Ω·m, 
a value suggested in [122]. The towers are connected to the overhead line with a spacing of 
100 m; they are represented in the PSCAD via the equivalent circuits developed in Chapter 
2.3. The double sides of the overhead line are connected to two infinitely long (i.e., >100 km) 
overhead lines with the same parameters as the middle overhead line 

 

Figure 2-31  Layout of the simulation platform in PSCAD. 

2.4.1 Effect of Propagation Distance 
This subsection discusses the effect of the propagation distance on PD signal 

characteristics in three-phase conductors. Since the effects on voltages and currents are 
similar, only the current waveforms are displayed. In this simulation, the equivalent circuits 
of the towers were not connected to the overhead line, i.e., the alongside towers’ effects were 
ignored to explain the effect of propagation distance better. 

Figure 2-32 collects the current signals in the three-phase overhead line. It can be 
observed that as the propagation distance increases, the amplitude of the current in the 
PD-affected phase conductor decreases. Still, those of the other two-phase conductors 
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Table 2-4 Parameters of the three-phase overhead line 

Parameter values Description 

ℎ 12 m 
The average height of the overhead 

conductors 
𝑟 0.0048 m The radius of the bare overhead conductors 

𝑅 0.0048 m 
The radius of the covered overhead 

conductors 

𝑑 0.4 m 
The distance between the overhead 

conductors 
𝜌𝐺 100 Ω·m The resistivity of the earth 
𝜌al 2.7 × 10−8 S/m The resistivity of the aluminum conductors 
𝜀 8.854 × 10−12 H/m The permittivity of the air 
𝜇 4π × 10−7 H/m The permeability of the air 

 

    
(a)                                   (b) 

    
(c)                                    (d) 

Figure 2-32  Three-phase current waveforms of the simulated PD pulse at varying distances. 

increase when the propagation distance is more significant than a critical value (e.g., 1.6 km), 
and the amplitudes of the other two-phase conductors are almost half that of the PD-affected 
phase. The result reveals that we can detect the PD signal from any one-phase conductor, 
allowing us to decrease the number of PD detectors by reducing the budget. However, we 
must collect the three-phase conductors’ data to identify which conductor is affected by the 
PD defect. 

Figure 2-33 and Figure 2-34 collect the time-domain and frequency-domain waveforms 
of the transformed current signals in PG and PP channels, respectively. It can be observed  
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(a)                                    (b) 

Figure 2-33  PD current waveforms of the PG (a) and PP (b) channels at different distances. 

   

(a)                                    (b) 

Figure 2-34  Frequency spectrum of the PD currents in the PG (a) and PP (b) channels at different 
distances. 

   
(a)                                    (b) 

Figure 2-35  Integral curve of the PD currents in the PG (a) and PP (b) channels at different distances. 

that the amplitude attenuation of the PD pulses in the PG channel is more significant than 
that in the PP channel. This reveals that PD detection in the PP channel can be better than in 
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the PG channel. Moreover, the discharge magnitudes were obtained by integrating the PD 
pulses’ time-domain waveforms, as shown in Figure 2-35. It can be observed that the final 
integral values of all PD pulses are equal in PG or PP channels. This reveals that the 
discharge magnitude of the PD pulse is almost affected by the propagation distance. 

Figure 2-36 collects the propagation distance’s effect on the PD pulses’ key parameters. 
It can be observed that as the propagation distance increases, the peaks of the PD pulses 
significantly decrease, the rising and falling times of the pulses increase, and the discharge 
magnitudes of the pulses are almost constant. Moreover, the parameter variations of PD 
pulses in the PP channel are much more minor than in the PG channel. 

   
(a)                                    (b) 

   
(c)                                    (d) 

Figure 2-36  Effect of the propagation distance on the waveform parameters of the PD signal: (a) Peak, 
(b) Rising time, (c) Duration time, (d) Discharge magnitude. 

2.4.2 Effect of Non-Uniform Transmission Line Parameters 
This subsection discusses the effect of non-uniform transmission line parameters on PD 

signal characteristics in PG and PP channels. Since line height ℎ and ground resistivity 𝜌G 
are always variable, which depends on geographical topography and soil parameters under 
the MV overhead line, we carried out two simulation experiments: one is the effect of 

varying ℎ on PD propagation characteristics; the other one is the effect of different 𝜌G. 

Moreover, it is essential to point out that since the other transmission line parameters (e.g., 
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the radius of the overhead conductor) are often consistent along the overhead line, the effects 
of their non-uniformity are not considered in this work. Moreover, the equivalent circuits of 
the towers were not connected to the overhead line, i.e., the alongside towers’ effects were 
ignored better to explain the effect of the non-uniform transmission line parameters. 

1）Case I: Effect of Varying Height ℎ 
In this case, the heights of the line section between two adjacent towers are reduced by 

∆ℎ one by one from Tower 0 to Tower 20. The height of the first line section is always set 

as 12 m. For example, if ∆ℎ is set as 0.1, the heights of the 20 line sections from Tower 0 to 
Tower 20 equal 12 m, 11.9 m, 11.8 m,…, and 10.1 m. It is essential to point out that the 

larger ∆ℎ, the more uneven the overhead line is. 
Figure 2-37 and Figure 2-38 collect the time-domain waveforms and their integration of 

the signals in PG and PP channels, measured at Tower 20. It can be observed that as ∆ℎ 

increases, the amplitude of the PD signal in the PG channel is significantly reduced. In 
contrast, the PD signal in the PP channel is almost invariable. Figure 2-39 collects the effect 

of ∆ℎ on five critical parameters of PD signals. It can be observed that as ∆ℎ increases, 

the peaks of the PD pulses in the PG channel decrease, the rising and falling time of the 
pulses significantly increase, the discharge magnitudes of the pulses are slightly raised, and  

   
(a)                                    (b) 

Figure 2-37  PD current waveforms of PG (a) and PP (b) channels with varying ∆ℎ. 

   
(a)                                   (b) 

Figure 2-38  Integral curve of the PD currents in PG (a) and PP (b) channels with varying ∆ℎ. 
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the time-of-arrival of the pulses significantly increase. In contrast, all parameters of PD 

pulses in the PP channel are immune to the variation of ∆ℎ. This reveals that varying line 
heights hardly affect the PD signal in the PP channel. 

In summary, the signal in the PG channel is susceptible to the change in the line height, 
while that in the PP channel is almost immune to the change in the line height. 

    

(a)                                   (b) 

    

(c)                                   (d) 

 

(e) 

Figure 2-39  Effect of ∆ℎ on the waveforms parameters of the PD signal: (a) Peak; (b) Rising time; (c) 

Duration time; (d) Discharge magnitude; (e) Time-of-arrival. 
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2）Case II: Effect of Varying Resistivity 𝜌G of the Ground 

In this case, the ground resistivity 𝜌G of the line section between two adjacent towers 

is increased by ∆𝜌G one by one from Tower 0 to Tower 20. The ground resistivity of the 

first line section is always set as 100 Ω·m. As an example, if ∆𝜌G is set as 100 Ω·m, the 

ground resistivities of the 20 line sections from Tower 0 to Tower 20 are equal to 100 Ω·m, 

110 Ω·m, 120 Ω·m,…, and 290 Ω·m It is essential to point out that the larger ∆𝜌G, the more 

uneven the overhead line is. 
Figure 2-40 and Figure 2-41 collect the time-domain waveforms, their integration, and 

frequency-domain waveforms of the signals in PG and PP channels, measured at Tower 20. 

It can be observed that as ∆𝜌G increases, the amplitude of the PD signal in the PG channel 

is significantly reduced. In contrast, the PD signal in the PP channel is almost invariable. 

Figure 2-42 collects the effect of ∆𝜌G on five critical parameters of PD signals. It can be 

observed that as ∆𝜌G increases, the peaks of the PD pulses in the PG channel decrease, the 

rising and falling time of the pulses significantly increase, the discharge magnitudes of the 
pulses are slightly increased, and the time-of-arrival of the pulses significantly increase. In 

contrast, all parameters of PD pulses in the PP channel are immune to the variation of ∆𝜌G. 

This reveals that ground resistivity variation hardly affects the PP channel PD signal. 
In summary, the signal in the PG channel is susceptible to the change of ground 

resistivity, while that in the PP channel is almost immune to the change of ground resistivity.  

   

(a)                                    (b) 

Figure 2-40  PD current waveforms of the PG (a) and PP (b) channels with varying 𝜌G. 

2.4.3 Effect of Alongside Towers 
1）Case III: Effect of the Support Towers 
In this case, all towers from Tower 0 to 20 are set as the support tower, i.e., the 

equivalent circuit of the support tower is connected in parallel to the three-phase overhead 
line in the simulation circuit. The capacitance of the equivalent circuit is set from 0 pF to 32 
pF. The metal cross-arms of all towers are not connected to the ground. The simulation 
results are discussed in the following. 
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(a)                                    (b) 

Figure 2-41  Integral curve of the PD currents in the PG (a) and PP (b) channels with varying 𝜌G. 

    
(a)                                    (b) 

    
(c)                                    (d) 

 
(e) 

Figure 2-42  The effect of 𝜌G on the waveform parameters of the PD signal: (a) Peak, (b) Rising time, 

(c) Duration time, (d) Discharge magnitude, (e) Time-of-arrival. 
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Figure 2-43 collects the PD current signal of the PG and PP channels at Tower 20. It can 
be observed that the support towers without grounding hardly affect the PD signals in the PG 
channel. In contrast, the amplitude of the PD signal in the PP channel reduces as the value of 
the capacitance increases. Moreover, the support towers can lead to a significant time delay 
of the PD pulse in the PP channel, and the time delay increases as the capacitance increases. 
Significant reflections in the PD signal in the PP channel can be observed. 

Figure 2-44 collects the integration of the time-domain signal in Figure 2-43. It can be 
observed that the integration curves in the PG channel are immune to variations in the 
capacitance. In contrast, the integration curves in the PP channel are susceptible to taking in 
the capacitance, and they include some oscillations caused by the reflections. Nevertheless, 
all curves’ final (stable) values are almost the same, meaning that the support tower does not 
affect the discharge magnitude of the PD signal. 

Figure 2-45 collects the effect of support towers on five critical parameters of PD 
signals. It can be observed that as the capacitance increases, the peaks of the PD pulses in the  

   

(a)                                    (b) 

Figure 2-43  PD current waveforms in the PG (a) and PP (b) channels at 2000 m with varying 
capacitance of the insulators. 

   
(a)                                    (b) 

Figure 2-44  Integral curve of the PD currents in the PG and PP channels at 2000 m with varying 
capacitance of the insulators. 
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PP channel decrease, the rising and falling times of the pulses significantly increase, the 
discharge magnitudes of the pulses are almost invariable, and the time-of-arrival of the 
pulses significantly increases. In contrast, all parameters of PD pulses in the PG channel are 
immune to the variation of the capacitance value. 

In summary, the support towers without grounding hardly affect the PD signal in the PG 
channel. In contrast, the support towers can lead to significant signal attenuation and time 
delay in the PP channel but hardly affect the discharge magnitude of the PD signal. 

    
(a)                                    (b) 

    
(c)                                    (d) 

 
(e) 

Figure 2-45  The effect of the capacitance of the insulators on critical parameters of the PD signal 
detected at 2000 m: (a) Peak; (b) Rising time; (c) Duration time; (d) Discharge magnitude; (e) 

Time-of-arrival. 
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2）Case IV: Effect of the Transformer Towers in the Middle of the Line 
In this case, parts of the towers are set as the transformer tower and the others as the 

support tower. The distance between two adjacent transformer towers is 400 m. The number 
of the transformer towers can be set from 0 to 5. For example, if the number of transformer 
towers is 3, Towers 4, 8, and 12 will be selected as the transformer tower, and the others are 
set as the support tower. 

Figure 2-46 collects the time-domain waveform of the PD current signals of the PG and 
PP channels at Tower 20. It can be observed that the transformer towers can lead to 
significant amplitude attenuation and signal distortion in PG and PP channels. In the PP 
channel, significant reflections can be observed. As the number of transformer towers 
increases, the amplitude attenuation and signal distortion become more significant. 

Figure 2-47 collects the integration of the time-domain signal in Figure 2-46. It can be 
observed that the integration curves in PG and PP channels are fluctuant, which is caused by 

  

(a)                                    (b) 

Figure 2-46  PD current waveforms in the PG (a) and PP (b) channels with varying numbers of the 
transformer tower at the middle of the line. 

   

(a)                                    (b) 

Figure 2-47  Integral curve of the PD currents in the PG and PP channels with varying numbers of the 
transformer tower at the middle of the line. 
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the reflections. Nevertheless, all curves’ final (stable) values are almost the same, meaning 
that the transformer tower does not affect the PD discharge magnitude. However, the 
integration curve fluctuations make discharge magnitude estimation challenging. 

In summary, the transformer tower can lead to significant amplitude attenuation that can 
signal distortion of the PD signal in PG and PP channels, which poses a difficulty in 
detecting the PD signal. 

3）Case V: Effect of the Transformer Tower at the Terminal of the Line 
In this case, Tower 20 is set as the transformer tower, i.e., the circuit model of the 

transformer tower is connected to the overhead line at Tower 20, and the others are selected 
as the support tower. Moreover, the overhead line outside Tower 20 is removed to simulate 
that Tower 20 is a terminal transformer tower, which is common in the MV overhead 
distribution network.  

Figure 2-48 collects the time-domain waveform of the PD current signals of the PG and 
PP channels at Tower 20. It can be observed that the terminal transformer towers can lead to 
significant amplitude increases and signal distortion in PG and PP channels. The amplitude  

   
(a)                                    (b) 

Figure 2-48  PD current waveforms in the PG (a) and PP (b) channels at 2000 m with a transformer 
tower terminal mounted at Tower 20. 

   

(a)                                    (b) 

Figure 2-49  Integral curve of the PD currents in the PG (a) and PP (b) channels at 2000 m. 
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of the PD signal detected at the terminal transformer tower is almost double that in the 
overhead line without the terminal transformer tower. This reveals that the sensitivity of PD 
measurement via the PD detectors mounted close to the terminal transformer tower can be 
improved. 

Figure 2-49 collects the integration of the time-domain signal in Figure 2-48. It can be 
observed that the maximum of the integration curve is larger than the real discharge 
magnitude, and the final (stable) values of all curves are close to zero, making it almost 
impossible to determine the correct discharge magnitude. 

In summary, the terminal transformer tower can improve the PD signal amplitude, but it 
leads to challenges in estimating the PD discharge magnitude. 

4）Case VI: Effect of the Breaker Tower at the Terminal of the Line 
In this case, Tower 20 is set as the breaker tower, i.e., the circuit model of the breaker 

tower is connected to the overhead line at Tower 20, and the others are selected as the 
support tower. Moreover, the overhead line outside Tower 20 remains to simulate that Tower 
20 is a terminal breaker tower, which is the start of a distribution feeder. 

Figure 2-50 collects the time-domain waveform of the PD current signals in the PG and 
PP channels at Tower 20. It can be observed that the terminal breaker towers can lead to 
significant amplitude increases and signal distortions. The amplitude of the PD signal 
detected at the terminal breaker tower is almost double that in the overhead line without the 
terminal breaker tower. This reveals that the sensitivity of PD measurement via the PD 
detectors mounted close to the terminal breaker tower can be improved. 

Figure 2-51 collects the integration of the time-domain signal in Figure 2-50. It can be 
observed that the final (stable) values of all curves are close to the correct discharge 
magnitude, revealing that the terminal breaker tower does not affect the PD discharge 
magnitude determination. 

In summary, the breaker tower can improve the PD signal amplitude, but it hardly 
affects estimating the PD discharge magnitude. 

   

(a)                                    (b) 

Figure 2-50  PD current waveforms in the PG (a) and PP (b) channels at 2000 m with a breaker tower 
terminal mounted at Tower 20. 
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(a)                                    (b) 

Figure 2-51  Integral curve of the PD currents in the PG (a) and PP (b) channels at 2000 m. 

2.5 Conclusion 

This chapter develops the models and formulas for calculating the propagation 
constants of MV three-phase overhead lines and alongside towers, i.e., attenuation 
coefficient, propagation velocity, and reflection and refraction coefficients. The effectiveness 
and accuracy of these formulas are validated via simulation and laboratory experiments. 
Combined with the multiple-conductor transmission line model, the developed formulas 
allow us to accurately describe the PD propagation characteristics of MV overhead 
distribution networks. Furthermore, simulation experiments are conducted to quantitatively 
evaluate the effects of line parameters and structures on PD signal propagation. Several 
crucial results are summarized as follows: 

(1) PD propagation characteristics in PG and PP channels of MV overhead lines are 
significantly different. On the one hand, the attenuation coefficient of the PP channel 
is much less than that of the PG channel. For example, the attenuation coefficient of 
the PP channel is about 2×10-5 at the frequency of 1 MHz for a typical 10-kV 
overhead CC line, while that of the PG channel is about 3×10-4, resulting in the PD 
signal in the PP channel can propagate a significantly longer distance than that in PG 
channel. On the other hand, the propagation velocity of the PP channel is almost 
constant in the frequency range from a few tens of kHz to several tens of MHz. In 
contrast, the PG channel significantly increases as the frequency increases. The 
frequency-dependent propagation velocity of the PG channel could lead to difficulty 
in determining the optimal velocity value for PD localization. Moreover, the 
simulation results show that the PP channel’s propagation constants are hardly 
affected by the non-uniformity of the overhead line caused by varying ground 
resistivity and line heights; in contrast, those in the PG channel are susceptible to the 
non-uniformity of the overhead line. The above results reveal that the sensitivity and 
accuracy of PD detection and localization based on the signal in the PP channel could 
be higher than that in the PG channel. 
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(2) The influence of the alongside towers on PD propagation is proven to be 
non-negligible. On the one hand, the alongside towers could lead to significant 
reflections, but weak refractions of PD signals, e.g., breaker and transformer towers. 
These towers can attenuate most of the energy of PD signals, thus significantly 
reducing PD detection sensitivity if these towers are located between the PD source 
and the PD sensor. On the other hand, the alongside towers could lead to additional 
time delays of the PD signal, e.g., the supporting towers. Although the time delay of a 
single tower is insignificant, e.g., a few ns, accumulation of the time delays of 
multiple supporting towers could reach tens of ns, leading to a non-negligible PD 
location error. 

(3) The apparent discharge quantity of a PD signal is almost immune to the increased 
propagation distance, but the PD sensor’s location significantly influences it. 
Although a PD signal generally attenuates as its propagation distance increases, 
integrating the PD time-domain signal (i.e., its apparent discharge magnitude) is 
almost constant as long as the PD signal does not go through a branch. However, once 
the reflections overlap on the original PD signal, e.g., if the PD sensor is deployed 
close to the transformer and breaker towers, estimating the correct apparent discharge 
quantity of the PD signal could be challenging.  

In summary, the above conclusions reveal several crucial PD propagation 
characteristics in MV three-phase overhead distribution networks. These can be used as 
essential references in developing accurate and reliable PD detection and location methods. 

Equation Chapter (Next) Section 1 
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3   Partial Discharge Signal Extraction: Adaptive and Efficient Noise 
Reduction 

The sensitivity and accuracy of PD detection are significantly reduced by field 
interferences, with unavoidable detrimental effects induced by white noise and discrete 
spectrum disturbances. However, de-noising PD signals is challenging, primarily due to 
various PD waveforms, high-level field noises, and limited computing resources. This 
chapter describes an adaptive and efficient PD de-noising algorithm based on the improved 
spectral decomposition of the noisy PD signal. Furthermore, implementing the algorithm in 
resource-limited embedded systems commonly used for PD monitoring is discussed. The 
performance of the proposed de-noising algorithm is first demonstrated on a synthetic PD 
signal and compared with state-of-the-art alternatives. Finally, the proposed approach’s 
strength and effectiveness are further validated on measured data. 

3.1 Partial Discharge and Noise Signal Characteristics 

1）Partial Discharge Signal Characteristics 
PD is a localized electrical discharge that only partially bridges the insulation between 

conductors and can or cannot occur adjacent to a conductor [20]. According to many 
laboratory studies, the PD process can be approximately equivalent to the Townsend 
discharge process, in which a current pulse is generated due to the movement of ionized 
electrons and ions under the stress of an external electric field [118]. The electrons move 
faster due to their lighter weight, leading to a fast-rising edge of the current pulse, whereas 
the ions move slowly due to their heavier weight, leading to a slow-falling edge. 

Therefore, at the PD source, a PD signal start at time zero can be approximately 
modeled by a double exponential pulse (DEP), which can be formulated as [57] 

 1 2/ /
1DEP( ) ( )t tt A e e      (3-1) 

where A1 is the amplitude, and τ1 and τ2 (τ1 > τ2) are the time constants. DEP signal is often 
detected in line-type power equipment, such as cables and overhead lines. However, most 
detected PD signals are oscillating pulses due to the effects of both the propagation path and 
the transfer function of the used sensor. Therefore, single exponential and double exponential 
attenuation oscillation pulses (SEOP and DEOP) are used [84]. They are formulated as: 

 3/
2 1SEOP( ) sin(2π )t

ct A e f t    (3-2) 

 54 //
3 2DEOP( ) ( ) sin(2π )tt

ct A e e f t      (3-3) 

where A2 and A3 are the amplitude parameters, τ3, τ4, and τ5 are time constants, and fc1 and fc2 
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are the oscillation frequencies. 
In this work, the three pulses (DEP, SEOP, and DEOP) are concatenated sequentially to 

generate the signal shown in Figure 3-1. The above signal represents an initial synthetic test 
case that simulates the simultaneous occurrence of multiple PDs, a common phenomenon in 
field measurements. Also, it offers a fully controllable test case, highlighting and verifying 
the features and strengths of the proposed de-noising scheme for increasing levels of 
superimposed noise. The parameters of DEP, SEOP, and DEOP signals used in this paper are 
listed in Tab. I. The PD signal is uniformly sampled at a sampling frequency and stored in a 
vector. For the signals in Figure 3-1, the number of sampling points is 9000. 

 

Figure 3-1  Synthetic noiseless PD signal. 

 

Figure 3-2  Synthetic noisy PD signal with a signal-to-noise ratio of -1.55dB. 

Table 3-1  Parameters of the synthetic PD signal of Figure 3-1 

Parameter A1 /mV A2 /mV A3 /mV τ1 /ns τ2 /ns 

Value 1 0.7 1.8 150 23 

Parameter τ3 /ns τ4 /ns τ5 /ns fc1 /MHz fc2 /MHz 

Value 200 77 230 1 5 

 

2）Noise Signal Characteristics 
In on-site PD measurements, the sensitivity and accuracy of PD detection are always 

reduced by two types of noise: (i) the white noise and (ii) the discrete spectrum noise. 
Discrete spectrum noise mainly arises from carrier communication, radio communication, 
high-order harmonic, etc., while white noise is caused primarily by equipment thermal noise, 
ground noise, rand noise, etc. [32]. In this work, the frequencies of two harmonics in the 
discrete spectrum noise are set to 3 and 7 MHz, and their corresponding amplitudes are set to 
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0.15 and 0.1 mV, respectively. White noise is a zero mean Gaussian sequence with 0.1 mV 
standard deviation.  

The above disturbances are added to the noise-free PD signal to generate the noisy 
signal shown in Figure 3-2. It is essential to point out that a critical low signal-to-noise ratio 
characterizes the synthetic noisy signal in the Figure. Thus, it is a challenging test case that 
can be effectively used to verify the proposed de-noising solution’s benefits and compare it 
with state-of-the-art alternatives. 

3.2 An Improved Automatic Tool for Partial Discharge De-noising 

This section develops a fully automatic tool for de-noising PD signals occurring in 
electrical power networks and recorded in on-site measurements. The proposed method is 
based on the spectral decomposition of the measured PD signal via the joint application of 
the short-time Fourier transform and the singular value decomposition. The estimated 
noiseless signal is reconstructed via a clever selection of the dominant contributions. This 
allows us to filter out the different spurious components, including the white and discrete 
spectrum noise. The method offers a viable solution that can be easily integrated within the 
measurement apparatus, with unavoidable beneficial effects in detecting essential signal 
parameters for PD localization. The performance of the proposed tool is first demonstrated 
on a synthetic test signal and then applied to real measured data. A cross-comparison of the 
proposed method and other state-of-the-art alternatives is included in the study. 

3.2.1 Principles 
This subsection presents the proposed automatic tool for PD de-noising, as illustrated in 

Figure 3-3. The principles of the tool are briefly described as follows. 
First, the time-domain signal is transformed into a time-frequency spectrogram via 

STFT. This step represents the most critical initial data processing since the local features of 
a nonstationary PD signal cannot be well expressed in the time domain or the frequency 
domain only. Hence, a time-frequency analysis is more suitable for representing a PD signal 
with its inherent pulsed characteristics.  

Second, the spectrogram is preprocessed via a soft masking function to reduce part of 
the white noise, and then it is decomposed into multiple components via SVD. This step can 
automatically separate the PD pulses, white noise, and discrete spectrum noise from the 
original spectrogram, allowing us to select the dominant components easily. 

Then, each component is transformed back to time-domain sub-signals via inverse 
STFT. This step enables perfect reconstructions of the time-domain signals. 

Finally, the sub-signals with distinct pulsed characteristics are selected via Principal 
Component Analysis and kurtosis criteria, and they are finally summed to reconstruct the 
de-noised PD signal. 

Furthermore, a six-step procedure is developed to better explain the proposed tool, as 
shown in Figure 3-4, along with data processing following all the blocks involved from left 
to right. More details of the six steps are described in the following subsections. 
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Figure 3-3 Illustration of the proposed PD de-noising method. 

 
Figure 3-4 Step-by-step automatic procedure of the proposed de-noising method. 

1）Time-Frequency Transform via STFT (step 1) 
According to the procedure of Figure 3-4, the sampled noisy PD signal like the one 

shown in Figure 3-2 is stored in a vector  1 2( ), ( ), , ( )
T

Kx t x t x tx   defined as: 

 ( ) ( ) ( ), ( 1) , 1,2, ,  k k k kx t s t w t t k t k K        (3-4) 

where ( )ks t  is the discretized noise-free PD signal, ( )kw t  represents the superimposed noise 

(e.g., white and discrete spectrum noise), 1/ st f   is the sampling interval, and K is the 

number of time samples (e.g., 9000 in the example signal).  Then, x is transformed into a 
spectrogram X via the STFT. 

This step represents the most critical initial data processing since the local features of a 
nonstationary PD signal cannot be well expressed in the time domain or the frequency 
domain only. Hence, a time-frequency analysis is more suitable for representing a PD signal 
with its inherent pulsed characteristics.  

STFT is a widely used time-frequency tool for studying nonstationary signals, and it has 
been proven to be effectively used in this field [126]. The discrete STFT of the discrete 
signal x can be written as: 

 2

1
( , ) ( ) ( ) k m

K j t f
m n k k nk

X f t x t g t t e t


    (3-5) 
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whereas a Gaussian window function with a length of M (e g., 200 in the following illustrative 

example in this subsection), ( 1)nt n t    ( 1, 2, ,n N  , N=K-M+1) and 

(2 ) / (2 )mf m M M t   （ 1, 2, ,m M  ) are the discrete-time and frequency, respectively, 

and ( , )m nX f t  (also labeled as Xm,n) is the element in the mth row and nth column of the 

spectrogram M NX  . The absolute value of the spectrogram X  obtained by applying STFT 
to the synthetic noisy signal in Figure 3-2 is shown in Figure 3-5, in which the PD pulses 
emerge clearly while they are drowned out by noise in the time domain.  

 

Figure 3-5  Magnitude of the spectrogram of the synthetic noisy signal shown in Figure 3-2 and the 
location of the different signal components. 

2）Soft Masking (step 2) 
White noise is preliminarily reduced by applying the following soft masking to the 

spectrogram X, resulting in an updated spectrogram X . 
Figure 3-5 shows the magnitude of X, highlighting that both the PD signal and the discrete 

spectrum noise are localized in the specific zones of the spectrogram characterized by a 
remarkably high amplitude (in magnitude). On the other hand, white noise produces a uniformly 
distributed background. This magnitude difference between the dominant signal (e.g., PD signal) 
and the white noise allows us to first preliminarily filter out the noise by applying the following 
soft masking on the spectrogram [127]: 
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where ε is the standard deviation of X. The threshold value of 3ε is suitably adjusted based on 
the signal-to-noise ratio and is chosen according to [128], and Tm,n are the attenuation 
coefficients defined as: 

 ,
, 3

q

m n
m n

X
T


     (3-7) 

where q is the attenuation control factor. A significant value of q increases the white noise 
suppression, but at the same time, it leads to considerable distortion of the PD signal. 
Therefore, the value of q should be set carefully, and it will be thoroughly discussed in 
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Chapter 3.2.2. In this subsection’s illustrative example, q is set to 1. After the soft masking, 
the spectrogram X is updated to a new one, in which parts of white noise are removed while 
discrete spectrum noise and some residual white noise still exist. Finally, it is essential to 
point out that soft masking improves the signal-to-noise ratio of the PD signal, thus 
facilitating the subsequent matrix factorization and component selection. 

3）Matrix Factorization via SVD (step 3)  
In this step, the spectrogram X  is decomposed into M components via the singular 

value decomposition, allowing the split of the original signal into multiple distinguishable 
components, in which the functional PD signal, the discrete spectrum noise, and the 
remaining white noise can be separated. This can also be justified by the different 
localization of signal components in Figure 3-5, which are characterized by different shapes 
and strengths in magnitude. 

Applying SVD to the spectrogram X  (with M < N) can generate three decomposed 
matrices, yielding: 
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 (3-8) 

where U is a 𝑀 × 𝑀  orthonormal matrix (U= 1 2[ , , , ]Nu u u , 𝒖𝑖 ∈ ℂ𝑀×1), S is a real 

𝑀 × 𝑁  rectangular matrix with the singular values 1 2 M      in the diagonal 

entries, V is 𝑀 × 𝑀  a square orthonormal matrix (V= 1 2[ , , , ]Mv v v ,𝒗𝑖 ∈ ℂ𝑀×1), and iX  

is the ith decomposed component of X . PD de-noising can be achieved by selecting the 
components that best represent the contribution of the noiseless PD signal. 

 

Figure 3-6  Singular values of the spectrogram X . 

Roughly speaking, it can be verified that the more concentrated and large-amplitude 
objects (e.g., the PD signal and the discrete spectrum noise) in the spectrogram X  
correspond to the components with larger singular values. In contrast, the scattered and 
low-amplitude objects (e.g., the white noise) correspond to the components with small 
singular values, as highlighted in Figure 3-6. Therefore, the mix of the PD signal and the 
discrete spectrum noise can be extracted by selecting the principal components associated 
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with larger singular values, thus reducing the residual white noise. 

4）Principal Components Selection via Minimum Description Length (MDL) criterion 
(step 4) 

This step implements an automatic rule for selecting the optimal L ( L M ) 
components from the dominant singular values, as shown in Figure 3-6.  

Traditionally, the principal components associated with larger singular values in the 

SVD are selected via the threshold criterion 1 1/l     ( 0,1, , 1l M  ), where an 

artificial threshold value refers to the spectrogram’s signal-to-noise ratio X . Since we do not 
know the signal-to-noise ratio, which depends on the PD signal and noise level, we use the 
MDL criterion to select the number of the principal components automatically. The function 
of the MDL with respect to the singular values of the spectrogram X  is defined as 
[129][130]: 

 1
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where i  is the ith singular value of X , M is the number of singular values (or rows) of 

X , and N (N > M) is the number of the columns of X . The number of effective singular 
values can be determined by minimizing MDL(l) as [129][130]: 

 0 1
arg min MDL( )

l M
L l

  
  (3-10) 

To better explain the effect of the above criterion, the MDL curve of the singular value 
vector of Figure 3-6 is shown in Figure 3-7. L=12 corresponds to the minimum of the MDL 
curve, defining that only the first 12 components, instead of 200 in total, can successfully be 

used to represent the dominant contributions of the spectrogram X . Therefore, X  can be 

updated to a compressed spectrogram 1 2 L
    X X X X   ( M N

i
X  , 1, 2, ,i L  ) by 

selecting the first L components, thereby removing most of the remaining white noise.  

 

Figure 3-7  MDL curve of the singular values. 
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5）Time-Domain Signal Reconstruction via Inverse STFT (step 5) 

Each component in the spectrogram X  is transformed back to the time domain via 
Inverse STFT (ISTFT), resulting in L signal modes, in which the PD signal and the discrete 
spectrum noise are distinguishable. The conversing back to the time domain is essential not 
only for retrieving the estimated noiseless PD signal but also because, as observed before, 
the singular values of the PD signal and the discrete spectrum noise may have the same 
magnitude, making their possible separation hard. 

Hence, each component iX  of the spectrogram X  is converted back to the time 

domain via inverse STFT: 

 2

1 1

1
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N M j t f
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    (3-11) 

where ( )i kx t  is the ith reconstructed signal mode, and ( , )m nX f t  (also labeled as ,m nX  ) is 

the element in the mth row and nth column of the sub-spectrogram iX .  

Again, for example, in a signal of Figure 3-2, the L reconstructed signal modes 1x , 

2x , …, and L
x  are shown in Figure 3-8. From visual inspection, it can be observed that the 

PD signal and the discrete spectrum noise are spread in different contributions or modes (e.g., 
#1, #4, #5, #8, #9, #10, #11, #12). This observation suggests it is also possible to filter out 
the discrete spectrum noise and estimate the noiseless PD signal by selecting the most modes 
with an impulse-like shape. This is done in the next, i.e., last, step. 

6）Mode Selection via Kurtosis Criterion (step 6) 
The Kurtosis parameter separates the contributions associated with the PD signal from 

those arising from the discrete spectrum noise in the L reconstructed modes. Kurtosis is a 
statistical measure of whether the data are heavy-tailed or light-tailed relative to a normal 
distribution [131]. Qualitatively, sequences with high kurtosis parameters tend to have heavy 
tails or outliers. Sequences with low kurtosis values tend to have light tails or lack outliers. 
In the reconstructed modes, the signal components associated with the pulses (e.g., PD signal) 
perform like some outliers, thus producing a considerable kurtosis value, whereas periodic 
signals (e.g., the discrete spectrum noise) have a low kurtosis value. 

The Kurtosis value of a discretized signal is defined as: 
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 (3-12) 

where ix  is the ith signal reconstructed by the ith component, and ix  is the average of ix . 

The calculated kurtosis values of the modes collected in Figure 3-8 are shown in Figure 
3-9. From this figure, we can see the modes more closely related to the PD signal are those 
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with larger kurtosis values (i.e., #1, #4, #5, #8, #9, #10, #11, #12).  

 

Figure 3-8  Signal modes reconstructed from the first twelve components with larger singular values. 

The modes with more considerable kurtosis value are selected to reconstruct the final 

estimated noiseless signal x , which can be rewritten as: 

 1 1 2 2 L La a a  x x x x     (3-13) 

where Logical{ { } }i ia kur  x ,where Logical{.} is the logical judgment function and 

returns 1 or 0. β is a threshold set to 4, an empirical value suggested in [84][131]. The final 

estimated noiseless signal x  via Equation (3-13) is shown in Figure 3-10, where most 
white noise and discrete spectrum noise are successfully removed. 

3.2.2 Results of De-Noising Synthetic Signal 
This Section collects the results of applying the proposed tool to the synthetic PD test 

case. The simulations use MATLAB software on an Intel(R) Core i7-10750H processor with 
a 2.60-GHz clock frequency and 16 GB RAM. In the simulations, three evaluation metrics  
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Figure 3-9  Kurtosis value of the modes in Figure 3-8. 

 

Figure 3-10  De-noised signal obtained by summing modes #1, #4, #5, #8, #9, #10, #11, and #12 in 
Figure 3-8. The green, blue, and red lines denote the noisy, the original, and the de-noised signals, 

respectively. 

are defined to quantitatively assess the de-noising performance of the proposed algorithm, 
which is compared with the alternative WT [62], EMD [73], and H-ASVD [81] tools. Also, 
as mentioned before, in the proposed algorithm, only two parameters (the window length in 
the STFT and the attenuation control factor of the soft masking) must be determined in 
advance; a rule for their choice is also presented.  

1）Evaluation Metrics 
Three evaluation metrics are defined below to quantify the quality of the estimated 

noiseless PD signal [84] ( ( )ks t  and ( )kx t denote the discrete noise-free and de-noised 

signals, respectively). 

（1）Signal-to-noise ratio (SNR) is used to measure the background noise reduction: 
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 (3-14) 

（2）Normalized correlation coefficient (NCC) is used to evaluate waveform similarity 
between the original and de-noised signals. It is defined as: 
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 (3-15) 
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（3）Root-mean-square error (RMSE) is used to evaluate the waveform distortion of 
the de-noised signal compared with the original signal: 

  2
1

1
RMSE( ( ), ( )) ( ) ( )

K

k kk
s t x t x t s t

K 
    (3-16) 

Higher SNR and NCC and lower RMSE represent a better de-noising performance. 

2）Comparison with the Classical Hankel Matrix-Based SVD De-Noising Method 
Two main differences between the proposed STFT-SVD and the Hankel matrix-based 

SVD methods are listed as follows: 
(1) The singular value selection for the ASVD algorithm is carried out on the 

time-domain representation of the input data via the Hankel matrix. On the other 
hand, in the proposed STFT-SVD algorithm, the selection of the singular value is 
carried out in the time-frequency domain since it is outstanding to study a 
non-stationary signal (i.e., the PD signal). The time-frequency representation has two 
benefits. One is that the PD-associated elements in the time-frequency matrix have a 
significantly more significant value than that of noise, thus leading to larger singular 
values. The other one is that the time-frequency matrix allows us to apply the soft 
masking to improve the SNR of the PD signal, thus facilitating the subsequent matrix 
factorization and singular values selection. Although the singular value plot of the 
STFT-SVD seems more straightforward to handle than that of the ASVD, additional 
computations are required for the STFT to transform the time-domain signal into the 
time-frequency spectrogram. 

(2) The singular value criteria used by the proposed STFT-SVD method differ from the 
one used by the ASVD. The STFT-SVD algorithm uses the minimum description 
length (MDL) criterion for selecting singular values. At the same time, the ASVD 
approach selects the singular values for which the standard deviations (STDs) floor is 
more significant than zero [81][86]. 

The above differences motivate the improved resilience of the proposed method to the 
multiple-step phenomena compared to the ASVD. Additional details are provided below to 
support the conclusion further. 

As a qualitative proof of what has been stated above, Figure 3-11 and Figure 3-12 
collect the singular values of the synthetic signal, which are computed via the ASVD and the 
proposed STFT-SVD method for an SNR=-7dB and -20 dB, respectively. Figure 3-11 shows 
that when the SNR is “high,” the STFT-SVD and ASVD can successfully select the effective 
singular values. However, as shown in Figure 3-12, for a low SNR, it can be observed that 
the ASVD fails to choose the effective singular values due to the multiple steps phenomenon 
(as the paper [86] raises). On the other hand, the proposed STFT-SVD algorithm shows a 
smoother behavior for the singular values magnitude, with a well-defined knee-point. This, 
together with the MDL, allows us to select the optimal number of the practical singular 
values suitably. The above analysis highlights that the multiple steps phenomenon is heavily 
reduced by the proposed STFT-SVD method. 
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Figure 3-11  singular values plots of the ASVD and STFT-SVD methods under SNR of -7 dB. 

  

 

Figure 3-12  singular values plots of the ASVD and STFT-SVD methods under SNR of -20 dB. 

3）Effect of the Window Length in STFT 
The window length M in STFT, which is equal to the number of rows of the 

time-frequency spectrogram X, is inversely proportional to the frequency resolution f  of 

the spectrogram, which can be formulated as 

 sff
M

   (3-17) 

Selected singular 
values 

Selected singular values 

Selected singular values 

It is difficult to select the 
correct singular values 
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For a fixed value of the sampling frequency fs, a small window length can lead to a 
large frequency resolution of the spectrogram, which may be insufficient to distinguish a PD 
signal from the noise, especially the discrete spectrum noise. In contrast, a considerably 
considerable window length can lead to a small frequency resolution, resulting in redundant 
computations.  

We de-noise the noisy PD signal synthesized in Chapter 3.1 via the proposed algorithm 
with varying window lengths and noise levels. The window length M is changed from 40 to 
800 sampling points, the SNR of the noisy signal is changed from -1.55 to -15.5-dB by 
increasing the amplitudes of the two types of noises in equal proportions, and the attenuation 
control factor q of the soft masking in Equation (3-7) is set as 1.  

The fundamental effect of the size of window width (M) is reflected in the spectrogram 
obtained by the STFT, as shown in Figure 3-13. As M increases, the number of the rows (i.e., 
the frequency resolution) of the spectrogram increases, allowing us to identify the PD pulses 
more clearly. Therefore, M should be set large enough so that the spectrogram has a 
sufficient frequency resolution to separate PD signals and noises. It is important to remark 
that increasing M, and thus the number of rows of the spectrogram, unavoidably increases 
the computational cost required by the subsequent SVD. 

    

(a) M=20                                   (b) M=100 

 

 (c) M=400 

Figure 3-13  Spectrograms of the synthetic noisy signal with various M. 

PD 
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Figure 3-14 collects the spectrograms and final de-noising results of the synthetic noisy 
signals. It can be observed that although the sharpness and clarity of the spectrograms vary 
with the value of M, which is set from 160 to 1600, the final de-noising results are almost 
equivalent. This means that the overall algorithm is robust even if a suboptimal value of M is 
selected during the STFT step. In other words, the outcome of the additional test is that the 
algorithm exhibits a low sensitivity to M. 

Figure 3-15 provides a compact picture of the effect of the window length M in STFT on 
the de-noising performance of the proposed algorithm through the defined two evaluation 
metrics, SNR and RMSE. It can be observed that the de-noising performance improves as the 
window length increases in the initial part of the curves, and then it becomes nearly flat once 
the number of sampling points exceeds the critical value of 200. This critical value is 
equivalent to the frequency resolution of the spectrogram of 0.625MHz, which is just 
sufficient to distinguish the last two PD pulses with dominant frequencies of 1MHz and 
5MHz, respectively, from the discrete spectrum noise with dominant frequencies of 3MHz 
and 7MHz. Once the window length is smaller than the critical value, the frequency 
resolution of the spectrogram is insufficient to distinguish the PD pulses from the discrete 
spectrum noise, resulting in a significant drop in the de-noising performance as shown in the 
front parts of the curves in Figure 3-15. Therefore, the window length should not be too 
small. 

Figure 3-16 shows the effect of the window length M on the computational time of the 
proposed algorithm. It can be observed that the efficiency decreases as the window length 
increases, suggesting a selection of the smallest value of M may lead to sufficiently good 
performance indexes (such as those considered in Figure 3-15). 

Referring to the frequency pass-band of the used PD sensor, an empirical formula 
allows us to determine the window length M: 

 
high low

s sf f
M

f f f

 
 
 

    (3-18) 

where fhigh and flow are the upper and lower cutoff frequencies of the used PD sensor, and α is 
the ratio between the passband frequency of the sensor and the acceptable frequency 
resolution. In practical applications, it is recommended to set α a bit larger than some dozens 
(e.g., 20 to 60) to ensure sufficient frequency resolution of the spectrogram for good 
de-noising performance and simultaneously less computation time. 

4）Effect of the Attenuation Control Factor in the Soft Masking 
Similar to M, the effect of attenuation control factors q is also reflected in the 

spectrogram obtained via the STFT. As q increases, a sharper spectrogram after the soft 
masking can be obtained, as shown in Figure 3-17. In principle, the larger q is, the more 
noise is reduced, as shown in Figure 3-18. It can be observed that the result in Figure 3-18(a) 
(q=1) has a significant improvement in the de-noising performance than that in Figure 
3-18(b) (q=0). In addition, increasing q will not bring significant gains in de-noising 
performance, as shown in Figure 3-18(b), (c), and (d). It can be observed that the de-noising  
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(a) M=160 

    

(b) M=400 

    

(c) M=800 

    

(d) M=1600 

Figure 3-14  Spectrograms and de-noising results of the synthetic noisy signal with various M. 
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(a)                             (b) 

Figure 3-15  Effect of the window length M on (a) SNR and (b) RMSE in varying noise levels. 

 

Figure 3-16  Effect of the window length M on the overall computational time required by the proposed 
algorithm. 

results with q=1, 2, and 4 are similar and all acceptable. Therefore, the selection of q is not 
demanding in practice. In addition, it is also important to mention that a too-large value of q 
could decrease the de-noising performance (see Figure 3-15) since it can introduce some 
distortion in the reconstructed PD signal. 

The effect of the attenuation control factor of the soft masking on the two evaluation 
metrics SNR and RMSE is shown in Figure 3-19, where the attenuation control factor, q, is 

changed from 0 to 6, the SNR of the noisy signal is changed from -1.55 to -15.5-dB, and   
in (18) is set as 48. The above value corresponds to the window length 

48 125 / (30 0.5 ) 200 MHz  MHz  MHzM      sampling points if a PD sensor with a 

pass-band from 0.5 MHz to 30 MHz is used, which is sufficient to detect the synthetic PD 
signal. It can be observed that with the increase of the attenuation control factor, the 
de-noising performance is improved at first, indicating that soft masking works effectively 
and then gradually deteriorates. The initial increase in the de-noising performance is because 
white noise is removed; the subsequent drop in de-noising performance is because part of the 
useful PD signal is also removed, resulting in some signal distortions. In addition, comparing 
the optimal q values for different noise levels, it can be found that a relatively small q value 
produces the best noise reduction effect at low noise levels. In contrast, a rather significant q 
value has the best noise reduction effect at high noise levels. Referring to the simulation 
results, the attenuation control factor, q, is recommended to be set between 0.5 and 2.5, and 
it should be relatively large for high noise levels and rather small for low noise levels. 
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(a) q=0                              (b) q=1 

    

(c) q=2                              (d) q=4 

Figure 3-17  Spectrograms after the soft masking with various q (M=200). 

    

(a) q=0                         (b) q=1 

    

(c) q=2                       (d) q=4 

Figure 3-18  De-noising results of the synthetic noisy signal with various q (M=200). 
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(a)                                (b) 

Figure 3-19  Effect of the attenuation control factor q on (a) SNR and (b) RMSE in varying noise levels. 
(q equal to 0 denotes the soft masking is disenabled) 

5）De-noising Result Comparison 
Figure 3-20 collects the results of de-noising the simulated PD signal with high-level 

noise (SNR=-11.10dB) via the proposed STFT-SVD, H-ASVD, WT, and EMD algorithms. It 
can be seen from Figure 3-20(a) that the H-ASVD algorithm can hardly remove the discrete 
spectrum noise. In Figure 3-20(b), the WT algorithm behaves well for the first and second 
pulses but fails to reconstruct the third pulse. The difference in the noise reduction effect on 
the PD pulses is attributed to the selected mother wavelet (dB8); the failure of the last PD 
pulse de-noising is due to the insufficient frequency resolution requiring to separate the PD 
pulses (with a dominant frequency of 5MHz) with the discrete spectral noises with 
sinusoidal components at 3MHz and 7MHz. In Figure 3-20(c), the EMD technique can only 
vaguely discriminate the PD signal, and many white noise and waveform distortions remain. 
In Figure 3-20(d), compared with the results of H-ASVD, WT, and EMD algorithms, the 
proposed STFT- SVD algorithm can be effectively used to reduce both the white noise and 
the discrete spectrum noise in all three types of PD pulses, although a small amount of noise 
remains. In Figure 3-20(e), where the soft masking is enabled, the de-noising performance is 
improved, thus proving the benefit of this additional step in the de-noising procedure.  

The evaluation metrics of all the algorithms are listed in Table 3-2, where it can be 
observed that the proposed STFT-SVD algorithm with the soft masking has the most 
significant signal-to-noise ratio (the highest SNR) and the minor waveform distortion (the 
lowest RMSE and the highest NCC). 

3.2.1 Results of De-Noising Measured Real PD Signal 
This Section collects the results of the application of the proposed de-noising tool to the 

measurements carried out by a typical ultra-wideband PD sensor (high-frequency current 
transformer (HFCT)) widely used for on-site PD measurement in cables, transformers, 
motors, switchgear, overhead lines, etc. The de-noising performance is compared to those 
obtained through the alternative WT, EMD, and H-ASVD algorithms. 

In this first real application test case, the proposed STFT-SVD algorithm is applied to a 
PD signal measured using a HFCT to demonstrate its de-noising performance. To have a  
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Figure 3-20  De-noising results of (a) H-ASVD (the size of Hankel matrix: 450×9000), (b) WT (the 
mother wavelet: dB8), (c) EMD (the ensemble number: 300), (d) the proposed STFT-SVD without the 
soft masking (M=200, q=0), and (e) the proposed STFT-SVD with the soft masking (M=200, q=2). The 

green, blue, and red lines denote the noisy (SNR=-11.10 dB), the original, and the de-noised signals. 

Table 3-2 Evaluation metrics comparison of the algorithms 

Method SNR (dB) NCC RMSE 

STFT-SVD (L=200, q=0) 7.53 0.912 0.057 

STFT-SVD (L=200, q=2) 12.97 0.975 0.030 

WT 2.10 0.627 0.107 

EMD 0.236 0.518 0.132 
H-ASVD -9.17 0.273 0.390 

 
controlled environment and test, two measurements are carried out: one is related to a PD 
signal with the smallest possible noise corruption, and the other involves the contribution of 
the noise only, being this latter associated with another conductor and time window where 
only the spurious disturbance is recorded. The PD signal originates from a soiled insulator in 
a 10-kV covered conductor (CC) line, as shown in Figure 3-21. The passband frequency of 
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the HFCT is 0.5-30 MHz, and the sampling frequency for data collection is 125 MHz. 
Figure 3-22 collects the time waveforms and the corresponding frequency spectra of the 

measured PD signal and noise. Specifically, panel (a) corresponds to the PD signal measured 
as close as possible to the insulator to reduce noise’s detrimental effects and produce a 
reference response, which is eventually compared with the reconstructed PD. Panel (b) and 
panel (c) correspond to the noisy contrition and the PD noisy response, respectively. The PD 
noisy response is generated by summing the noiseless and the noisy waveforms. It is 
essential to point out that the noisy waveform of Figure 3-22(b) includes both the effects of 
the white noise and the discrete spectrum noise. Also, for this case, the PD pulse, for both the 
time- and the frequency-domain waveforms, is massively cluttered by the effect of the 
sizeable superimposed noise, thus making the de-noising a challenge.  

De-noising starts from the time-domain measured response of Figure 3-22(c) using all 
the considered algorithms. In the proposed STFT-SVD algorithm, the tuning parameters are 

defined as follows. According to (3-18) and the suggested range of 𝛼 between 20 to 60, M 
should be chosen between 83 and 254. It is essential to point out that the discussion of the 
role of M in Chapter 3.2.1 and the additional simulation analyses have proven that the 
overall accuracy of the method has a very low sensitivity to this parameter. For this test case, 

the window width value is set to 200 sampling points (corresponding to the ratio 48  ), 

which enables the frequency resolution to be 0.625 MHz. A similar reasoning and behavior 
holds for the other parameter (i.e., the attenuation control factor in the soft masking), which 
is set to 2 due to the high-level noise. 

Figure 3-23 offers the results of the cross-comparison. It illustrates the proposed tool’s 
superior performance, which yields an excellent reconstructed PD signal (see Figure 3-23(d)). 
From the responses in the figure, we can observe that the H-ASVD algorithm fails to remove 
the discrete spectrum noise (see Figure 3-23(a)), the WT algorithm effectively reduces most 
of the noise but leads to a visible distortion (see Figure 3-23(b)), and the EMD algorithm can 
only discriminate the PD signal vaguely and leads to a significant distortion (see Figure 
3-23(c)). To sum up, this test has proven the excellent features of the proposed de-noising 
tool for in-field measurements via HFCT. 

    

(a)                          (b) 

Figure 3-21  Layout of the high-frequency current transformer on a 10-kV CC line (a) and picture of the 
PD defect on an insulator caused by fouling (b). 
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(a) 

   

(b) 

   

(c) 

Figure 3-22  Time-domain waveforms and frequency-domain spectrums of the HFCT-measured PD 
signal (a), the HFCT-measured noise (b), and their combination (c). 

3.3 Adaptive and Efficient Partial Discharge De-noising Algorithm for 
Implementation in Resource-Limited Embedded Systems 

This section addresses developing and implementing a practical algorithm for PD 
monitoring of weakly insulated apparatuses in electrical power systems. The proposed 
solution addresses the challenges of field noise filtering and hardware selection. On one side, 
field noise has unavoidable detrimental effects on monitoring, thus demanding a clever and 
robust solution. On the other hand, the implementation of limited resource hardware is a 
crucial requirement for a practical design, allowing to reduce production costs. This work 
describes an adaptive and efficient PD de-noising algorithm based on the improved spectral 
decomposition of the noisy PD signal. PD pulses are accurately extracted from the noisy 
signal by cleverly selecting the dominant components via a low-rank singular value 
decomposition of the time-frequency spectrogram of the signal, thus reducing the size of the 
involved matrices and the computational complexity. The performance of the proposed 
de-noising algorithm is first demonstrated on a synthetic PD signal and compared with  
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Figure 3-23  De-noising results of actual noisy PD signal by (a) H-ASVD (the size of Hankel matrix: 
390×7810), (b) WT (the mother wavelet: dB8), (c) EMD (the ensemble number: 300), and (d) the 
proposed STFT-SVD (M=200, q=2). The green, blue, and red lines denote the noisy, original, and 

de-noised signals. The insets zoom in on the PD pulses. 

state-of-the-art alternative techniques implemented on three embedded systems commonly 
used for PD monitoring. Finally, the strength and the effectiveness of the proposed approach 
are further validated on experimental data based on the measurement of 
Internet-of-Thing-based PD monitors, demonstrating its better de-noising performance in 
improving the sensitivity and accuracy of the PD monitors. 

3.3.1 Algorithm Improvements 
To reduce the computational complexity of the STFT-SVD algorithm, the more efficient 

STFT-RSVD algorithm is developed, as shown in Figure 3-24. Compared with the 
STFT-SVD algorithm, the proposed algorithm has three improvements, which will be 
discussed and formulated in the following. 

Improvement 1: Kurtosis criteria are added between the STFT and SVD steps, aiming 
at avoiding applying the expensive SVD to the useless data without PDs. 

PD pulses have a short duration, leading to outliers in the local area of the spectrogram 

(i.e., 𝐗 ∈ ℂ𝑀×𝐿 obtained via the STFT). At the same time, white and discrete spectrum 

noises are continuous and tend to lack outliers in the time dimension (i.e., each row of the 
spectrogram). Such a statistical difference between PD pulses and white and discrete  
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Figure 3-24  Block diagram of the improved STFT-RSVD algorithm. 

spectrum noises allows us to identify whether one or multiple PD pulses occur in the signal 
sequence by detecting these outliers. Since the real parts of the spectrogram have similar 
outliers as the spectrogram, PD identification can be achieved by applying kurtosis criteria 
directly to the real parts of each row of the obtained spectrogram to reduce computational 
cost. The criteria are formulated as 

 

⎩⎪
⎨
⎪⎧ yes,   logical(𝑘𝑢𝑟(𝐗𝑖

re)
𝑀

𝑖=1
> 𝛽) ≥ 𝜀

 no,   logical 𝑘𝑢𝑟 𝐗𝑖
re > 𝛽

𝑀

𝑖=1
< 𝜀 

      (3-19) 

where 𝐗𝑖
re is the real parts of the 𝑖th row of the spectrogram, 𝑀  is the total number of rows 

of the spectrogram (also the length of the Gaussian window in STFT), 𝛽 is a threshold set to 

4, an empirical value suggested in [131], 𝜀 is a threshold to identify whether a PD occurs 

and is better to be selected as 2~5 since too small or large 𝜀 may lead to wrong or missed 

PD identification, 𝑘𝑢𝑟(∙) is the kurtosis calculation function, and logical(∙) is the logical 

function and returns 0 or 1. The computational complexity of the criteria is up to that of the 

kurtosis calculation function, i.e., O(2𝑀𝑁), where 𝑁  is the total number of columns of the 

spectrogram, determined by 𝑁 = ⌊(𝐾 − 𝑀 + 𝐻)/𝐻⌋, where 𝐾  is the sampling number of 

the signal, and 𝐻  is the window hops of the STFT. Moreover, it is essential to point out that 

applying the kurtosis criteria to the spectrogram is better than the time-domain signal since 
outliers caused by PDs are more significant. 

Improvement 2: RSVD is used to decompose the time-frequency spectrogram 
automatically. Compared with the SVD, the RSVD requires less memory, leading to 
significantly smaller computational complexity. 

Since the elements belonging to the PD signal always concentrate at the local area of 

the spectrogram 𝐗, we can perform low-rank approximation to reduce the size of the input 
matrix of the expensive sequent SVD, which can be achieved via the randomized algorithm 
described in [132]. The randomized algorithm and SVD combination are named randomized 

SVD (RSVD) [133]. The noisy input matrix 𝐗 ∈ ℂ𝑀×𝑁  (obtained via the STFT) is 

decomposed into four matrices via RSVD, yielding: 

 𝐗 = 𝐐𝐔Q𝐒Q𝐕Q
𝐻   (3-20) 

where 𝐐 ∈ ℂ𝑀×𝑃  is a given matrix with P (P ≪ 𝑀, 𝑁) orthonormal columns which can 
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be obtained via the randomized algorithm [133], 𝐔Q is a 𝑃 × 𝑃  left orthonormal matrix 

(𝐔Q=[𝒖1, 𝒖2, . . . , 𝒖𝑃 ], 𝒖𝑖 ∈ ℂ𝑃 ×1), 𝐒Q is a real 𝑃 × 𝑃  rectangular matrix with the singular 

values 𝜎1 > 𝜎2 > ⋯ > 𝜎𝑃  in the diagonal entries, and 𝐕Q is a 𝑃 × 𝑁  right orthonormal 

matrix (𝐕Q=[𝒗1, 𝒗𝟐, . . . , 𝒗𝑃 ],𝒗𝑖 ∈ ℂ𝑁×1). The total computational complexity of the RSVD 

is O(4𝑀𝑁log𝑃 + 4(𝑀 + 𝑁)𝑃 2) [133], which is much less than that of the classical SVD 

(i.e., O(4𝑁𝑀2)) as P  can be set much less than 𝑀  and N. 

In RSVD, only one parameter (i.e., P) is required to be set in advance. On the one hand, 

we want the basis matrix 𝐐  to contain as few columns as possible to reduce the 

computational complexity. On the other hand, accurately approximating the input matrix is 

even more critical. Therefore, P can be slightly larger than the PD components’ estimated 
rank to guarantee this approximation’s accuracy. Accordingly, an empirical rule to roughly 

determine 𝑃  can be formulated as 

 𝑃 = 𝑀
∆𝑓PD

𝑓𝑠

+ 𝑟 (3-21) 

where 𝑀  can be determined by the empirical formula provided in (3-18), ∆𝑓PD is the 

estimated frequency bandwidth of the PD signal, 𝑓𝑠 is the sampling frequency, the term of 

𝑀 ∙ ∆𝑓PD/𝑓𝑠 denotes the estimated rank of the PD components, and 𝑟 is the redundancy 

factor in guaranteeing reliable noise reduction performance. It can be set from 3 to 5 [133]. 
Improvement 3: The component selection is carried out before the ISTFT step to avoid 

executing the computationally expensive ISTFT multiple times, significantly reducing the 
computational complexity of this step. 

In the STFT-SVD method in Chapter 3.2, pulse-type component selection is achieved 
by applying kurtosis criteria to the sub-signals reconstructed using ISTFT for each 
component, leading to substantial computation costs. Alternatively, since the right 

orthonormal eigenvectors 𝒗1, 𝒗, . .. , and 𝒗𝑃  (obtained via RSVD) also contain the 
time-dimension characteristics of the components, we can apply kurtosis criteria to the 
eigenvectors to select pulse-type components before ISTFT, thus avoiding executing the 
ISTFT multiple times. The components with larger kurtosis values are chosen to reconstruct 

the noiseless matrix 𝐗′ ∈ ℂ𝑀×𝑁 , which can be formulated as: 

 𝐗 = 𝑎1𝜎1𝐐𝒖1𝒗1
𝐻 + 𝑎2𝜎2𝐐𝒖2𝒗2

𝐻 + ⋯ + 𝑎𝑃 𝜎𝑃 𝐐𝒖𝑃 𝒗𝑃
𝐻     (3-22) 

where 𝑎𝑖 = logical{𝑘𝑢𝑟 𝒗𝑖
re > 4}, where 𝒗𝑖

re is the real parts of the right eigenvector 𝒗𝑖, 

and 𝐐𝒖𝑖 can be directly obtained in (2), and thus it does not lead to computational costs in 

(4) [133]. The total computational complexity of the component selection and spectrogram 

reconstruction can be calculated as O(2𝑁𝑃 + 4𝑀𝑁𝑃′), where 𝑃′ is the number of the 

selected components, and it is always much less than 𝑃 . 
An overall comparison between the computational complexity of the improved 

STFT-RSVD algorithm and the STFT-SVD algorithm in Chapter 3.2 at each algorithm step 
is listed in Tab. 1. It can be observed that the added kurtosis criteria between STFT and 
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RSVD leads to a negligible additional computational cost while applying RSVD to 
decompose the spectrogram and exchanging the order between the component selection and 
ISTFT can significantly reduce the computational complexity. Moreover, it is essential to 
point out that although some other time-frequency transform tools (e.g., continuous wavelet 
transform, Wigner-Ville distribution, Hilbert-Huang transform, etc.) are optional to obtain the 
spectrogram, we still select the STFT since it is the most time-saving one [134]. 

Table 3-3 Computational complexity comparison between the STFT-SVD and the proposed STFT-RSVD 
algorithms 

The improved STFT-RSVD algorithm 

 

The STFT-SVD algorithm in Chapter 
3.2 

Steps 
Computational 

complexity 
Steps 

Computational 
complexity 

STFT+ 
Kurtosis criteria 

O(𝑀𝑁log𝑀 + 3𝑀𝑁) ≈ STFT O(𝑀𝑁log𝑀 + 𝑀𝑁) 

Soft masking O(4𝑀𝑁) = Soft masking O(4𝑀𝑁) 

RSVD 

O 4𝑀𝑁log𝑃

+ 4(𝑀 + 𝑁)𝑃 2  

(𝑃 ≪ 𝑀, 𝑁) 

≪ SVD O(4𝑀2𝑁) 

Component 
selection 

O(2𝑁𝑃 +

4𝑀𝑁𝑃′)(𝑃 ≪ 𝑃 , 𝑅) 
≪ 

ISTFT 
O(𝑀𝑁𝑅log𝑀

+ 5𝑀𝑁𝑅) 

ISTFT O(𝑀𝑁log𝑀 + 𝑀𝑁) 
Component 

selection 
2𝑁𝑅 

𝑀  denotes the row number of the spectrogram; 𝑁  denotes the number of columns of the spectrogram, 

determined by 𝑁 = ⌊(𝐾 − 𝑀 + 𝐻)/𝐻⌋, where 𝐾  is the sampling number of the signal, and 𝐻  is the 

window hops of the STFT; 𝑅 denotes the number of the components obtained via principal component 

analysis in the STFT-SVD algorithm; 𝑃  denotes the number of columns of the given matrix 𝐐 in 

RSVD; 𝑃′ denotes the number of the selected components in the proposed STFT-RSVD algorithm. 

3.3.2 Implementation in Embedded Systems 
In on-site PD monitoring, PD diagnosis, including signal extraction, recognition, and 

analysis, is always completed in embedded systems instead of personal computers due to 
their nominal cost, volume, power consumption, functionalities, flexible hardware 
programming, etc. Many types of embedded systems with varying hardware resources have 
been used for PD monitoring in different application scenarios, which depend on the testing 
object and the budget cost. 

Three representative types of embedded systems are often used for PD diagnosis: 
System on Chip (SoC), Microprocessor Unit (MPU), and Microprogrammed Control Unit 
(MCU). SoC is a system-level chip with very abundant hardware resources (i.e., 
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field-programmable gate array, multiple cores, high-speed processors, and extensive 
random-access memories (RAM)), but on the contrary, it has a very high cost and power 
consumption; it is often used for advanced PD diagnosis of recognition, classification, and 
localization, e.g., the PD location system for medium-voltage switchgear and cables 
[135][136]. MPU is a kind of integrated Central Processing Unit with multiple cores, 
high-speed processors, and more functionalities but may have small random-access 
memories; it is often used for PD detection, recognition, and classification, e.g., online PD 
monitoring for high-voltage motors, gas insulation systems, and transformers [137]. MCU is 
a chip-level chip with fewer hardware resources (i.e., a single core, a low-speed processor, 
less RAM), but it has a low cost and power consumption; it is often used for low-cost and 
low-power PD detection, e.g., the online IoT-based PD monitors for widely distributed 
medium-voltage overhead lines, cables, and switchgear [138][140]. 

On the embedded systems side, in this work, three representative chips corresponding to 
the above SoC, MPU, and MCU have been selected to test the performance of the proposed 
algorithm and its alternatives. Their characteristic parameters and reference prices are listed 
in Tab. II. The used evaluation boards integrate all the hardware needed for programming 
and debugging the chips, namely the JTAG interface for ZYNQ7035 and the ST-LINK/V2 
interface for STM32MP157 and STM32L476. The input or output PD signals are stored in 
the program memory (flash memory), while the intermediate signals or matrices are stored in 
the RAM. All three devices have been clocked at their maximum speeds. 

On the computer side, communication with the above interfaces has been established 
using KELL 5.0 (for STM32MP157 and STM32L476) and VIVADO (for ZYNQ7035), free 
software for debugging and programming ARM and other systems. Once the program runs 
for a series of tests, the numerical outputs can be examined or exported through the 
debuggers, interrupting the program at convenient points. The timing of the single routines is 
computed by the software itself, using the SysTick timer built into the ARM cores. 

Since the recommended software (i.e., KELL 5.0 and VIVADO) only supports 
debugging and programming in the embedded systems in C Language, we must implement 
the PD de-noising algorithms in C Language. However, the C-languages of the most 
cost-efficient versions of some sub-functions in the algorithms (e.g., STFT and SVD) are 
unavailable. Alternatively, we programmed the algorithm in MATLAB codes and used a 
transcoding tool named MATLAB CODER to translate the MATLAB codes into C codes. 
On the one hand, the MATLAB software platform can provide all the latest sub-functions 
required in the algorithm. On the other hand, the MATLAB CODER allows us to allocate the 
dynamic memory to execute the algorithm according to the size of the RAM in the 
embedded systems, and it can automatically generate corresponding C codes [140]. This 
work sets the dynamic memories of ZYNQ7035, STM32MP157, and STM32L476 as 900 
Mbytes, 700 Kbytes, and 100 Kbytes, respectively. Moreover, the MATLAB CODER 
includes the OpenMV interface, which can generate the C codes that can be executed in 
parallel with multiple cores, e.g., in ZYNQ7035 or STM32MP157. This can further reduce 
the computational cost of the embedded algorithms. 
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Table 3-4 Features of three representative embedded systems commonly used for PD monitoring 

Serial 
number 

Device 
models 

Pictures of the used 
evaluation board 

Types ARM cores 
Clock 

frequency 
Memory 
(RAM) 

Price 
of the 
device 

Application 
scenarios 

Device 1 
ZYNQ70

-35 (AX7350,ALINX) 
SoC 

2×Cortex-
A9+ 
Kintex-7 

800 MHz 1 Gbytes 
1280 
USD 

Advanced PD 
diagnosis: 
recognition, 
classification, 
and localization 
[135][136] 

Device 2 
STM32
M-P157 

(ATK-DLMP157M, 
ALIENTEK) 

MPU 
Cortex-M4
+ 
Cortex-A7 

209 MHz 
+800 

MHz 

708 
Kbytes 

109 
USD 

PD detection, 
recognition, and 
classification 
[137] 

Device 3 
STM32L

-476 

(STM32 
Nucleo-L476RG, ST) 

MCU Cortex-M4 80 MHZ 
125 

Kbytes 
12 

USD 

Low-cost and 
low-power PD 
detection and 
recognition 
[138][140] 

 

3.3.3 Results of De-Noising Synthetic Signal 
A generic PD signal with an extremely low signal-to-noise ratio is synthesized to assess 

the de-noising algorithms quantitatively. The feasibility of the proposed algorithm is 
validated via de-noising the synthetic PD signal in Device 1. The effects of the input 
parameters of the proposed algorithm on its computing costs are simulated in Device 1. The 
de-noising performance of the proposed algorithm and its alternative algorithms is compared 
in Devices 1, 2, and 3. 

1）Synthetic Noisy PD Signal 
Figure 3-25 collects the time-domain and frequency-domain waveforms of the synthetic 

PD signal. Since the synthetic signal includes multiple PD pulses with various waveforms, 
which simulate a general case in field PD measurement, it can be used as a qualified test 
sample to evaluate the de-noising performance of the proposed algorithm and its alternative 
solutions. The sampling rate of the synthetic signal is 125 MS/s, and the sampling number is 
16000. 

The PD current pulse can be modeled at the PD source by a double exponential pulse, 
e.g., pulse 1 in Figure 3-25(a). However, most detected PD signals are oscillating pulses due 
to the effects of both the propagation path and the transfer function of the used sensor. 
Therefore, single exponential and double exponential attenuation oscillation pulses, e.g., 
pulses 2 and 3 in Figure 3-25(a), are used. Nevertheless, the real PD signals can be more 
complex than these tree models, e.g., pulses 4 and 5 in Figure 3-25(a). Pulse 4 originates 
from a fouling insulator and is detected by the high-frequency current transformer, as 
provided in [36]. Pulse 5 originates from the leaning tree and is detected by the same 
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high-frequency current transformer. It is essential to point out that the high-frequency current 
transformer was deployed close to the defects to reduce the influence of the field noise as 
much as possible. 

Discrete spectrum noise and white noise are added to the synthetic PD signal. The 
frequencies of the two harmonics in the discrete spectrum noise are set to 2.5 and 7 MHz, 
and their corresponding amplitudes are set to 1.5 and 1 mV, respectively, while the standard 
deviation of the white noise is set to 1 mV. It is essential to note that the synthetic noise 
includes very high-level noise. Thus, it can be used to validate and assess the de-noising 
performance of the proposed algorithm for a PD signal with an extremely low 
signal-to-noise ratio. 

 

(a) 

 

(b) 

Figure 3-25  Time-domain (a) and frequency-domain (b) waveforms of the synthetic noiseless and noisy 
PD signals. The green and blue lines denote the noisy and original signals, respectively. 

2）Validation Experiment (in Devices 1) 
In Chapter 3.3.1, three improvements in the proposed STFT-RSVD algorithm are 

developed, aiming at reducing its computational complexity without influencing its 
de-noising performance. To validate the feasibility of the improvements, the de-noising 
experiment of the proposed STFT-RSVD algorithm was carried out in the synthetic PD 
signal in Device 1, which was compared with the STFT-SVD method in [26]. The 

parameters of the STFT-RSVD algorithm were set as 𝑀 =320, 𝐻 =10, and 𝑃  =20, 
according to the empirical equations in Chapter 3.3.1 and [26]. 

Figure 3-26 collects the plots of the kurtosis values of the real parts of rows of the 
spectrograms calculated for the noisy PD signal. The index axis denotes the serial number of 
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rows of the spectrogram. It can be observed that the kurtosis values of the noise spectrogram are 
less than the threshold, while parts of the noisy PD signal are significantly larger than the 
threshold. According to Equation (3-19), the class of the spectrogram of the noise will be 
identified to be “No,” while that of the noisy PD signal will be “Yes,” validating the feasibility of 
the added kurtosis criteria. 

 

Figure 3-26  Kurtosis values of real parts of rows of the spectrograms of the noise (triangle labels) and 

noisy PD signal (round labels) (𝑀=320, 𝐻=10, and 𝑃  =20). 

Figure 3-27 collects the plots of the kurtosis values of the reconstructed sub-signals 
obtained via applying ISTFT to each component in the STFT-SVD algorithm and the real 
parts of the right orthonormal eigenvectors obtained via the RSVD. The index axel denotes 
the serial number of the components obtained via the RSVD. It can be observed that the 
kurtosis values of the real parts of the right orthonormal eigenvectors are generally similar to 
that of the reconstructed sub-signals, verifying the feasibility of selecting the pulse-type 
components by applying kurtosis criteria to the right orthonormal eigenvectors. Although the 
difference between the kurtosis values of the two curves tends to be more prominent as the 
index increases, the result of the component selection via the threshold criteria is hardly 
influenced. Moreover, since the components’ energy significantly reduces as the index rises, 
discriminant error on the element with a more extensive index severely affects the final 
de-noising result. 

 

Figure 3-27  Kurtosis values of the reconstructed sub-signals obtained via applying ISTFT to each 
component (round labels) and the real parts of the right orthonormal eigenvectors obtained via the RSVD 

(triangle labels) (𝑀=320, 𝐻=10, and 𝑃  =20). 
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Figure 3-28 and Figure 3-29 collect the de-noised signals and computation time of the 
STFT-SVD method and the proposed STFT-RSVD algorithm, respectively. In Figure 3-28, it 
can be observed that their de-noising results are almost coincident as their errors are 
negligible. In contrast, the computation time of the proposed STFT-RSVD algorithm is 
significantly less than that of the STFT-SVD algorithm, especially in terms of the SVD or 
RSVD, component selection, and ISTFT steps. The results demonstrate the essential benefits 
of the RSVD and exchanging the order between component selection and ISTFT in reducing 
computational complexity. 

 

Figure 3-28  De-noising results of the STFT-SVD and the improved STFT-RSVD algorithms (𝑀=320, 

𝐻=10, and 𝑃  =20). 

 

Figure 3-29  Computation times of all steps in the STFT-SVD (a) and STFT-RSVD (b) algorithms 

(𝑀=320, 𝐻=10, and 𝑃  =20). 

3）Parameter Effect Simulation (in Devices 1) 
The computational complexity of the proposed STFT-RSVD algorithm is associated 

with its three parameters, i.e., window length 𝑀  of STFT; window hops 𝐻  of STFT, and 

the estimated rank 𝑃  of the spectrogram of the noiseless PD. Therefore, this subsection will 

investigate their effect on the computing cost of the proposed algorithm via de-noising the 
synthetic PD signal in Device 1. Moreover, since down-sampling the PD signal is commonly 
applied to reduce the computational burden of the used embedded systems, its effect on the 
proposed algorithm is also evaluated. 

Figure 3-30 collects the curves of SNRs and the overall computational time of the 

proposed algorithm against the window length M. 𝐻  and 𝑃  are set as 10 and 20, 
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respectively. It can be observed that the de-noising performance improves as M increases in 
the initial part of the curves. It becomes nearly flat once the number of sampling points 
exceeds the critical value of 100, and finally, it declines slowly as M continues to increase. 
The computation time of the proposed algorithm gradually increases as M increases since the 
size of the spectrogram (i.e., the number of rows) increases too. Moreover, the increased size 
can lead to a significantly increased memory requirement. Therefore, considering both the 
de-noise performance and efficiency, selecting the smallest value of M may lead to 
sufficiently good performance indexes. 

 

Figure 3-30  Effect of window length M on SNR and the overall computational time required by the 

proposed STFT-RSVD algorithm (𝐻=10, 𝑃 = 20). 

Figure 3-31 collects the curves of SNRs and the overall computational time of the 

proposed algorithm against the window hops H. 𝑀  and 𝑃  are set as 320 and 20, 

respectively. It can be observed that the de-noising performance stays nearly flat as H 
increases in the initial part of the curve. It decreases slowly, and finally, it oscillates and 
decreases faster once H exceeds the critical value of 12. The computation time of the 
proposed algorithm significantly decreases as H increases since the size of the spectrogram 
(i.e., the number of columns) decreases. Considering the de-noise performance and 
efficiency, selecting the critical value of H may lead to sufficiently good performance 
indexes. 

Figure 3-32 collects the curves of SNRs and the overall computational time of the 

proposed algorithm against the estimated rank P. 𝐻  and 𝑀  are set as 10 and 320, 

respectively. It can be observed that the de-noising performance improves as P increases in 
the initial part of the curves, and then it becomes nearly flat once P exceeds the critical value 
of 12. Therefore, as suggested in equation (3), P should be set to be somewhat more 
significant than the estimated rank of the PD components in the proposed STFT-RSVD 
algorithm, as such a value of P can lead to the same de-noising performance as the 
STFT-SVD algorithm but significantly reduced computational cost, which verifies the 
critical benefit of the RSVD. 

Figure 3-33 collects the curves of SNRs and the overall computational time of the 

proposed algorithm against the down-sampling intervals. 𝑀 , 𝐻, and 𝑃  are set as 160, 10, 
and 20, respectively. It can be observed that as the down-sampling intervals increase, the 
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de-noising performance decreases linearly while its computation time decreases 
exponentially. This means that down-sampling the input noisy PD signal can be a feasible 
trade-off solution if the computing resources of the used embedded system are severely 
insufficient. 

 

Figure 3-31  Effect of window hops H on SNR and the overall computational time required by the 

proposed STFT-RSVD algorithm (𝑀 = 320, 𝑃 = 20). 

 

Figure 3-32  Effect of P in RSVD on SNR and the overall computational time required by the proposed 

STFT-RSVD algorithm (𝑀 = 320, 𝐻 = 10). (SNR 0 is the SNR of the de-noised signal obtained via the 
STFT-SVD algorithm [26]). 

 

Figure 3-33  Effect of down-sampling intervals on SNR and the overall computational time required by 

the proposed STFT-RSVD algorithm (𝑀 = 160, 𝐻 = 10, and 𝑃 = 20). 
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4）De-noising Result (in Devices 1, 2, and 3) 
De-noising the synthetic noisy PD signal via the proposed algorithm and its alternatives 

(i.e., WT [62], EMD [73], AST-SVD [82], H-FSVD [83], and S-SVD [87]) was carried out 
in Devices 1, 2, and 3. We selected three group parameters for the proposed STFT-RSVD 

algorithm in this experiment: (i) 𝑀=80, 𝐻=1, and 𝑃 =20; (ii) 𝑀=40, 𝐻=5, 𝑃 =12; (iii) 

𝑀=20, 𝐻=10, 𝑃 =8, which all satisfy the empirical equations in Chapter 3.3.1 and in [26]. 

The first group of parameters was used in the proposed algorithm executed in Device 1, 
while the second and last were in Device 2 and 3, respectively. Moreover, since the 
memories of Devices 2 and 3 are minimal, the synthetic signal is down-sampled with eight 
intervals before de-noising. 

The de-noising results are shown in Figure 3-34. In Figure 3-34(a), the WT algorithm 
behaves well for the first pulse but fails to reconstruct the third pulse. The difference in the 
noise reduction effect on the PD pulses is attributed to the selected mother wavelet (dB8). In 
Figure 3-34(b), the EMD technique can only discriminate the PD signal vaguely; discrete 
spectrum noises and waveform distortions remain; it fails to reconstruct the third and last 
pulses. In Figure 3-34(c), the H-FSVD fails to reduce the discrete spectrum noise since its 
principal component analysis cannot distinguish PD and discrete spectrum noise. In Figure 
3-34(d), the AST-SVD algorithm cannot remove the discrete spectrum noise as the H-FSVD. 
In Figure 3-34(e), the S-SVD algorithm removes most of the noise but fails to reconstruct the 
first pulse, and waveform distortions can be observed in the other pulses. In Figure 3-34(f), 
(g), and (h), compared with the results of WT, EMD, H-FSVD, AST-SVD, and S-SVD 
algorithms, the proposed STFT- SVD algorithm can effectively reduce both the white noise 
and the discrete spectrum noise in all five types of PD pulses, demonstrating its more strong 
adaptability to de-noise various noisy PD signal with an extremely low signal-to-noise ratio. 

All the algorithms’ evaluation metrics (SNR and computing times) are listed in Table 
3-5.For de-noising performance, it can be observed that the proposed STFT-RSVD algorithm 
with parameter settings of M=80, H=1, and P=20 has the highest SNR. For computing time, 
in Device 1, it can be observed that as M decreases and H increases (i.e., the size of the 
time-frequency matrix decreases), the computational time of the proposed STFT-RSVD 
algorithm decreases exponentially; the STFT-RSVD algorithm requires significantly less 
computing time than other SVD-based algorithms (i.e., H-FSVD, AST-SVD, and S-SVD); 
although the STFT-RSVD algorithm requires slightly more computational time than the WT 
technique, it provides significantly better de-noising performance, as discussed in the last 
paragraph. Moreover, it is essential to note that the H-FSVD, AST-SVD, and S-SVD 
algorithms cannot be implemented in Devices 2 and 3 due to the limited memories, which 
cannot execute the expensive SVD operation in these algorithms. In contrast, the proposed 
STFT-RSVD algorithm can be implemented in Devices 2 and 3 as long as the proper 
parameters are selected, demonstrating the most crucial benefit that the proposed algorithm 
can be implemented in different embedded systems with varying hardware resources by 

tuning the three parameters, i.e., the window length 𝑀 , the window hops 𝐻 , and the 

estimated rank. 
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(a)                                     (e) 

 

(b)                                     (f) 

 

(c)                                     (g) 

 

(d)                                     (h) 
Figure 3-34  De-noising results of (a) WT (the mother wavelet: dB8; decomposition level: 5) in Device 1, 
(b) EMD in Device 1, (c) H-FSVD (the size of Hankel matrix: 500×2000) in Device 1, (d) AST-SVD (the 

size of the sliding window: 200; the size of Hankel matrix: 100×200) in Device 1, (e) S-SVD (the 

adjustable factor of S-transform: 1) in Device 1, (f) the proposed STFT-RSVD (𝑀 = 80, 𝐻 = 1, and 

𝑃 = 20) in Device 1, (g) the proposed STFT-SVD (𝑀 = 40, 𝐻 = 5, and 𝑃 = 12) in Device 2, (h) the 

proposed STFT-SVD (𝑀 = 20, 𝐻 = 10, and 𝑃 = 6) in Device 3. The green, blue, and red lines denote 

the noisy, original, and de-noised signals. 

3.3.4 Results of De-Noising Measured Real PD Signal 
The proposed STFT-SVD algorithm and its alternative (i.e., the WT and EMD 

algorithms) are implemented in another PD monitor with the same hardware. The noisy PD 
data obtained via the PD monitor is imported into the PD monitor via its serial port. PD 
pulses in this data were caused by a fouling insulator. Since the memory of the processor (i.e., 
STM32L476) is minimal, causing it impossible to directly de-noise the whole data (i.e., with 
a length of 20 ms) at one time, we use a sliding window200 to split the data into multiple 
segmentations, which are de-noised individually. Since the frequency bandwidth of the PD 
data collected by the PD monitor (i.e., the envelope of the PD signal) is always less than 1 

MHz [38], the window length 𝑀  should be set as at least 15 (i.e., more than α ×5 MHz/1 

MHz according to the empirical equation in [26], where α is set as 3) to guarantee a 
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Table 3-5 Evaluation metrics comparison of the algorithms 

Method SNR (dB) 

Computation time (s) 

Device 
1 

Device 
2 

Device 
3 

STFT-RSVD 
(M=80, H=1, P=20) 

12.223 0.137 / / 

STFT-RSVD 
(M=40, H=5, P=12) 

9.175 0.023 0.051 / 

STFT-RSVD 
(M=20, H=10, P=6) 

7.697 0.011 0.018 0.876 

WT 3.654 0.005 0.011 0.489 

EMD 3.059 0.007 0.016 0.728 

H-FSVD -0.575 0.109 / / 

AST-SVD 3.229 0.434 / / 

S-SVD 0.813 0.842 / / 

*Remark: “/” means that the memory is insufficient to run the algorithm. Moreover, since the minimal 
memory of Device 1, the signal is divided into five segments of equal length (i.e., 400 sampling points), 
which are de-noised one by one in Device 3; on the contrary, the whole signal is directly de-noised in 
Device 1 and 2 without segmentation. 

 

sufficient frequency resolution of the spectrogram. On the other hand, 𝑀  cannot be set too 

large due to the limit of its random access memory (i.e., 125 Kbytes) in STM32L476. 
Therefore, we selected three group parameters for the proposed STFT-RSVD algorithm in 

this experiment: (i) 𝑀=25, 𝐻=2, and 𝑃 =10; (ii) 𝑀=20, 𝐻=4, 𝑃 =8; (iii) 𝑀=15, 𝐻=6, 

𝑃 =5, where the possible values of 𝐻  and 𝑃  are set according to the suggestion of the 
simulation result in Chapter 3.3.4 and the empirical equation (4) provided in Chapter 3.3.1. 

The de-noising results of the proposed algorithm and its alternatives are collected in 
Figure 3-35. It can be observed that the WT algorithm can only discriminate the PD signal 
vaguely, and leads to a significant distortion and energy loss. The EMD algorithm almost 
fails to de-noising most PD pulses. In contrast, the proposed algorithm yields perfect 
reconstructed PD pulses, causing most PD pulses (some even completely drowned in the 
noise) to be detected and their energy loss significantly less than the WT algorithm. 
Moreover, the proposed algorithm with the three-parameter settings yields similar de-noised 
results, demonstrating that the de-noising performance of the algorithm is insensitive to its 
parameters. It makes applying to various industrial applications easy without intensively 
tuning the parameters. 

Figure 3-36 collects the computing times of the proposed algorithm in the sliding 
windows. The indexes in the horizontal axis denote the serial numbers of the signal 
segmentations obtained via sliding the time window on the data in Figure 3-35 from left to 
right. It can be observed that the computation times of the signal segmentations without PD 
pulses are significantly less than that with PD pulses, demonstrating the critical benefit of the  
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(a) 

 
(b) 

 
(c) 

Figure 3-35  De-noising results of (a) WT (the mother wavelet: dB8; decomposition level: 5) in Device 3, 

(b) EMD in Device 3, (c) the proposed STFT-RSVD in Device 3 (black line: 𝑀 = 25, 𝐻 = 2, and 𝑃 =

10; blue line: 𝑀 = 20, 𝐻 = 4, and 𝑃 = 8; red line: 𝑀 = 15, 𝐻 = 6, and 𝑃 = 5;). The green and red 
lines denote the noisy and de-noised signal. 

kurtosis criteria between STFT and RSVD, i.e., avoiding unnecessary calculations of useless 
data. Moreover, it can be observed that the computing times of the signal segmentations with 
PD pulses using the third parameter setting are significantly less than that of the first and 
second parameter settings. This reveals that reasonably adjusting the parameters of the 

proposed algorithm (that is, reducing 𝑀  and 𝑃  and increasing 𝐻  within the critical 
range) can significantly reduce its computation time without influencing its de-noising 
performance. The total computing times of applying the proposed algorithm and its 
alternatives to the whole data in Figure 3-35 are listed in Table 3-6. It can be observed that 
the proposed algorithms with the second and third parameter settings require significantly 
less computation time than that of the WT and EMD algorithms, primarily due to the 
unnecessary calculations of the useless data being avoided in the proposed algorithm. 
Moreover, it is essential to point out that the total computation time of the proposed 
algorithm (i.e., tens of seconds) is significantly less than the test interval (i.e., half an hour) 
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of the PD monitors, allowing it to be used in these monitors. 
The collected 33 noisy PD data are successively de-noised via the proposed algorithm 

(with parameters of 𝑀=15, 𝐻=6, 𝑃 =5). Figure 3-37 contains the statistical phase-resolved 
spectrum of the original data and the de-noised results, that is, the acknowledged data form 
widely used to diagnose PD magnitude and types [141]. The statistical phase-resolved 
spectrums display information about the amplitude and the position of the recorded PD 
events, which occur in possibly different locations within the period of the sinusoidal power 
source. The blue dots represent the cloud of points associated with the PD events. Each dot is 
placed in an (x,y) position where x is the phase location, and y is the pulse amplitude (i.e., 
the maximum value of the absolute values of the (de-noised) signal in the sliding time 
window). It can be observed that it is indeed difficult to identify any PD activities in the 
spectrum of the original signal due to the high-level noise; visible PD activities can be 
observed in the spectrum obtained via the WT algorithm, but it causes a significant energy 
loss and misses to detect parts of PD pulses; the spectrum of the EMD algorithm reveals a 
small number of PD events; in contrast, the proposed algorithm yields a significantly more 
precise and more accurate phase-resolved spectrum, which can be undoubtedly identified as 
one with significant PD activities and can be a qualified input for the subsequent PD 
recognition and classification. It reveals that the proposed algorithm can significantly 
improve the sensitivity and accuracy of PD detection via the monitors and has a better 
de-noising performance than the state-of-the-art alternatives. 

 

Figure 3-36  Computation times in the de-noising time window sliding on the noisy signal via the 

proposed STFT-RSVD algorithm. (black line: 𝑀 = 25, 𝐻 = 2, and 𝑃 = 10; blue line: 𝑀 = 20, 𝐻 = 4, 

and 𝑃 = 8; red line: 𝑀 = 15, 𝐻 = 6, and 𝑃 = 5;). 

Table 3-6 Computing times of applying the algorithms to de-noising 20-ms data in the PD monitor 

Method Total computation time (s) 

WT 48.052 

EMD 45.381 

STFT-RSVD (M=25, H=2, P=10) 50.089 

STFT-RSVD (M=20, H=4, P=8) 36.592 

STFT-RSVD (M=15, H=6, P=5) 22.693 
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(a)                             (b) 

      

(c)                             (d) 

Figure 3-37  Statistical phase-resolved spectrum of PD events detected in (a) the measured noisy signals; 
(b) the de-noised signals obtained via WT; (c) the de-noised signals obtained via EMD; (d) the de-noised 

signals obtained via the proposed STFT-RSVD. 

3.4  Conclusion 

An automatic PD de-noising algorithm is proposed in the first half of this chapter. It is 
based on a well-defined automated procedure that involves the joint application of the STFT 
and the SVD tools. The former time-frequency transform separates the PD signal’s 
functional behavior, the possibly superimposed discrete spectrum noise, and the background 
disturbance of white noise. The latter matrix decomposition allows separating all the signal 
contributions in terms of the dominant terms (or modes) and filtering out all the noisy terms. 
The algorithm also embeds some additional features, including a soft-masking mechanism 
and the optimal selection of the terms leading to the accurate estimation of the noiseless PD 
signal. The proposed method is demonstrated on a first test case involving a synthetic PD 
signal, which is fully controllable and can be used to validate and stress the tool in extreme 
conditions (e.g., with a significant impact of noise). Then, a second test case is considered, 
where the real measured data are processed and de-noised. The SNR of the noisy signal was 
significantly improved from -11.10 dB to 12.97dB. A cross-comparison with some 
state-of-the-art alternatives is carried out for all the test cases, demonstrating that the 
proposed algorithm causes significantly less waveform distortion than other state-of-the-art 
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alternatives. 
In the last half of this chapter, the STFT-SVD method is further improved to reduce the 

proposed algorithm’s computational complexity. Compared with the previous STFT-SVD 
algorithm, the computation efficiency of the developed STFT-RSVD algorithm is 
significantly increased by more than ten times. This allows it to be easily integrated into the 
embedded systems with minimal hardware resources. The computational complexity of the 
developed algorithm is reduced via three improvements, including adding kurtosis criteria 
before matrix factorization to avoid unnecessary computation of useless data, decomposing 
the spectrogram using a more efficient RSVD algorithm, and selecting dominate components 
via a more straightforward approach. The simulation experiment and application case 
demonstrate the developed algorithm’s superior de-noising performance and computational 
efficiency compared with the state-of-the-art solutions. 
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4   Non-invasive Partial Discharge Detection and Multiple-Sided 
Localization 

Accurate PD detection and localization enable efficient and reliable condition-based 
maintenance of MV overhead distribution networks. This chapter describes improved 
methods or algorithms for PD detection and localization of MV overhead distribution 
networks. First, a special notched high-frequency current transformer is designed for PD 
detection, and a digital compensation method is developed to improve the performance of 
the high-frequency current transformer. Then, an innovative PD location technique is 
proposed. PD localization is carried out via an improved double-sided traveling-wave 
method. The method exhibits two superior features: the double-sided testing units are 
accurately synchronized via the joint application of Global Position Systems and a 
pulse-based interaction process, and a windowed phase difference method is proposed and 
integrated into the system to estimate the time-of-arrival difference in low signal-to-noise 
ratio environment robustly. Furthermore, based on the double-sided location method, a 
multiple-sided location algorithm is developed to determine the PD source in feeders with 
multiple branches. Its feasibility and robustness are validated via Monte Carlo simulations. 

4.1 Improved High-Frequency Current Transformer 

This section presents a non-invasive method to detect PDs in MV overhead distribution 
networks. The technique addresses the challenging problems of i) power-frequency 
interference and magnetic saturation caused by the hundred-ampere load currents in the 
overhead line and ii) signal reconstruction of the PD current in the overhead line. The 
method is based on the magnetic field induction principle and uses an improved notched 
high-frequency current transformer (HFCT) to detect PDs. The developed HFCT sensor is 
equivalent to a band-pass filter, thus can reduce the power-frequency interference; moreover, 
the improved HFCT does not have the magnetic saturation problem of the classical HFCT, 
thus allowing us to use it on the natural overhead line with high load currents. A digital 
compensation method is developed to reconstruct the PD current in the overhead line from 
the output of the HFCT. The proposed method uses the surrogate model to describe the 
transform function of the HFCT, and thus, it does not rely on a specific model. This means 
there is no requirement to extract parameters from the HFCT as long as its frequency 
response is measured and processed. Finally, the feasibility and effectiveness of the 
developed HFCT and digital compensation method are validated via laboratory experiments. 

4.1.1 Principles 
This subsection describes modeling a notched HFCT to detect PD in an overhead line. 
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Two classical HFCT models are reviewed first to explain the basic principle of the HFCT. 
Then, a general surrogate model, which regards the HFCT as a “black box,” is developed to 
describe the transform function of the HFCT. The model can avoid measuring the internal 
parameters of the HFCT, which is complicated and time-consuming. 

1）Classical HFCT Models 
HFCT is used as the sensor for PD detection of MV overhead line in this work because 

of its high sensitivity, wide frequency band, and non-invasive installability. The PD traveling 
wave current in the overhead line can generate a magnetic field around the line. This allows 
us to measure this PD non-invasively by detecting the magnetic field without connecting the 
measurement unit to the overhead line. HFCT, a commonly used magnetic or current 
measurement tool mounted on the earth wire, has been widely used in PD detection of cables, 
transformers, motors, etc [142]. The apparent discharge quantity of a PD pulse can be 
calculated by integrating the output of the HFCT [147]. However, the classical HFCT cannot 
be directly used for the overhead line due to the magnetic saturation problem caused by the 
hundreds-ampere load currents in the overhead line. Therefore, a modified HFCT is designed 
in this work; the HFCT consists of a notched magnetic core and coils, as shown in Figure 4-1. 
The PD signal propagating in the overhead line is detected by measuring the output voltage 
on the two terminals of the coils. The simplified equivalent circuit of the HFCT is shown in 

Figure 4-2 (a). The output voltage 𝑈out(𝜔) in the frequency domain can be defined as 

 𝑈out(𝜔) =
𝑗𝜔𝑅out𝑀

𝐿rc𝐶rc𝑅out(j𝜔)2 + (𝐿rc + 𝑅rc𝐶rc)j𝜔 + (𝑅out + 𝑅rc)
𝐼in(𝜔) (4-1) 

where 𝐼in(𝜔)  is the Fourier transform of the input signal 𝑖in(𝑡) , 𝑀  is the mutual 

inductance between the overhead line and the coils, 𝐿rc, 𝐶rc, and 𝑅rc are the equivalent 

inductance, capacitance, and resistance of the coils, respectively, and 𝑅out  is the load 

resistance. The transform function of the simplified model can thus be derived as 

 𝐻simplified(𝜔) =
𝑈out(𝜔)

𝐼in(𝜔)
=

j𝜔𝑅out𝑀

𝐿rc𝐶rc𝑅out(j𝜔)2 + (𝐿rc + 𝑅rc𝐶rc)j𝜔 + (𝑅out + 𝑅rc)
 (4-2) 

  

Figure 4-1  Schematic diagram of the designed HFCT with a notch. 
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In Equation (4-2), analytical expressions of the circuit parameters of the coils can be 
obtained according to the physical parameters of the coils [142]. Moreover, the circuit 
parameters can be measured by analyzing the input impedance from the output port of the 
HFCT. However, the model ignores the influence of the stray parameters, e.g., the 
capacitance between the coils and the metal shielding, causing the model to not accurately 
describe the transform function of the HFCT in the high-frequency range, i.e., more than ten 
MHz. Alternatively, [143] proposes a more accurate model for the (shielded) HFCT. Its 
equivalent circuit is shown in Figure 4-2 (b). The model can be formulated as  

𝐻general(𝜔) =

j𝜔𝑅out𝑀
j𝜔𝐿rc+𝑍rc

j𝜔𝐶rc
sinh √(j𝜔𝐿rc + 𝑍rc)j𝜔𝐶rc∆𝑥

(j𝜔𝐿rc + 𝑍rc)
∙ 

1

j𝜔𝐿rc+𝑍rc

j𝜔𝐶rc
sinh √(j𝜔𝐿rc + 𝑍rc)j𝜔𝐶rc∆𝑥 + 𝑅outcosh (√(j𝜔𝐿rc + 𝑍rc)j𝜔𝐶rc∆𝑥)

(4-3) 

where 𝑀  is the unit-length mutual inductance between the overhead line and the coils, 

𝑍′rc 𝐿′rc, 𝐶′rc, and 𝑅′rc are the unit-length equivalent impedance, inductance, capacitance, 

and resistance of the coils, respectively, and 𝑅out  is the load resistance. Although the 

transform function 𝐻(𝜔) can accurately describe the transform function of the HFCT, 
determining the circuit parameters of the notched HFCT is challenging since their values 
cannot be measured, and their analytical expression cannot be obtained. Moreover, since the 
magnetic core has a notch, the unit-length inductances of the coils are theoretically different, 
leading to a more complicated circuit model of the HFCT. 

 

(a) 

 

(b) 

Figure 4-2  Equivalent circuits of (a) the simplified model and (b) the general model of the HFCT. 
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2）Surrogate Model for the Modified HFCT 
A surrogate model, also known as an approximation or a metamodel, is a simplified 

mathematical or computational model used to approximate the behavior of a complex model. 
The HFCT can be generally regarded as a passive two-port network, as shown in Figure 4-3. 
In the context of a passive two-port network, a surrogate model can be employed to predict 
the input-output relationship of the network without the need for detailed simulations or 
measurements. The use of surrogate models for two-port networks offers several advantages. 
Firstly, it significantly reduces the computational cost associated with analyzing the behavior 
of the network. Instead of performing numerous time-consuming simulations or 
measurements, the surrogate model provides a rapid estimation of the network response, 
allowing us to optimize the performance of the two-port network efficiently. By utilizing the 
surrogate model, we can quickly assess the performance of different design configurations, 
evaluate trade-offs, and identify optimal solutions. This accelerates the design process and 
allows efficient exploration of various design parameters. 

Since the equivalent two-port network of the HFCT is passive and linear, the transform 

function 𝐻surrogate(𝑠) of the HFCT (i.e., between 𝑈out(𝑠) and 𝐼in(𝑠)) can be defined in the 

form of the rational polynomial as  

 𝐻general(𝑠) =
𝑈out(𝑠)

𝐼in(𝑠)
≈ 𝐻surrogate(𝑠) = 𝛼𝑠 ∙

∏ (𝑠 + 𝑧𝑖)
𝑖=𝑁𝑧

𝑖=1

∏ (𝑠 + 𝑝𝑗)
𝑗=𝑁𝑝

𝑗=1

 (4-4) 

where 𝑠 is equal to 𝑗𝜔, 𝛼 is the gain, 𝑁𝑧 and 𝑁𝑝 (𝑁𝑧 < 𝑁𝑝) is the number of zeros, and 

poles, 𝑧𝑖 is the value of the ith zero, and 𝑝𝑗  is the value of the jth pole. The expression on 

the far right of Equation (4-4) consists of two terms: the one is the integration element, i.e., 

𝛼𝑠, that models the mutual inductance of the HFCT; the other one is the fraction that 
describes the stray parameters and the load resistance of the HFCT in high frequency range. 

The larger 𝑁𝑧 and 𝑁𝑝 are, the smaller the error between 𝐻general(𝑠) and 𝐻surrogate(𝑠) is. 

Nevertheless, 𝑁𝑧 and 𝑁𝑝 should not be set to too large to reduce the complexity of the 

model and unnecessary computational cost. The values of the zeros and poles can be 
obtained by measuring the transform characteristics of the two-port network. 

 

Figure 4-3  Surrogate (black box) model of the designed HFCT. 



4  Non-invasive Partial Discharge Detection and Multiple-Sided Localization 

109 

 

4.1.2 Digital Compensation of the Sensor’s Output 
In on-site PD measurement, the frequency passband of the HFCT is expected to be as 

wide as possible to capture more information about the PD signal, which is crucial for PD 
recognition, location, and classification. Figure 4-4 shows the frequency spectrums of the 
typical double-exponential PD pulse and the transform function of a HFCT. It can be 
observed that the PD signal has a broad frequency spectrum from DC to tens of MHz, which 
cannot be covered by the frequency spectrum of the HFCT, leading to inevitable waveform 
distortions on the output of the HFCT. Moreover, the phase shift of the HFCT is expected to 
be as small as possible to reduce the waveform distortion. However, simultaneously 
implementing the two above objectives can be challenging, requiring that we fine-tune each 
parameter of the HFCT. Alternatively, we use a digital compensation approach to broaden 
the frequency passband of the HFCT and eliminate the phase shift caused by the HFCT, as 
shown in Figure 4-5. 

 

Figure 4-4  Comparison of frequency spectrums between the typical double-exponential PD pulse and 
the transform function of a HFCT. 

 

Figure 4-5  Idea of compensating output voltage of the designed HFCT. 

The digital compensation technique can be employed to reconstruct the input signal of 
the HFCT from its output signal. The method aims to mitigate the effects of sensor 
imperfections, such as frequency response variations, phase shifts, or noise. Digital 
compensation of the output of the HFCT can be completed via a five-step procedure (see 
Figure 4-6): 

(1) Characterization: Begin by characterizing the HFCT’s behavior and understanding its 
imperfections. This involves measuring or modeling the sensor’s frequency response 
and phase response. 

(2) System Identification: Estimate the sensor’s transfer function or impulse response 
based on the surrogate model described in the last subsection. This can be done by 
measuring the transform function of the HFCT via a vector analyzer. To simplify the  
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Figure 4-6  Flowchart of the digital compensation approach. 

sequence calculation, the surrogate model in Equation (4-4) can be rewritten as (i.e., a 
combination of real poles and complex poles): 

 𝐻surrogate(𝑠) = ∑
𝑎0,𝑖

𝑠+𝑏0,𝑖
+ ∑

𝑐1,𝑖𝑠+𝑐0,𝑖

𝑑2,𝑖𝑠
2+𝑑1,𝑖𝑠+𝑑0,𝑖

𝑁re+𝑁im

𝑖=𝑁re+1

𝑁re

𝑖=1
   (4-5) 

where 𝑎0,𝑖, 𝑏0,𝑖, 𝑐0,𝑖, 𝑐1,𝑖, 𝑑0,𝑖, 𝑑1,𝑖𝑠, and 𝑑2,𝑖 are the constants of the model, 𝑁re 

and 𝑁im is the number of the real and complex poles. The constant can be obtained 
via the Vector Fitting Tool provided in [144]. 

(3) Compensation Filter Design: Design a compensation filter based on the characterized 
sensor response or the estimated transfer function. The compensation filter aims to 
invert or compensate for the sensor’s imperfections. To avoid transforming a stable 
transfer function into an unstable one during the conversion from the s-domain to the 
z-domain (using bilinear transformation), the transfer function mentioned above has 
been maintained in a fractional form, i.e., 
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 𝐻surrogate(𝑧) =
𝑎0,𝑖

2

𝑇𝑠

1−𝑧−1

1+𝑧−1 + 𝑏0,𝑖

+
𝑐1,𝑖

2

𝑇𝑠

1−𝑧−1

1+𝑧−1 + 𝑐0,𝑖

𝑑2,𝑖
2

𝑇𝑠

1−𝑧−1

1+𝑧−1

2
+ 𝑑1,𝑖𝑠

2

𝑇𝑠

1−𝑧−1

1+𝑧−1 + 𝑑0,𝑖

𝑁re+𝑁im

𝑖=𝑁re+1

𝑁re

𝑖=1

 (4-6) 

where 𝑇𝑠 is the sampling interval. The inverse of the transform function in z-domain, 

𝐻surrogate
−1(𝑧), can be derived as  

 

𝐻surrogate
−1(𝑧) =

𝐼in
reconst(𝑧)

𝑈out(𝑧)

=
𝑎′0,𝑖 + 𝑎′1,𝑖𝑧

−1

𝑏′0,𝑖 + 𝑏′1,𝑖𝑧
−1

+
𝑐′0,𝑖 + 𝑐′1,𝑖𝑧

−1 + 𝑐′2,𝑖𝑧
−1

𝑑′0,𝑖 + 𝑑′1,𝑖𝑧
−1 + 𝑑′2,𝑖𝑧

−1

𝑁re+𝑁im

𝑖=𝑁re+1

𝑁re

𝑖=1

 

(4-7) 

where 𝐼in
reconst(𝑧) is the reconstructed PD current. It can be calculated as 

 𝑖in
reconst[𝑘] = 𝑖in

reconstre

[𝑘] + 𝑖in
reconst im

[𝑘]

𝑁re+𝑁im

𝑖=𝑁re+1

𝑁re

𝑖=1

 (4-8) 

where 𝑖in
reconstre

[𝑘] and 𝑖in
reconst im

[𝑘] can be calculated as 

 

𝑖in
reconstre

[𝑘] =
𝑎 0,𝑖𝑣out[𝑘] + 𝑎′1,𝑖𝑣out[𝑘 − 1] − 𝑏′1,𝑖𝑖in

reconstre

[𝑘 − 1]

𝑏′0,𝑖

 

𝑖in
reconst im

[𝑘] =
𝑐 0,𝑖𝑣out[𝑘] + 𝑐′1,𝑖𝑣out[𝑘 − 1] + 𝑐′2,𝑖𝑣out[𝑘 − 2]

𝑏′0,𝑖

−
𝑑 1,𝑖𝑖in

reconst im

[𝑘 − 1] + 𝑑′2,𝑖𝑖in
reconst im

[𝑘 − 2]

𝑏′0,𝑖

 

(4-9) 

In general, the above compensation formulation can be simplified as a Finite 
Impulse Response (FIR) filter, i.e.,  

 𝑖in
reconst[𝑘] = 𝑤c[𝑖]𝑣out[𝑘 − 𝑖]

𝑖=𝑁c−1

𝑖=0
 (4-10) 

where 𝑤c[𝑖] is the coefficient of the FIR filter, and it can be obtained via Equation 

(4-6)-(4-9), and 𝑁c is the length of the FIR filter. The gain of the HFCT in the 

high-frequency range (e.g., more than 50 MHz) is much smaller than that in a few MHz, 
leading to a very high gain of the FIR (i.e., the inverse of the transform function of the 
HFCT) in the high-frequency range. This can amplify the influence of the 

high-frequency noise in 𝑣out , which can lead to significant waveform distortion of 

𝑖in
reconst . To address this problem, a low-pass FIR filter (e.g., the upper cut-off frequency 

of 50MHz) is added into Equation (4-10) to reduce the high-frequency noise in 𝑣out. 

Equation (4-10) is rewritten as 

 𝑖in
reconst[𝑘] = 𝑤c[𝑖]𝑤l[𝑗]𝑣out[𝑘 − 𝑗 − 𝑖]

𝑗=𝑁l−1

𝑗=0

𝑖=𝑁c−1

𝑖=0
 (4-11) 

where 𝑤l[𝑖] is the coefficient of the low-pass FIR filter, and 𝑁l is the length of the 

FIR filter and can be set to be equal to 𝑁c. 
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(4) Filter Implementation: Implement the designed compensation filter in a digital PD 
measurement unit. This involves implementing the compensation filter as a digital 
algorithm or code that can be applied to the HFCT’s output signal. 

(5) Signal Reconstruction: Apply the compensation filter to the HFCT’s output signal to 
reconstruct the input signal. The compensation filter modifies the sensor’s output 
signal to compensate for its imperfections and recover the original input signal as 
closely as possible. 

4.1.3 Laboratory Validation 
The section first describes the details of designing a notched HFCT sensor. Then, the 

approach to measure the frequency and phase responses of the HFCT is presented, and 
estimating parameters in the surrogate model of the HFCT is discussed. Finally, the 
feasibility and effectiveness of the proposed digital compensation algorithm are validated via 
the laboratory experiment of reconstructing the PD pulse simulated via a PD calibrator. 

1）Sensor Design and Transform Function Measurement 
Figure 4-7 collects the picture and internal structure of the designed HFCT. The HFCT 

uses a notched magnetic core to avoid the magnetic saturation caused by the 
power-frequency currents in the overhead line. The physical parameters of the HFCT are 
listed in Table 4-1. The parameters are selected according to the design rule of the classical 
HFCT. Nevertheless, it is essential to point out that the number of the designed HFCT (i.e., 
15) is significantly larger than that of classical HFCT to compensate for the reduced mutual 
inductance caused by the notched magnetic core.  

      

(a)                         (b) 

Figure 4-7  Picture and internal structure of the designed HFCT. 

A testing platform in the lab is set up to obtain the frequency and phase responses of the 
developed HFCT, as shown in Figure 4-8. A vector network analyzer (VNA) is used to 
measure the frequency and phase responses. It generates a range of frequencies and measures 
the sensor’s response at each frequency. The VNA captures both the magnitude (amplitude) 
and phase of the sensor’s response, providing a comprehensive understanding of its behavior. 
The VNA determines how the sensor performs across different frequencies by analyzing the 
frequency response. It can identify resonant frequencies, bandwidth limitations, and 
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deviations from an ideal response. The phase response measurement reveals the time delay 
or phase shift introduced by the sensor. Additionally, a VNA offers calibration capabilities to 
ensure accurate measurements. It compensates for any systematic errors caused by cables, 
connectors, or other components. The VNA’s software tools enable data analysis, 
visualization, and computation of network parameters like S-parameters, impedance, and 
reflection coefficients. Since the vector analyzer can only generate a voltage signal, a 50-Ω 
resistance is connected to the vector analyzer’s left port, and a wire in series with the 
resistance goes through the developed HFCT. Moreover, it needs to explain that since the 
output of the HFCT is transformed into an optical signal for security reasons (which will be 
described in detail in the following subsection), an optical-to-electrical converter is used to 
convert the optical signal into the electrical signal that the VNA can detect. 

Table 4-1 Parameters of the designed HFCT 

Parameters Labels Values 

The inner radius of the magnetic core 𝑑1 30 mm 

The outer radius of the magnetic core 𝑑2 15 mm 

Height of the magnetic core 𝑑3 12 mm 

The number of coils 𝑁 15 

Radius of the coil conductor 𝑑4 0.5 mm 

The angle of the gap 𝜃1 90° 

Relative permeability of the magnetic core 𝜇core 2000 

  

 

Figure 4-8  Experiment platform of amplitude-frequency characteristic response measurement. 

This work uses S-parameters obtained via the VNA (PicoVNA 3) to calculate the 

frequency and phase responses. The responses ( )H s  of the developed HFCT can be 

obtained as 

 
11

21
11

1 ( )
( ) ( ) ,

1 ( )

S s
H s S s R s j

S s


 
 VNA   (4-12) 
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where 𝑆21(𝑠)  is the forward transmission coefficient, 𝑆11(𝑠)  is the input reflection 

coefficient, and 𝑅VNA is the output impedance of the VNA. Moreover, Figure 4-9 collected 

the calculated frequency and phase responses of the HFCT. It is important to note that the 

time delay in 𝑆21(𝑠) caused by the optical transmission is manually compensated. It can be 

observed that the detection sensitivity of the HFCT is approximately 5.6 mV/mA, and its −6 
dB frequency bandwidth is approximately 0.2 MHz-50 MHz; the phase response varies from 
+50 degrees to -250 degrees. It is important to point out that the magnitude of the frequency 
response decreases rapidly from 50 MHz, which is caused by the embedded low-pass filter 
with an upper cut-off frequency (which will be described in detail in the next subsection). 

Figure 4-10 shows the results of using the Vector Fitting Tool provided in [144] to 
calculate the constants in the surrogate model of the developed HFCT. The number of the 
poles of the model is set as 2, 4, and 6. It can be observed that as the number of the poles 
increases, the fitting errors become smaller. The surrogate model with six poles is sufficient 
to describe the performance of the HFCT in the frequency band of interest, i.e., less than 50 
MHz. The obtained constants of the surrogate model will be used for input signal 
reconstruction in the following validation experiment. 

 

(a)                                  (b) 

Figure 4-9  Frequency (a) and phase (b) responses of the designed HFCT. 

2）Validation Experiment 
PD simulation experiment was carried out in the lab to validate the feasibility and 

effectiveness of the proposed digital compensation algorithm. The experiment platform is 
shown in Figure 4-11. A standard PD calibrator generates a PD pulse; a capacitance with a 
value of 50 nF is used to simulate the equipment under testing; resistance with a value of 50 
Ω is used to detect the current across the HFCT. 

Figure 4-12 collects the waveforms of the input current, output voltage, and the 
reconstructed input currents. It can be observed that the waveform of the output voltage is 
significantly different from the input current, inevitably leading to errors in the PD discharge 
magnitude estimation; the reconstructed signal with filtering almost overlaps with the 
measured input current, demonstrating the effectiveness of the proposed digital 
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compensation algorithm; the reconstructed signal without filtering includes significant 
high-frequency oscillations, demonstrating the importance of adding the low-pass filtering in 
the compensation Filter in Equation (4-11). 

   

(a) 

   

(b) 

   

(c) 

Figure 4-10  Vector fitting results with (a) 2 poles, (b) 4 poles, and (c) 6 poles 
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Table 4-2 collects the effect of the number of poles in the surrogate model on the 
quality of the reconstructed signal. The error between the measured and reconstructed input 
currents is defined as 

 
Error =

∑ (𝑖in[𝑘]−𝑖reconst[𝑘])2𝐾
𝑘=1

𝐾

2

max (|𝑖in|)
∙ 100% 

(4-13) 

where 𝑖in and 𝑖reconst  are the measured and reconstructed input currents, and 𝐾  is the 

sampling number of the signals. As the number of poles increases, the error decreases 
significantly first, which is caused by the fact that the surrogate model of a more significant 
number of poles can more accurately approximate the transform function of the HFCT. Once 
the number of the poles is more significant than 6, the error reduction is minimal. Moreover, 
the error in the case with filtering in the compensation filter is significantly less than without, 
demonstrating the critical benefit of the low-pass filtering in the compensation Filter in 
Equation (4-11). 

 

Figure 4-11  Experiment platform of the PD simulation. 

 

Figure 4-12  Input, output, and reconstructed PD signals via the proposed compensation method based 
on the surrogate model with six poles. 
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Table 4-2 Comparison of errors between the input signal and reconstructed signal using the surrogate 
model with varying poles 

Number of poles of the used surrogate 
model 

Error (%) 

With filtering Without filtering 

2 10.8 94.1 

4 5.4 102.5 

6 2.1 106.4 

8 1.9 121.9 

10 1.8 123.4 

12 1.8 122.9 

 

4.2 Improved Double-Sided Partial Discharge Localization Based on 

Pulse Injection Synchronization Mechanism 

This section describes an improved double-sided PD location method. The method 
exhibits three superior features:  

(1) The method is driven by a hybrid detection technique, which integrates a 
pulse-based synchronization mechanism and a global positioning system (GPS). The 
proposed solution offers several benefits. It has the inherent feature of being immune 
to varying physical parameters of the transmission line, and it has been proven to 
deliver improved accuracy with respect to the conventional GPS-based location 
method.  

(2) A windowed phase difference method is proposed to robustly estimate the 
time-of-arrival difference between PD pules in a low signal-to-noise ratio 
environment.  

(3) An enhanced algorithm is developed to improve the robustness of on-site PD 
measurement to high-level noise. The proposed algorithm relies on a 
well-established automatic procedure requiring neither parameter tuning nor expert 
intervention. 

The strength and the effectiveness of the proposed approaches are validated on 
simulation and laboratory experiments, along with the comparison with the state-of-the-art 
solutions. 

4.2.1 Principles 
Figure 4-13 shows the sketch map of the double-sided PD localization of the 

three-phase overhead line. Two measurement units are mounted on the double sides of the 
target overhead line. The PD source’s location is calculated by analyzing the time-of-arrival 
difference (TOA) between the PD pulses detected by the two units. To explain the PD 
location method better, the classical double-sided traveling wave location method is first 
reviewed, and then the improved method is described in detail. 
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Figure 4-13  Sketch map of double-sided PD detection and localization scheme. 

1）Classical Partial Discharge Location Method 
The fundamental principle of the method is shown in Figure 4-14. As a PD defect 

occurs on an overhead line or its tips, the TW pulses produced by the defect propagate to 
both sides along the overhead line. Thus, the location of the PD defect can be determined by 
calculating the difference of TOAs of the TW pulses between the two PD detectors mounted 
on the two sides of the overhead line. The distance from a PD to Side A can be calculated as: 

 
2

AB A B syn

PD

+[ ( )]L t t t v
l

   
  (4-14) 

where tA and tB are the TOAs of PD pulses at Side A and B, LAB is the length of the overhead 

line, ∆tsyn is the synchronization error between the two PD detectors, and v is the velocity of 
the PD signal propagating in the overhead line. According to Equation (4-14), it can be 
observed that the errors or inconsistencies in determining PD source locations are due to 
synchronization, TOA, and propagation velocity errors. The sources of the errors will be 
thoroughly discussed in the following paragraph. 

The synchronization error mainly comes from the uncertain fluctuations in GPS timing 
accuracy, caused by the varying weather and the irregular geography. The TOA error is 
mainly caused by field noise interferences and signal dispersion as illustrated in Figure 2-36. 
Last but not the least, the propagation velocity uncertainty mainly comes from unknown 
overhead line parameters and the alongside towers, as illustrated in Chapter II. On the one 
hand, the propagation velocity is associated with the physical parameters of the overhead 
line. For example, the propagation velocity of PG or PP channels strongly depends on the 
line height, the ground resistivity, and the thickness of the insulation layer, as shown in 
Figure 2-13, Figure 2-16, and Figure 2-15, respectively. On the other hand, the mean 
propagation velocity of the whole line is changed by the time delays caused by the alongside 
tower. For example, since supporting towers are always distributed on the 10-kV overhead 
line at intervals of about 50 meters, the time delay caused by a supporting tower (e.g., more 
than tens of ns, as shown in Figure 2-43) can significantly affect the mean propagation 
velocity of the 50-m overhead line. Therefore, these errors must be minimized for accurate 
PD localization in the on-site PD measurement of MV overhead lines, which will be 
discussed in the following sub-sections. 
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Figure 4-14  Schematic of the classical double-sided PD localization on an overhead line section. 

2）Improved Partial Discharge Location Method 
Synchronization and propagation velocity errors are the most critical aspects of the 

double-sided TW method above. To minimize them, GPSM, a hybrid time-synchronization 
technique, is devised. It integrates a pulse-based synchronization mechanism (PSM) and a 
GPS. GPSM enables accurate (due to the PSM) and reliable (due to the GPS) 
synchronization of the double-sided PD detectors and the signal propagation velocity 
calculation. A seven-step overview of the working procedure of GPSM is detailed below (see 
Figure 4-15 and Figure 4-16). 

(1) Two PD detectors and two pulse injectors are mounted on each side of a target 
segment of the overhead line. 

(2) PD detectors on Side A and B both start to acquire data when their respective GPS 
triggers activate them. PSM is only triggered within a short pre-set time window. 

(3) On side A, at the beginning of the time window, a high-amplitude pulse VSYN,A1 is 
generated and inductively injected into the overhead line at time t1 by the pulse 
injector. 

(4) VSYN,A1 propagates from side A along the overhead line and arrives, in an altered form, 
at side B after propagation time T. This altered pulse is denoted VSYN, B1.  

(5) The PD detector on side B captures VSYN, B1 at time t2. Another high amplitude pulse, 
VSYN,B2, is generated and inductively injected into the overhead line at t3. The latter 

parameter, t3, is controllable and is set to be significantly larger than (t1+∆tsyn+T) to 

ensure that VSYN, B2 occurs later than VSYN, B1, i.e., t2<t3. Since ∆tsyn fluctuates within 
a few microseconds at most, and T can be approximately estimated with the length of  
the overhead line, it is easy to ensure t2<t3 by setting a large enough interval (e.g., 
T+20 μs) between t3 and t1. 

(6) VSYN,B2 propagates from side B along the overhead line and arrives, in an altered form, 
at Side A after time T, at t4. This altered pulse is denoted VSYN,A2. At this time, PSM is 
completed, and the time window soon ends. In the PSM, synchronization of  
the double-sided PD detectors and estimation of the propagation velocity can be 
achieved, as described below. 

First, by calculating the TOAs of the injected pulses, the propagation time T 
from Side A to Side B can be calculated as:  
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Figure 4-15  Illustration of the improved PD location method for overhead lines based on the proposed 
GPSM. 

 
(a) 

 
(b) 

Figure 4-16  Time sequence of injected pulses and the PD pulse at Side A (a) and Side B (b). 

 4 1 3 2( ) ( )

2
T

t t t t


  
 (4-15) 

Second, it is assumed that t1 represents the absolute time reference for the signal 
acquired on Side A. Thus, as the absolute TOA difference between VSYN,A1 and 
VSYN,B1 equals propagation time T, the absolute time reference for the signal acquired 

on Side B is (t2  – T). Therefore, ∆tsyn. in Equation (4-14) can be calculated as: 

 1 2synt t t T     (4-16) 
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Third, using the calculated propagation time T and the length LAB of the 
measured overhead line segment, the signal propagation velocity (v) of the target 
overhead line segment can be calculated as: 

 

 ABL
v

T
  (4-17) 

(7) The double-sided PD detectors continue to acquire PD data for more than one 
power-frequency cycle. Two pulses, VPD,A and VPD,B, originating from the same PD 
activity, represent the test results for Side A and B, respectively. In addition, tA and tB 
are the arrival times of VPD,A and VPD,B, respectively. Therefore, incorporating 
Equation (4-14), (4-15), (4-16) and (4-17), the PD location (lPD) can be calculated as: 

 1 2

4 1 3 2

AB A B
PD

L t t t t
l

t t t t

   


  
[( ) ( )]

( ) ( )
 (4-18) 

In contrast to Equation (4-14), Equation (4-18) eliminates synchronization and 
propagation velocity errors, thus enabling more accurate PD localization. 

4.2.2 Time-of-Arrival Estimation 
According to Equation (4-18), the PD localization accuracy depends on the estimation 

accuracy of TOAs of the injected and PD pulses. Since the injected pulses are controllable 
and their amplitude and rising time can be deliberately set to be high and fast, respectively, 

the TOAs of the injected pulses 𝑡1, 𝑡2, 𝑡3, and 𝑡4 can be easily determined via the simple 

threshold method. In contrast, determining the TOAs of the PD pulses is challenging as their 
amplitudes are always low, causing them to be susceptible to background noise interferences 
[32]. In this subsection, a windowed phase difference method is developed to robustly 

estimate the TOA difference of the PD pulses (i.e., the sub-equation ∆𝑡 =  (𝑡A  −  𝑡B) in 

Equation (4-18)) to reduce the influence of the noise interferences. The classical phase 
difference method is first reviewed to explain the method better, and the developed method 
is subsequently described. 

1）Classical Phase Difference Method 

Let us consider two noisy sub-signals, 𝑥A(𝑡) and 𝑥B(𝑡), obtained by sliding a time 

window with the length 𝑇win on 𝑢A(𝑡) and 𝑢B(𝑡), respectively. 𝑇win can be conveniently 

chosen to be two to three times the propagation time 𝑇  of the PD pulses traveling in the 

entire overhead line. In the time window, 𝑥A(𝑡) and 𝑥B(𝑡) contain a PD pulse, respectively, 

and the pulses in 𝑥A(𝑡) and 𝑥B(𝑡) originate from the same PD activity. 

While PD pulses between 𝑥A(𝑡) and 𝑥B(𝑡) are related, since noises between 𝑥A(𝑡) 

and 𝑥B(𝑡)  are generally unrelated, correlation analysis between 𝑥A(𝑡)  and 𝑥B(𝑡)  can 
reduce the influence of the noises on determining their TOA difference [145]. The phase 
difference method is a representative correlation analysis approach to estimate the TOA 
difference between two related signals [115][146]. It provides the TOA difference estimation 
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only based on the cross-power spectrum phase, i.e., the frequency domain representation 

phase of the cross-correlation between the two signals 𝑥A(𝑡)  and 𝑥B(𝑡) . The phase 
difference method is completed in the following three steps. 

Step 1) Cross-power spectrum Ψ(𝜔) of 𝑥A(𝑡) and 𝑥B(𝑡) is calculated as 

 Ψ(𝜔)  =  
𝑋A(𝜔) ∙ 𝑋B

∗(𝜔)

|𝑋A(𝜔) ∙ 𝑋B
∗(𝜔)|

 (4-19) 

where 𝑋A(𝜔) ∈ ℂ  is the Fourier transform of 𝑥A(𝑡)  and 𝑋B
∗(𝜔) ∈ ℂ  is the complex 

conjugation of the Fourier transform of 𝑥B(𝑡) . The Ψ(𝜔)  modulus (i.e., |Ψ(𝜔)| ) is 

identically equal to 1, and the phase of Ψ(𝜔) (i.e., ∠Ψ(𝜔)) is equal to the phase difference 

between 𝑋A(𝜔) and 𝑋B(𝜔). 

Step 2) Generalised cross-correlation 𝑅(𝜏) of the two signals 𝑥A(𝑡) and 𝑥B(𝑡) is 

defined as the inverse Fourier transform of Ψ(𝜔), i.e. 

 𝑅(𝜏)  =  
1

2𝜋
 Ψ(𝜔) ∙ 𝑒𝑗𝜔𝜏

𝜋

−𝜋

 𝑑𝜔 (4-20) 

Step 3) The TOA difference ∆𝑡 between the pulses in 𝑥A(𝑡) and 𝑥B(𝑡) is estimated 

by searching for the maximum absolute value of 𝑅(𝜏), as follows [28]: 

 ∆𝑡 =  arg max
𝜏

|𝑅(𝜏)|   (4-21) 

where ∆𝑡 is always positive because Equation (8) assumes that the PD pulse in 𝑥A(𝑡) is 

later than that in 𝑥B(𝑡) (i.e., 𝑡A >  𝑡B). If the PD pulse in 𝑥A(𝑡) is earlier than that in 

𝑥B(𝑡), ∆𝑡 should be redefined as (∆𝑡 − 𝑇win). The chronological order of the two PD pulses 

in 𝑥A(𝑡) and 𝑥B(𝑡) can be conveniently determined by comparing the times corresponding 

to their peaks. 

2）The improved windowed phase difference method 

According to Equation (4-20), it can be observed that 𝑅(𝜏) uses all the frequency 

components in Ψ(𝜔). This is a good strategy and can make the result robust if the target 

signals have a wide frequency spectrum distribution. However, in practice, the main energy 
of the frequency spectrum of PD signals measured in overhead lines is always limited in a 
relatively narrow frequency sub-band (e.g., a few MHz). At the same time, noises are almost 
distributed in the entire frequency pass-band (e.g., tens or hundreds of MHz) [32][57][58]. 

Therefore, selecting the PD-associated frequency sub-band in Ψ(𝜔) to calculate 𝑅(𝜏) can 
improve the robustness of the TOA difference estimation. Since the exact central value of the 
frequency sub-band of PD pulses is unknown in field measurement, depending on the 
material, size, and location of the PD source [60][61], we apply a sliding frequency-domain 

window on Ψ(𝜔). Equation (4-20) can be rewritten as 

 𝑟(𝜏, 𝑙)  =  
1

2𝜋
 Ψ(𝜔 ) ∙ 𝐺(|𝜔| − 𝜔𝑙) ∙ 𝑒𝑗𝜔𝜏

𝜋

−𝜋

 𝑑𝜔 (4-22) 

where 𝜔𝑙  is the frequency offset corresponding to sub-band 𝑙 , 𝐺(∙)  is a symmetric 

Gaussian frequency-domain window, centered at 𝜔 = 0 with frequency support [−𝐵𝐺, 𝐵𝐺]. 

In principle, the 𝐵𝐺 value depends on the frequency components of the measured PD signal. 
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Since the main energy of the frequency bandwidth of the PD signals measured in MV 

overhead lines or cables is always within a few MHz [41][88], 𝐵𝐺 can be conveniently set 

as a few MHz, e.g., 2 MHz, which is used in the subsequent laboratory and field experiments 
and is validated to be feasible. 

A two-dimensional generalized cross-correlation spectrum 𝑟(𝜏, 𝑙) can be obtained by 

sweeping the cross-power spectrum Ψ(𝜔) over the frequency sub-bands: 

 𝜔𝑙  =  𝑙 ∙ 𝐻𝐺,         𝑙 =  0,1, ⋯ , 𝐿 −  1 (4-23) 

where 𝐻𝐺 is the frequency hop, and 𝐿 is the number of sub-bands and can be chosen to 

cover those frequencies up to the Nyquist limit of 𝐿 =  ⌊(𝜋 − 𝐵𝐺  +  𝐻𝐺)/𝐻𝐺⌋. In 

principle, the smaller the 𝐻𝐺 value, the higher the resolution of 𝑟(𝜏, 𝑙) is. On the other 

hand, too small 𝐻𝐺 can lead to additional computational overhead. Therefore, the 𝐻𝐺 is 

recommended to be empirically set as about one-fifth of 𝐵𝐺. 

To eliminate the influence of noises, we need first to identify the sub-band 𝑙0 

containing most of the  PD signal components and then estimate ∆𝑡 by searching for the 

maximum absolute value of 𝑟(𝜏, 𝑙0) as formulated in Equation (4-22). Since the sub-band 

with PD signal can produce a more considerable maximum absolute value of 𝑟(𝜏, 𝑙0) than 

that of noises, the above two steps can be completed simultaneously by searching the 

maximum absolute value of 𝑟(𝜏, 𝑙), which is formulated as 

 ∆𝑡 =  𝑎𝑟𝑔 max
𝜏

|𝑟(𝜏, 𝑙)|   (4-24) 

Similar to Equation (4-21), ∆𝑡 in Equation (4-24) should be redefined as (∆𝑡 − 𝑇win) 

if the PD pulse in 𝑥A(𝑡) is earlier than that in 𝑥B(𝑡). 
Moreover, some possible concerns are clarified when the proposed method is used for 

the farm wind overhead lines. 
First, it is essential to point out that since the physical structures and electrical 

parameters of the terminals at both ends of the overhead line are always symmetrical, the 
waveforms between PD signals collected by the double-sided PD detectors are similar 
despite the difference in their magnitudes. This is the premise of the phase difference method 
effectiveness, based on the correlation between the PD signals. 

Second, the overhead lines’ high-frequency attenuation and dispersion nature can cause 
the PD waveform to become ‘shorter’ and ‘fatter,’ as discussed in Chapter 1. If the PD 

source is not located in the overhead line middle (i.e., 𝐿AB/2), the waveforms between the 

PD signals detected at both ends of the overhead line can differ, more or less. Nevertheless, 
in [115], it has been proven that the influence of the attenuation and dispersion 
characteristics on the phase difference method accuracy is negligible. 

In addition, since the running overhead line is connected to other overhead lines, some 
reflections caused by the impedance discontinuities (i.e., other overhead line terminals) can 
be detected after the PD signal. The reflection magnitude is significantly lower than that of 
the PD signal due to the high-frequency attenuation nature of the overhead lines. In [113], it 
has been proven that the low-amplitude reflections hardly reduced the phase difference 
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method accuracy. 

3）Simulation Validation 
In this subsection, the proposed TOA difference estimate method is applied to synthetic 

noisy PD signals, which are fully controllable and can validate and stress the method in 
extreme conditions (e.g., with a significant effect of noise). Simultaneously, the proposed 
method is compared with the state-of-the-art alternatives, the energy criterion method [113] 
and the phase difference method [115]. 

The synthetic noisy PD signals were obtained by proportionally adding noises on 
noiseless PD signals. The noiseless PD signals are the simulated pulses measured by the 
developed system in the laboratory overhead line, as shown in Figure 4-17. The onsets of the 
two noiseless pulses can be visually identified, and their TOA difference is calculated as 24 
sampling points. Figure 4-17 (b) shows that the noises were measured in an on-shore wind 
farm. It can be observed that the noises contain both representative white noise and discrete 
spectrum noise. In addition, the center frequency of the discrete spectrum noise is close to 
that of the PD pulses. Thus, the noises can simulate the worst noise case in field 
measurement. 

   

(a) 

   

(b) 

Figure 4-17  Time-domain and frequency-domain waveforms of the PD pulses and noises collected by 
the developed system: (a) Simulated noiseless PD signals measured in the laboratory overhead line and (b) 

The noises measured in an on-shore wind farm 
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The waveforms of the synthetic noisy PD signals, their cross-power spectrum phase 
curve, and the TOA difference estimate results are shown in Figure 4-18. Three possible 
situations are considered: (i) Case I: no noise, (ii) Case II: low-level noise, and (iii) Case III: 
high-level noise. According to the recommended parameter selection of the proposed method 

in the first subsection in Chapter 4.4.2, the frequency support 𝐵𝐺 is set as 2 MHz (i.e., 12 

sampling points when the sampling frequency is 125 MHz, and the total number of sampling 

points is 750). The value of the frequency hop 𝐻𝐺 turns out to be 0.4 MHz (i.e., two 

sampling points). In Case I, no noise is added to the synthetic PD signals, and thus, their 

cross-power spectrum phase curve (i.e., ∠Ψ(𝜔) is almost perfect to be used in the phase 

difference method for TOA difference estimation, as shown in the first row and the first 
column in Figure 4-18. Because the TOA difference between the various frequency 
components of the two signals is constant, the phase difference between the two PD signals 
increases as the frequency increases, causing the phase curve to be a sawtooth wave. The  

 Noisy PD signals and 
cross-power spectrum 

phase curves 

Energy criterion 
method (Energy 

accumulation curves) 

Classical phase 
difference method 

(𝑅(𝜏)) 

Proposed windowed phase 
difference method 

(|𝑟(𝜏, 𝑙)|) 

(a) Case I: 
No noise 

 

  

(b) Case II: 
Low-level 

noise 
 

   

(c) Case III: 
High-level 

noise 
 

   

Figure 4-18  Results of the time-of-arrival difference estimation in varying noise levels using the energy 
criterion, classical phase difference, and the proposed windowed phase difference methods. (The grey star 
marks denote the minimum values of the energy accumulation curves, and the red star marks denote the 

maximum values of generalized cross-correlation 𝑅(𝜏) or the two-dimensional generalized 

cross-correlation spectrum |𝑟(𝜏, 𝑙)|). (a) Case I: no noise, (b) Case II: low-level noise, (c) Case III: 

high-level noise. 
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TOA difference estimation results reveal that the energy criterion, phase difference, and the 
proposed methods all perform excellently, as shown in the last three columns of the first row 
in Figure 4-18. 

In Case II, low-level noises are added to the synthetic PD signals, and the sawtooth 
wave characteristic of the cross-power spectrum phase curve becomes unclear, as shown in 
the second row and the first column in Figure 4-18. Compared with the noiseless signals in 
Case I, it is pretty challenging to visually identify the onsets of the noisy PD signals. 
Nevertheless, the energy criterion, phase difference, and the proposed methods are still 
effective, as shown in the last three columns of the second row in Figure 4-18. Moreover, the 
results reveal that the errors of the energy criterion and phase difference method are slightly 
larger than those of the proposed method. 

In Case III, high-level noises are added to the synthetic PD signals, and the sawtooth 
wave characteristic of the cross-power spectrum phase curve is more unclear, as shown in 
the last row and first column in Figure 4-18. The results reveal that the energy criterion and 
phase difference methods fail to estimate the TOA difference. In contrast, the proposed 
method is still effective despite having a small error, as shown in the last three columns of 
the second row in Figure 4-18. 

In conclusion, the proposed TOA difference estimation method performs more robustly 
than the state-of-the-art energy criterion and phase difference methods in a low 
signal-to-noise ratio environment, which is inevitable in the online PD measurement of wind 
farm overhead lines. 

4.2.3 Double-Sided Partial Discharge Location Algorithm 
Two signals (xA and xB) from a real 5,232-m overhead line with a PD defect (on a 

grimy insulator 4,691 m along the line) are shown in Figure 4-19. The signals contain not 
only PD pulses but also a high noise level. In the time domain, this noise is typically 
composed of continuous interference (CNIs) or impulse noise interferences (INIs). CNIs 
include white and discrete spectrum noise, and INIs have repeated and random pulse noise 
[93][95]. From the example waveform of Figure 4-19, the starting part of the PD pulses is 
cluttered by the CNI, which unavoidably leads to an imprecise estimation of the TOA 
parameter of the PD pulse. On the other hand, the INI possibly leads to errors in determining 
the PD location, mainly due to its inherent feature of sharing some waveform similarities 
with the functional PD pulses. Thus, a specific PD location algorithm is devised to suppress 
the influence of such interferences. The overall framework of the algorithm is shown in 
Figure 4-20, and its detailed explanation is described in the following subsections. 
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Figure 4-19  Waveforms of two 20-ms noisy signals acquired by two PD detectors mounted on the same 
phase of a real 5232-m overhead line with a PD defect (on a grimy insulator 4691 m along the line). 

 

Figure 4-20  Block diagram of the entire PD location algorithm. 

1）Suppression of CNIs and Extraction of Pulse TOAs, Peaks, and Polarities 
The noisy signals xA and xB are de-noised via the STFT-SVD algorithm proposed in 

Chapter 3, and the TOAs of the pulses in xA and xB are estimated via the improved 
windowed phase difference method presented in Chapter 4.2.2.2. Then, the peaks and 
polarities of the pulses are calculated. A peak is defined as the first point over the threshold 
and after the TOA, where the trend of the first-order difference changes from positive to 
negative or from negative to positive. If the first-order difference varies from positive to 
negative, the polarity of the pulse is defined as positive, i.e., 1; if it changes from negative to 
positive, the polarity is defined as negative, i.e., −1. 

Besides PD pulses and INIs, TOAs, peaks, and polarities of their reflections are also 
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obtained. These reflections are caused by impedance discontinuities at branch joints, which 
is inevitable in real overhead lines due to their complex branch-type structures. However, 
these reflections are undesirable because they might lead to incorrect PD locations. Thus, 
pulses within 20-μs after a higher amplitude pulse are regarded as reflections and removed.  

Consequently, the following six feature vectors are obtained: two peak vectors (pA and 
pB), two TOA vectors (tA and tB), and two PD polarity vectors (dA and dB), as drawn in 
Figure 4-21. 

2）Suppression of INIs using a Pulse TOA-Polarity Criterion 
Pulse source location is a distinct physical difference between PDs and INIs. Thus, 

calculations based on a time-correlation analysis of the TOAs of pulses in the two signals 
(x’A and x’B) are used to separate PDs and INIs. However, time-correlation analysis alone 
cannot separate the PDs occurring around terminals from the INIs (e.g., other PDs) generated 
by different power apparatuses outside the target overhead line range. To solve this problem, 
the polarity of pulses in the double-sided signals is used, as pulses from the same PD on a  
target overhead line should have inverse polarities due to their different propagation 
directions. In contrast, the INIs from other overhead lines or apparatus out of the range of the 
target overhead line should have the same polarities, as illustrated in Figure 4-22. Thus, the 
following the pulse TOA-polarity criterion is built: 

 

Figure 4-21  TOAs, peaks, and polarities extracted from the pulses in the de-noised signals in Figure 
4-19. The zoomed-in inset displays the extracted details, where reflections are removed. The red stems 

and the blue stems denote the signs of the pulse features, and the gray lines indicate the de-noised signals. 

 
(a) 

 
(b) 

Figure 4-22  Polarities of detected pulses of a PD in the target overhead line (a) and an INI out of the 
range of the overhead line (b). 
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Figure 4-23  Signs of the pulses remaining after applying the pulse TOA-polarity criterion to the feature 
extraction results in Figure 4-21. The red and blue stems denote the remaining pulses, and the gray stems 

indicate all pulses before applying the PTP criterion. 
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The pulses in x’A and x’B whose TOAs and polarities satisfy Equation (4-25) are 
retained, and the remainder are discarded. This process gave the results depicted in Figure 
4-23, wherein it can be seen that most INIs, whose amplitudes were slightly larger than those 
of the PDs, were removed. Consequently, four new feature vectors are obtained: two peak 
vectors (p’A and p’B) and two TOA vectors (t’A and t’B). The criterion is expected to work 
effectively because INIs acquired at double sides almost rarely meet it in most cases. Even if 
few INIs meet the above criterion, their effect can be further reduced by the statistics 
concentration characteristics analysis on PD location maps described in the following 
subsection. 

3）Estimation of PD Locations Based on Location Mapping and Least-Squares 
approach 

Using t’A and t’B, a location vector LPD that passes from the smallest to the most 
significant value can be calculated using Equation (5). Then, pA and pB can be used to obtain 
a real PD peak vector, pPD, from the following equation: 

 ( ) ( ( ))( ) ( ) ( )PD PD PD AB PD

PD A B
L i L L ip i p m e p n e        (4-26) 

where ( )p mA  and ( )p nB  are the PD peaks of the pulses from the same PD, and PD  is 

the attenuation coefficient of the PD signal propagating on the overhead line. It can be 
estimated via an approximation formula in [147]. 

PD location maps are drawn using ( )L iPD  and ( )p iPD  as the horizontal and vertical 

coordinates, respectively, as shown in Figure 4-24. If there is a PD defect on the target 
overhead line, these maps reveal its statistical concentration characteristics. A mean 
deviation quantity, H, which is used to quantize the concentration characteristics, is defined 
as follows: 
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where PDL  is the mean value of LPD. To automatically identify if a target overhead line has 

a PD defect, a binary variable (B) is used and is defined as follows 

 
0 , there is no PD defect

1 , there is a PD d

 

efect 

H k
B

H k


  

      (4-28) 

where k is a boundary between data concentration and deconcentration, which is empirically 
set to be 0.05 according to the data from a dozen detected PD defects. Once confirmed that a 
PD defect is present, the least-squares approach estimates the PD defect’s location 

statistically. An optimal estimate of the PD location xPD , is calculated as follows: 

 
2min ( ( ) )PDx

i

L i x



IPD

PD
   (4-29) 

where { | 0.1 ( ) 0.1 }i L L L i L L    I PD AB PD PD AB .  

The concentration characteristics analysis and the least-squares estimation could 
statistically minimize the negative effect of the rest of INIs and TOA errors on PD 
localization.  

In addition, it should be mentioned that a few overhead lines may contain more than 
one PD source or another corona (collectively referred to as discharge). Then, LPD can be cut 
into multiple segments, one containing only one cluster (i.e., one discharge source). Finally, 
the locations of the discharge sources are estimated by applying the above-described 
algorithm to each segment. With the locations of the discharge sources, the technician can 
further identify the exact types of the discharge sources via the conventional vision- and 
ultrasonic-based tools, e.g., the widely used ultrasonic camera, which is available in most 
distribution maintenance teams. 

 

Figure 4-24  PD location maps generated by the remaining pulses from Figure 4-23 and five other 
measurements on the 5232-m overhead line with a PD defect (on a grimy insulator 4691 m along the line). 
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4.2.4 Laboratory Validation 
A laboratory experiment was carried out on a 50-m single-phase 10-kV overhead line, 

which was 14 mm in diameter and had a 2-mm layer of insulation to validate the 
performance of the proposed PD location method and system—the test platform depicted in 
Figure 4-25. The overhead line was positioned 1.5 m above the ground, and each end of the 
line was connected to a separate terminal resistor Rg (300 Ω) to simulate a load. A 
programmable PD simulator, which produces a series of pulses with waveforms similar to 
PDs, was used to simulate PDs and was mounted on the overhead line 20 m from Side A. 
The apparent charge magnitude of the pulses produced by the simulator was programmed to 
vary from approximately 4 to 10 nC. The signals recorded by the two testing units are shown 
in Figure 4-26. The injected pulses are located at the start of the acquired signals. 
Calculations of the TOAs of the injected pulses reveal that the pulse traveled from Side A to 
Side B in 188 ns, which equates to a pulse propagation velocity of 265.9 m/μs. 

 

Figure 4-25  Setup of the test platform. 

 
(a) 

 
(b) 

Figure 4-26  Acquired waveforms on Side A (a) and Side B (b) of the measured overhead line. The 
zoomed-in insets display the waveform details of the injected pulses and simulated PD pulses. 
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60 PD localizations, driven by GPSM (30 localizations) and GPS (30 localizations), 
respectively, were calculated, and the statistical results of mapping these locations are given 
in Figure 4-27. The results show that the maximum and mean errors of the PD localizations 
driven by the GPS synchronization were 15.94 m and 5.82 m, respectively. In contrast, the 
PD localizations driven by the GPSM were 2.87 m and 0.79 m. The primary reason why the 
GPS-based PD localization has more significant errors is that synchronization errors of the 
PPS outputs of the GPS were always within a range of approximately hundreds of 
nanoseconds. It is expected that the errors of PD localizations driven by the GPS modules 
would be even more significant during field testing due to complex environmental factors 
and propagation velocity errors caused by the unknowing propagation parameters in 
overhead lines. 

Then, the maximum apparent charge magnitude of the outputs of the PD simulator was 
gradually increased from 10nC to 200nC. The localization results, driven by GPSM and 
pulse synchronization (PS) (which depends on a threshold triggering mode, referring to [14]), 
respectively, are listed in Table 4-3. As the apparent charge magnitude of the simulated 
pulses is more significant than 56nC, the PS-based method with a 500 mV trigger threshold 
failed to obtain the PD localization results. It demonstrates that the reliability of the 
PS-based location method is associated with the magnitudes of the injected pulses and PDs 
and is expected to be lower when used on a long overhead line (e.g., 10km) due to the 
inevitable high-frequency propagation attenuation. In contrast, the GPSM-based location 
method is still reliable because it uses GPS to trigger the signal acquisitions. In conclusion, 
the GPSM-based PD location method locates PDs in overhead lines more accurately and 
reliably than conventional GPS-based and latest PS-based methods. 

 
(a) 

 
(b) 

Figure 4-27  PD location mappings are based on the improved PD location method driven by GPSM (a) 
and the classical PD location method driven by GPS (b), respectively. 
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Table 4-3 Comparison of the PD localization between GPSM and PS. 

The apparent charge magnitude of the 
pulses produced by the PD simulator 

The mean value of PD locations 

GPSM PS 

<56 nC 20.83 m 20.82 m 

≥56 nC 20.74 m Error 

 
In addition, simulated noise disturbances (i.e., CNIs, including white noise and discrete 

spectrum noise) are added to the measured noiseless PD data to test the accuracy of the 
proposed algorithm, as shown in Figure 4-28. The frequencies of two harmonics in the 
discrete spectrum noise are set to 1 and 6 MHz, and their corresponding amplitudes are set to 
0.045 and 0.03 V, respectively. White noise is a zero mean Gaussian sequence with 0.03 V 
standard deviation. The signal-to-noise ratio of the synthetic PD signals can be tuned by 
proportionally scaling the amplitudes of the noises. Figure 4-29 collects the PD location 
estimate results under varying signal-to-noise ratios. It can be observed that as the 
signal-to-noise ratio decreases, the standard deviation of the PD locations becomes 
unavoidably more prominent. However, the procedure arising from Equation (4-29) is robust 
and coherently produces the correct estimate of the actual value of the PD location (i.e., 20 
m). In other words, that means that although the CNIs can lead to uncertain errors on one PD 
location estimate, the statistical mean of multiple estimated PD locations is beneficial for 
very low signal-to-noise ratio scenarios, demonstrating the effectiveness and robustness of 
the proposed algorithm. 

 

Figure 4-28  Waveforms of synthetic noisy PD signals with a signal-to-noise ratio of -13.3 dB. 

 

Figure 4-29  Results of PD location estimations under varying signal-to-noise ratios. 
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4.3 Multiple-Sided Partial Discharge Localization from the Perspective of 
Optimization 

To locate a PD in an overhead distribution network that always contains many branches, 
the double-sided location method has to be applied to each branch, which requires deploying 
a mass of PD measurement units (i.e., two units for each branch) or moving the double-sided 
units repeatedly. This is very expensive and time-consuming. Alternatively, the 
multiple-sided PD location method is developed for the overhead distribution network. The 
process is based on the GPSM technique and needs minimal PD measurement units mounted 
on the branch ends. The PD location formulation of the method is derived based on the TOA 
measurements of the used PD detectors and the network structure and size information 
obtained from the distribution network management database. It turns out to be an 
over-determined set of equations. An optimization algorithm based on the standard vector 
norm is proposed to solve these equations. Finally, the feasibility and effectiveness of the 
multiple-sided PD location algorithm are validated via Monte Carlo uncertainty simulation. 

4.3.1 Principles 
Similar to double-sided PD localization, GPSM can also be used for multiple PD 

localization. A six-step overview of the working procedure of the GPSM-based PD location 
method is detailed below (see Figure 4-30 and Figure 4-31). 

(1) Multiple PD detectors and pulse injectors are mounted on an overhead distribution 
network, as shown in Figure 4-30. In this figure, all PD detectors are mounted on the 
ends of the line system. Nevertheless, it is essential to point out that additional PD 
detectors and injectors are required to be mounted in the middle of the line system if 
the internal lines are too long since the PD signal can attenuate along the line. 

(2) PD detectors at each side start to acquire data when their respective GPS triggers 
activate them. PSM is only triggered within a short pre-set time window. 

(3) Within the time window, PD injectors are triggered in sequence to inject 
high-amplitude pulses into the overhead line, as shown in Figure 4-31. 

(4) Similar to the GPSM-based double-sided method in the last section, the propagation 
time T from Side i to Side j (i, jϵ{1,2,…, M}) can be calculated as: 

 
( ) ( )

2
ij ii jj ji

ijT
t t t t


  

   (4-30) 

where ijt  denotes the jth synchronization pulse in the data collected by the ith PD 

detector. Therefore, ∆tsyn,ij can be calculated as: 

 syn,ij ii ji ijt t t T       (4-31) 

A synchronization vector (using 11t  as the reference) can be obtained as 
T

syn,11 syn,12 syn,1[ ]Nt ,t ,...,t S . Moreover, using the calculated propagation time Tij and 
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the length Lij of the measured overhead line segment, the signal propagation velocity 
(vij) of the overhead line from side i to side j can be calculated as: 

 
ij

ij
ij

L
v

T
  (4-32) 

The mean of ijv  is defined as the propagation velocity v  of the overhead 

distribution network, i.e., 12

j N

jj
v v




 . 

 

Figure 4-30 Sketch of multiple-sided PD localization. 

 

Figure 4-31  Time sequences of injected pulses and the PD pulse collected by n PD detectors. 
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(5) The PD detectors continue to acquire PD data for more than one power-frequency 
cycle. Multiple pulses, V1,PD, V2,PD,…, and VM, PD, which originate from the same PD 
activity, are used to represent the results for all PD detectors, respectively. In addition, 
t1,PD, t2,PD,…, and tM, PD are the TOAs of V1,PD, V2,PD,…, and VM, PD, respectively. A 

TOA difference vector (using 1,PDt  as the reference) can be obtained as 

 

1,PD 1,PD

2,PD 1,PDmeasured

,PD 1,PDM

t t

t t

t t

 
   
 
   

T
  (4-33) 

(6) Based on the estimated v , S , and measuredT , the PD location is calculated via the 

algorithm developed in the following subsection. 

4.3.2 Multiple-Sided Partial Discharge Location Algorithm 
This subsection describes a multiple-sided PD location algorithm. The PD location 

formulation is first derived, then an optimization algorithm is developed to solve the 
formulation. This algorithm assumes that a sufficient number of PD detectors are mounted in 
the overhead distribution network to guarantee that PD occurring in any location is 
localizable. The multiple-sided fault location method in [140] inspires the algorithm. 
Compared to the algorithm in [148], the problems of synchronization error and unknown 
propagation velocity are addressed. The block diagram of the proposed algorithm is shown 
in Figure 4-32, and its detailed explanation is described in the following. 

Two variables, the line number 𝑚 ∈ {1,2, … , 𝑀} and location coefficient 𝛼ϵ{[0,1]}, 
are defined to describe the PD source location. From Figure 4-33, the traveling time to the 
detector n from a PD source on line m is equal to: 

 𝑇𝑚,𝑛 + 𝑅𝑚,𝑛𝛼(𝑚)𝑇𝑚 (4-34) 

where 𝑇𝑚,𝑛 is the traveling time from the start of line “m” to the detector “n”; 𝛼(𝑚)𝑇𝑚 is a 

propagation delay from the PD location to the origin of line “m.” “α” defines the fault 

location from the line origin as a fraction of the line length; 𝑅𝑚,𝑛 is equal to −1 if the 

shortest path to detector “n” includes the line “m” end; otherwise 𝑅𝑚,𝑛 is +1. It is essential 

to point out that 𝑇𝑚,𝑛 and 𝑇𝑚 are calculated by multiplying the corresponding line lengths 

by the propagation velocity 𝑣,̅ which is obtained in the GPSM process. 

The TOA difference ∆𝑇
𝑛1,𝑛2
(𝑚)  between any two PD detectors “n1” and “n2” can be 

calculated as 

 ∆𝑇
𝑛1,𝑛2
(𝑚)

= 𝑇𝑚,𝑛2 − 𝑇𝑚,𝑛1 + (𝑅𝑚,𝑛2 − 𝑅𝑚,𝑛1)𝛼(𝑚)𝑇𝑚 (4-35) 

Using the detector one as the reference, a TOA difference vector ∆𝐓theoretical  can be 
obtained as 
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Figure 4-32  Block diagram of the multiple-sided PD location algorithm 

 

Figure 4-33  Illustration of propagation delays 
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 ∆𝐓theoretical = ∆𝐓(𝑚) + ∆𝐑(𝑚)𝛼(𝑚)𝑇𝑚 (4-36) 

where 

 ∆𝐓(𝑚) =

⎣
⎢
⎢
⎡

𝑇𝑚,1 − 𝑇𝑚,1
𝑇𝑚,2 − 𝑇𝑚,1

⋮
𝑇𝑚,𝑁 − 𝑇𝑚,1⎦

⎥
⎥
⎤
 (4-37) 

 ∆𝐑(𝑚) =

⎣
⎢
⎢
⎡

𝑅𝑚,1 − 𝑅𝑚,1
𝑅𝑚,2 − 𝑅𝑚,1

⋮
𝑅𝑚,𝑁 − 𝑅𝑚,1⎦

⎥
⎥
⎤
 (4-38) 

A system of equations can be obtained for actual PD location by exchanging the 

theoretical TOA vector with the measured TOA vector ∆𝐓measured, simultaneously taking 

the synchronization errors ∆𝐒 obtained in the GPSM process into account. The set of  
equations is defined as 

 ∆𝐓(𝑚) + ∆𝐑(𝑚)𝛼(𝑚)𝑇𝑚 − ∆𝐓measured + ∆𝐒 = 0 (4-39) 

where 

 ∆𝐓measured =

⎣
⎢
⎢
⎢
⎡𝑇1

measured − 𝑇1
measured

𝑇2
measured − 𝑇1

measured

⋮
𝑇𝑁

measured − 𝑇1
measured

⎦
⎥
⎥
⎥
⎤

 (4-40) 

Since only two variables, m, and 𝛼, are unknown, Equations (4-40) is a set of 

over-determined equations for N>2. ∆𝐑(𝑚) is the constant vector that is up to the inherent 

structure of the overhead distribution network; ∆𝐓(𝑚), 𝑇𝑚, and ∆𝐒 are associated with the 

transmission line parameters of the line system, and the synchronization of GPSs, and they 

can be determined after the GPSM process; ∆𝐓measured is measured after a PD occurrence. 

To solve m and 𝛼, these over-determined equations can be redefined as a constrained 

optimization problem: 

 
𝑚𝑖𝑛(𝑚,𝛼) ||∆𝐓(𝑚) + ∆𝐑(𝑚)𝛼(𝑚)𝑇𝑚 − ∆𝐓measured + ∆𝐒|| 

S.t. 𝛼ϵ{[0,1]} and 𝑚 ∈ {1,2, … , 𝑀} 
(4-41) 

where || ∙ || denotes the standard vector norm operator. The cost function can be defined as 

 𝐹c
(𝑚)

= ||∆𝐓(𝑚) + ∆𝐑(𝑚)𝛼(𝑚)𝑇𝑚 − ∆𝐓measured + ∆𝐒|| (4-42) 

For 𝛼(𝑚), equation (4-42) is a quadratic function, which means that 𝐹c
(𝑚) has only one 

minimum point. Therefore, 𝛼(𝑚) of the minimum 𝐹c
(𝑚) can be calculated by 

 
𝜕𝐹c

(𝑚)

𝜕𝛼(𝑚)
= 2 ∆𝐑(𝑚) T

∆𝐓(𝑚) + ∆𝐑(𝑚)𝛼(𝑚)𝑇𝑚 − ∆𝐓measured + ∆𝐒 = 0 (4-43) 
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Yielding 

 𝛼(𝑚) =
∆𝐑(𝑚) T

(∆𝐓measured − ∆𝐓(𝑚) − ∆𝐒)

𝑇𝑚 ∆𝐑(𝑚) T∆𝐑(𝑚)
 (4-44) 

where (∙)T denotes the transposition operator. Since 𝛼(𝑚) and m are not coupled to each 

other, the optimization problem can be solved via a two-step procedure: 

(1) Determining optimum 𝛼 for 𝑚 ∈ {1,2, … , 𝑀}; 

(2) Searching over m to determine the minimum value of the cost function for 𝑚 ∈

{1,2, … , 𝑀|𝛼ϵ[0,1]}. 

4.3.3 Simulation Validation  
The proposed algorithm is tested via a simulation experiment on the IEEE 34-bus 

distribution network. Monte Carlo uncertainty analysis is used to validate the reliability of 
the proposed algorithm and quantificationally evaluate its sensitivity to the uncertainty of the 
input and internal parameters. The results validate the feasibility and effectiveness of the 
proposed algorithm. 

1）Simulation Setup 
To evaluate the accuracy of the proposed algorithm, an IEEE 34-bus distribution 

network is used as a test system, as shown in Figure 4-34. Ten PD detectors are mounted on 
the ends of the network, i.e., buses 1, 5, 12, 14, 18, 22, 24, 30, 32, and 34. The length of the 
network’s line segments is collected in Table 4-4. It is assumed that the propagation 
parameters of the lines are consistent, and the PD source occurring in any location can be 
detected by all PD detectors.  

 

Figure 4-34  Single-line diagram of IEEE 34-bus distribution network. 

The output uncertainty of the proposed algorithm can be caused by four input 

parameters, including the traveling time vector ∆𝐓(𝑚), the traveling time 𝑇𝑚 in all line 

segments, the measured TOA difference vector ∆𝐓measured, and the synchronization error 

vector ∆𝐒. The uncertainty of ∆𝐓(𝑚) and 𝑇𝑚 can be represented by the uncertainty of the 

line lengths. Therefore, line length uncertainty, TOA differences estimation uncertainty, and 
synchronization errors can be regarded as the primary source of the output uncertainty. 
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Table 4-4 Lengths and connections of the lines in the IEEE 34-bus distribution 

network (61.678km) 

Line 
number 

Start bus End bus Length (m) 
Line 

number 
Start bus End bus Length (m) 

1 1 2 516 18 25 30 404 
2 2 3 346 19 25 26 56 
3 3 4 6446 20 31 34 172 
4 4 5 1160.8 21 31 32 56 
5 4 6 7500 22 26 27 270 
6 6 7 5946 23 27 28 728 
7 7 8 20 24 28 29 106 
8 9 10 342 25 8 9 62 
9 9 13 2042 26 19 20 20 
10 10 11 9630 27 17 18 4666 
11 11 12 2748 28 17 19 7366 
12 13 14 606 29 23 24 324 
13 13 15 168 30 23 25 1166 
14 15 16 4088 31 30 31 536 
15 16 17 104 32 32 33 972 
16 20 23 980 33 21 22 2112 
17 20 21 20     

 
The proposed algorithm’s accuracy and reliability can be evaluated by adding normal 

distribution random values to the three input parameters. To achieve the evaluation, Monte 
Carlo analysis was used in this simulation. Figure 4-35 shows the flowchart of the Monte 
Carlo simulation experiment. The simulation experiment is completed via an eight-step 
procedure as follows: 

(1) The simulation trial number is initialized, i.e., 𝑖 = 0; 

(2) The PD-affected line number 𝑚PD  and location coefficient 𝛼PD  are randomly 

selected in 𝑈({1,2, … , 𝑀}) and 𝑈({[0,1]}), respectively, where 𝑈({∙}) denotes a 

random value from a uniform distribution in the value range of {∙}. Moreover, 𝑖 is 

assigned as 𝑖 + 1. 

(3) Random values from normal distributions 𝑁(𝑙𝑗 , 𝜇𝑙𝑗) are added in the line lengths. 𝑙𝑗  

denotes the length of the jth line, and 𝜇𝑙𝑗  denotes its standard deviation. This results 

in an updated line length vector 𝐋𝑒 = [𝑙1
𝑒, 𝑙2

𝑒, … , 𝑙𝑀
𝑒 ]T. 

(4) Using 𝑚PD, 𝛼PD, and 𝐋𝑒, the theoretical TOA difference vector can be calculated 

and assigned to the measured TOA difference vector ∆𝐓measured. 

(5) Random values from normal distributions 𝑁(∆𝑇𝑛
measured, 𝛿𝑇 ) and 𝑁(∆𝑡syn,1𝑛, 𝛿𝑆)are 

added in ∆𝐓measured  and ∆𝐒 , respectively. 𝛿𝑇  and 𝛿𝑆  denote the standard 

deviations. This results in the updated measured TOA difference vector ∆𝐓measured,𝑒 

and synchronization error vector ∆𝐒𝑒. 
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(6) Applying the developed algorithm results in the updated PD-affected line number 

𝑚PD
𝑒  and location coefficient 𝛼PD

𝑒 . 

(7) The relative PD location error is calculated as 

 𝐸𝑗 =
∆𝐿

∑ 𝑙𝑚
𝑀
𝑚=1

∙ 100% (4-45) 

where ∆𝐿 is the distance between the actual and the estimated PD locations. 

(8) Determine whether 𝑖 exceeds the set simulation trials 𝐼 . If no, the procedure returns 

to step 2); otherwise, the process ends. 

 

Figure 4-35  Flowchart of the Monte Carlo uncertainty simulation. 
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2）Result Analysis 
Four independent Monte Carlo simulations have been carried out to analyze the output 

and robustness of the proposed algorithm. Table 4-5 provides the parameter settings for each 
scenario. Figure 4-36 collects the output error probability of the four Monte Carlo 
simulations. It can be observed that the means of the error of four scenarios are close to zero, 
validating the accuracy and robustness of the proposed algorithm to the uncertainties of the 
input parameters; the standard deviations of the output errors of the four scenarios increase 
in turn, revealing the output errors are positively correlated with the uncertainties of input 
parameters. 

Table 4-5 Monte Carlo simulation parameters. 

Scenario 𝜇 (pu) δ𝑇  (us) δ𝑠 (us) Run trials 

1 0.01 0.01 0.05 30000 

2 0.02 0.02 0.1 30000 

3 0.04 0.05 0.2 30000 

4 0.1 0.1 0.5 30000 

 

    
(a)                                      (b) 

    
(c)                                      (d) 

Figure 4-36  Output error probability distributions of the four scenarios: (a) Scenario 1; (b) Scenario 2; (c) 
Scenario 3; (d) Scenario 4
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4.4 Conclusion 

This chapter proposes improved PD detection and location methods for MV overhead 
distribution networks. Three crucial technical benefits are summarized as follows: 

(1) To address the issue of magnetic saturation caused by the high-power frequency load 
current, we have developed a notched high-frequency current transformer. This 
transformer effectively overcomes the problem without compromising sensitivity of 
more than 5V/A and frequency bandwidth from 0.1 MHz to 50 MHz. In addition, we 
propose a digital compensation algorithm to simplify the design and parameter tuning 
of the high-frequency transformer. This algorithm significantly improves the transfer 
characteristics of the transformer. As a result, we can more accurately evaluate partial 
discharge activities, e.g., estimating PD discharge quantity. 

(2) An improved double-sided PD location method is proposed. The proposed solution 
offers three essential benefits: i) The hybrid synchronization approach is developed 
via the joint application of Global Position Systems and the pulse-based interaction 
process. The synchronization approach not only can eliminate the inherent random 
errors of the GPSs but also estimate the average pulse propagation velocity, thus 
improving on-site PD localization, e.g., location error is significantly reduced from 
5.82 m to 0.79 m in the experiment case of a 50-m overhead line; ii) A windowed 
phase difference method is developed to robustly estimate the time-of-arrival 
difference between the noisy PD pulses collected by the detectors in low 
signal-to-noise ratio environment, guaranteeing accurate and reliable PD location 
identification in the field; iii) The PD location map can automatically separate PD 
pulses from impulse noise interferences, enabling the easy elimination of their 
influence. 

(3) A multiple-sided PD location algorithm for radial distribution networks is proposed 
based on the previous double-sided PD location method. The PD location problem of 
radial distribution networks is transformed into an optimization problem, which can 
be easily solved from the TOAs of the synchronization and PD pulses. Moreover, the 
proposed method mathematically identifies an observability factor for each line, 
which can be used to place the PD detectors optimally. The accuracy and robustness 
of the algorithm are demonstrated by Monte Carlo uncertainty analysis. 
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5   System Design and Application Strategy 

This chapter combines the methods and techniques from previous chapters into two 
system prototypes. One is a portable PD detection and location system capable of live-line 
locating PDs in MV overhead distribution networks; the other is a low-cost PD monitoring 
system capable of online monitoring PD activities of MV overhead distribution networks in 
real-time. In-house designs of the two systems, including several hardware and software 
issues, are presented and thoroughly discussed, along with their applications on real 10-kV 
overhead distribution networks. Furthermore, a cost-efficient PD diagnosis strategy for MV 
overhead distribution networks is proposed based on the developed systems. 

5.1 Low-Cost On-Line Partial Discharge Monitoring System Based on 
IoT Sensing Networking and Applications 

The availability of accurate and cost-effective solutions for the real-time monitoring of 
overhead distribution networks is now becoming an essential tool for the reliability and 
condition assessments of this class of electrical lines. This is even more crucial due to the 
possibly large number of conductors and the wide geographical spread of the electrical 
network. This chapter proposes a smart and compact PD detector for monitoring of the MV 
overhead distribution network, matching the above needs and offering a flexible and 
cost-effective solution with some essential features, including non-invasive sensing, a field 
energy harvesting function, and a low-power working operation. The detector has been 
designed and implemented, proving its effectiveness in two cases involving PD-affected 10 
kV CC lines. 

5.1.1 Overview of the System 
The PD monitoring system for an overhead distribution network comprises a 

non-invasive and self-powered PD monitor, along with a cloud server, as shown in Figure 
5-1. This system is designed to continuously monitor and evaluate the presence of PD 
activity in the overhead distribution network, ensuring its reliability and safety. 

Non-Invasive and Self-Powered PD Monitor: The non-invasive PD monitor is a vital 
system component installed at strategic locations along the overhead line. It can detect PD 
signals without direct contact or interruption of the power supply. The monitor utilizes 
advanced sensing technologies to capture PD signals generated by insulation defects or 
electrical breakdowns within the system. 

Cloud Server: The cloud server performs the central data collection, analysis, and 
storage in the PD monitoring system. It receives real-time data from multiple non-invasive 
PD monitors installed across the overhead distribution network. The cloud server analyzes 
and processes the received data to identify PD characteristics and fault patterns. 
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Figure 5-1  Typical application scenario of the online PD monitoring system, including multiple PD 
monitors and a cloud server. 

Benefits of the PD Monitoring System: 
(1) Early fault detection: The continuous monitoring provided by the non-invasive PD 

monitors allows for early detection and identification of insulation defects or failures, 
facilitating proactive maintenance actions. 

(2) Improved reliability and safety: By monitoring PD activity, the system helps utilities 
identify potential risks and take necessary measures to ensure the reliability and 
security of the overhead distribution network, minimizing the chances of unplanned 
outages or accidents. 

(3) Cost-effective maintenance: Timely detection of PD activities through the 
monitoring system enables utilities to focus their maintenance efforts on areas with 
identified issues, optimizing resource allocation and reducing overall maintenance 
costs. 

(4) Enhanced asset management: The historical PD data stored in the cloud server 
assists utilities in assessing the condition of the overhead distribution network, 
identifying areas prone to PD, and making informed decisions regarding asset 
management and replacement strategies. 

The PD monitoring system for overhead distribution networks, consisting of 
non-invasive and self-powered PD monitors and a cloud server, offers continuous and 
real-time monitoring of PD activities. This comprehensive system aids in early fault 
detection, improving reliability, safety, and cost-effective maintenance of the overhead 
distribution network. 

5.1.2 Flexible and Compact Partial Discharge Monitor 
This subsection describes the in-house-developed online PD detector for overhead CC 

lines. Figure 5-2 shows its main components: energy harvesting coils, HFCT, a voltage 
coupler, and a circuit board. The energy harvesting coils power the circuit board from the CC 
lines, while the HFCT and voltage coupler are used to non-invasively detect the PD and the 
power frequency phase, respectively. The circuit board consists of four parts: (i) an energy 
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harvesting module; (ii) a signal preprocessing module; (iii) a low-power advanced reduced 
instruction set computer (RISC) machine (ARM) module (STM32L476RG, ST); and iv) a 
low-power narrowband Internet of things (NB-IOT) module (BC26, Quectel), as shown in 
Figure 5-3. It is essential to note that the most expensive device among the previously 
discussed components is the ARM module, which costs around 14 USD. The circuit board 
manages the energy allocation, processes signals, and communicates with the IoT cloud, 
which accounts for data collection from all the different detectors spread along the network. 
Once the data reveals any PD activities, the IOT cloud can issue warnings to the staff via a 
quick message (e.g., mobile phone messages). The following subsections provide additional 
information about PD detection, the energy harvesting feature, and power consumption.  

  

Figure 5-2  Structure and components of the partial discharge monitor. 

 

Figure 5-3  Circuit board of the PD monitor. 

1）PD Detection 
HFCT with a passband frequency from 0.2 to 50 MHz is used to detect PD signals due 

to their high sensitivity and non-invasive placement superiority. The captured PD signal is 
preprocessed, as shown in Figure 5-4. First, a band-pass filter and a low-noise amplifier are 
used to amplify the PD signal. Second, a peak-holding circuit is used to down-convert the 
high-frequency PD signal to generate a demodulated signal that the low-cost and low-power 
STM32L476RG ARM can sample with a reduced sampling rate of 5 Msps. Finally, the 
information about the peak amplitude and the time-of-arrival of the PD pulse are extracted 
via a simple thresholding method. The threshold is (m+3σ), where m and σ are the sampled 
signal’s mean and standard deviation, respectively. The above parameters are computed from 
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a 50 s long sliding window signal. The estimated time-of-arrival is eventually converted into 
a phase value, providing information about the exact location of the pulse within a given 
period of the sinusoidal power signal; the voltage coupler detects this latter signal.  

In addition, high-frequency relays (Q-FTR-B3SA003Z, Fujitsu) and gas discharge tubes 
are placed between the HFCT or the voltage coupler and the signal preprocessing module to 
protect the circuit board from power system transients. When PD detection is not enabled, 
the relays short the outputs of the HFCT and voltage coupler. 

 

Figure 5-4  Signal preprocessing of the partial discharge signal. 

2）Energy Harvesting 
This subsection describes the energy-harvesting module, including inductive coils to 

collect power from CC lines and an energy-harvesting circuit to convert and manage the 
power. The coils consist of 750-turn coils and a high-permeability permalloy core. The 
energy-harvesting circuit includes four serial functions: overvoltage protection, rectification, 
excess energy release, and energy management, as shown in Figure 5-5 and briefly described 
below. First, overvoltage protection — implemented with an arrester, gas discharge tube, an 
inductance, and a stabilivolt — is enabled to protect the circuit board from power system 
transients. Second, the alternating voltage is rectified into direct voltage. Third, an energy 
release circuit is developed to limit the voltage within 10 V to protect the subsequent circuit, 
especially when the load current in CC lines is several hundred amperes. When the voltage 
exceeds 10 V, the metal-oxide semi-conductor field effect transistor M (SQD50N10-8m9L, 
Vishay Inter technology) is turned on, and the resistance r consumes the excess energy. 
Finally, the harvested energy is distributed to the subsequent circuits or the 120 F 
supercapacitor (Csuper) through an energy management chip (LTC3355, Analog Devices Inc.). 
The supercapacitor stores power energy and supplies the circuitry when the load current in 
the CC line is low. It is insufficient for charging the capacitor itself (i.e., this happens when 
the current is on the order of some Amperes). 

3）Low-Power Manager 
The measured power consumption of each module in the circuit board is listed in Table 

5-1. The energy harvesting module, NB-IOT module, and ARM module with an 
analog-to-digital converter (ADC) consume very low power. In contrast, the ARM module 
with the ADC on and the signal processing module consume significantly higher power. A 
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low-power management strategy is developed to power the PD detector in low-current CC 
lines, as shown in Figure 5-6, and coded into the ARM module. The ADC and signal 
processing module are activated only if the voltage of the super-capacitor (Usupercap) 
exceeds 3.3 V and the interval between two measurements exceeds the set time delay (5 min). 
The low-power working procedure can activate the developed circuit board under a current 
as low as 4 A. 

 

Figure 5-5  Equivalent circuit diagram of the energy harvesting module. 

Table 5-1  Measured power consumption of each module in the circuit board 

Module name Energy harvesting 
An ARM with ADC 

on 
ARM with ADC off 

Power (mW) 9 78 14 

Module name NB-IOT Signal preprocessing 

Power (mW) 5 232 

 

 

Figure 5-6  Low-power working procedure of the partial discharge (PD) detector. 
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5.1.3 Networking and Diagnosis via Low-Power Narrowband Internet of 
Things Technology 

This subsection first discusses the overall design of an IoT-based PD sensing network 
from the perspective of four layers, i.e., the sensing layer, network layer, data layer, and 
application layer. Then, the benefits of applying the low power wide area (LPWA) 
communication technique (i.e., NB-IoT) to distributed PD monitoring are described. 

1）Design of IoT-Based PD Sensing Network 
The Internet of Things (IoT) technology offers a promising solution by enabling the 

integration of various components and layers within a PD sensing network. A well-designed 
IoT-based PD sensing network consists of four layers: the sensing layer, network layer, data 
layer, and application layer [150]. This work will provide a detailed discussion of each 
layer’s design considerations, focusing on scalability and accessibility for an integrated 
monitoring system. 

Sensing Layer: The sensing layer captures PD signals accurately and reliably. It 
comprises sensors strategically placed in critical areas of the MV overhead distribution 
network. When designing the sensing layer, the following factors should be considered: 

(1) Sensor Selection: Choose sensors suitable for PD detection, such as non-invasive 
high-frequency current transformers. Consider factors like sensitivity, frequency 
range, compatibility, and environmental conditions. 

(2) Sensor Placement: Identify optimal locations for sensor placement based on the 
equipment’s characteristics and PD occurrence probabilities. Overhead lines, 
breakers, transformers, and other vulnerable points should be covered. 

(3) Calibration and Maintenance: Regular calibration and maintenance routines are 
essential to ensure accurate and consistent sensor performance. Develop procedures 
to calibrate sensors and replace faulty ones periodically. 

Network Layer: The network layer ensures smooth and reliable communication 
between the sensing devices and the central monitoring system. Critical considerations for 
the network layer include: 

(1) Communication Protocols: Select appropriate wireless communication protocols, 
such as LPWA used in this work, based on factors like range, power consumption, 
data rate, and network coverage. 

(2) Connectivity and Scalability: Design a network architecture that allows for easy 
deployment and expansion of sensing devices. Consider the scalability requirements 
of the power system, accommodating an increasing number of sensors when 
necessary. 

(3) Reliability and Redundancy: Implement redundancy in the network to ensure 
continuous data transmission even in device failure or network disruptions. 
Redundant communication paths, backup power supplies, or mesh network 
topologies can enhance reliability. 

(4) Quality of Service (QoS): Prioritize PD data transmission by defining QoS 
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parameters like latency, bandwidth, and packet loss. This ensures that critical PD 
information is delivered promptly and accurately. 

Data Layer: The data layer focuses on efficiently processing, storing, and managing 
the collected PD data. Consider the following factors when designing the data layer: 

(1) Data Acquisition and Pre-processing: Employ analog-to-digital converters (ADCs) 
to convert sensor signals into a digital format. Implement signal conditioning circuits 
to amplify weak PD signals and filter out noise. 

(2) Data Storage and Management: Select appropriate data storage solutions, such as 
distributed databases or data lakes, to accommodate large volumes of PD data. 
Ensure data integrity, security, and scalability. Implement compression and 
deduplication techniques to optimize storage. 

(3) Data Processing and Analytics: Utilize cloud-based analytics platforms or edge 
computing devices for PD data analysis. Develop predictive maintenance models for 
proactive decision-making. 

(4) Data Visualization and Reporting: Design user-friendly visualization interfaces that 
provide real-time dashboards, graphs, and charts to interpret PD data effectively. 
Generate comprehensive reports and alerts to notify operators of critical events or 
deviations from normal behavior. 

Application Layer: The application layer utilizes the processed PD data to support 
various power system monitoring and maintenance applications. Consider the following 
aspects in the application layer: 

(1) Integration with Existing Systems: Integrate the IoT-based PD sensing network with 
existing Supervisory Control and Data Acquisition (SCADA) systems or other 
monitoring platforms. Combine PD data with other operational data to 
comprehensively understand the power system’s health. 

(2) Proactive Maintenance: Develop predictive maintenance models that utilize 
historical PD data to anticipate future PD events and generate proactive maintenance 
plans. Enable automatic fault detection and diagnosis to minimize downtime and 
optimize maintenance resources. 

(3) Decision Support Systems: Design decision support systems that provide operators 
with actionable insights based on PD data analysis. Implement advanced alarm 
management techniques to prioritize critical events and facilitate prompt 
decision-making. 

(4) Remote Access and Control: Ensure remote accessibility to the PD sensing network 
through secure connections. Enable remote monitoring, configuration, and control of 
the network and connected devices. Implement access control mechanisms to protect 
system integrity and privacy. 

In summary, designing an IoT-based PD sensing network requires careful consideration 
of each layer: sensing layer, network layer, data layer, and application layer. By focusing on 
scalability and accessibility, such a network can provide an integrated monitoring system for 
efficient PD detection in overhead distribution networks. The design considerations 
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discussed in this subsection will help ensure accurate PD signal capture, reliable 
communication, efficient data processing, and effective decision support. 

2）Data Communication Built on LPWA 
To effectively monitor distributed PDs in overhead distribution networks, an IoT-based 

PD monitoring system is employed. In practical applications, this system requires a reliable 
low power wide area (LPWA) communication solution that meets specific requirements such 
as data rate, delay, mobility, and coverage. This subsection will discuss the importance of 
LPWA communication in IoT-based PD monitoring systems, considering the complex 
interference environment, the large number of sensor sites, and the wide distribution range. 
This work will explore NB-IoT as the LPWA technology for data communication. 

Importance of LPWA Communication in IoT-based PD Monitoring Systems: In an 
IoT-based PD monitoring system, many sensors are deployed across a wide area to detect PD 
signals in real time or at short intervals. These sensors continually collect data and transmit it 
to a central monitoring system. LPWA communication provides several advantages for such 
a system, including wide coverage, licensed spectrum bands, low power consumption, etc. 

Interference Mitigation: As mentioned earlier, interference is a common challenge in 
overhead distribution networks. The LPWA communication technology used should be 
capable of mitigating interference through frequency hopping or other interference 
avoidance mechanisms. NB-IoT is designed to operate effectively in the presence of 
interference, ensuring reliable communication. 

Security: Since PD data is critical and sensitive, the LPWA communication should 
include robust security measures to protect against unauthorized access, data tampering, and 
eavesdropping. Secure authentication and encryption protocols should be implemented. 
NB-IoT incorporates security features to safeguard data integrity and confidentiality. 

NB-IoT provides a reliable and efficient LPWA communication solution for IoT-based 
PD monitoring systems. Its wide coverage, low power consumption, low latency, and 
interference mitigation capabilities make it suitable for distributed PD monitoring on various 
apparatus in overhead distribution networks. By leveraging NB-IoT, companies can ensure 
the reliability and safety of their power distribution networks while optimizing operational 
efficiency and minimizing maintenance costs. 

In summary, choosing NB-IoT for data communication in IoT-based PD monitoring 
systems brings numerous advantages, including extended battery life, reliable long-range 
coverage, low latency, mobility support, interference mitigation, and robust security 
measures. These characteristics make NB-IoT an ideal LPWA technology for effective and 
efficient PD monitoring in overhead distribution networks. 

3）Online Partial Discharge Diagnosis Algorithm 
On-line PD monitoring is crucial for identifying sudden and progressive insulation 

defects in the overhead distribution network. It plays a significant role in evaluating the 
insulation condition of power apparatuses in this line system. Magnitude, frequency, and 
phase-resolved statistical analysis of PD provide essential parameters to assess the severity 
of PD and identify fault patterns. Understanding the correlation between PD events and 
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phase voltage waveforms aids in recognizing PD patterns during comprehensive status 
diagnosis. However, this diagnostic process demands high computing power and memory 
capacity, leading to increased power consumption. Alternatively, a simplified PD assessment 
algorithm with minimal computing resources is developed. The algorithm is based on 
multimode data and multi-dimensional analysis, including Quantity Analysis, Parallel 
Analysis, Pattern Analysis, and Trend Analysis. These are explained in detail as follows (see 
Figure 5-7): 

Quantity Analysis: Quantity Analysis diagnoses whether a PD occurs around a PD 

monitor by analyzing the pulse magnitudes of the detected PD signal. The PD magnitude 𝑃𝑖 

detected by the ith PD monitor is given by the mean value of the maximum pulse peaks of 50 
power-frequency cycles. Once the PD magnitude of any PD monitor is more significant than 
20 mV, an empirical value determined by multiple on-site experiments, A PD may occur. 
Thus, the subsequent analysis is triggered. Otherwise, the insulation condition of the 
overhead distribution network is considered normal. Quantity Analysis is performed at the 
start of the strategy to identify whether there may be a PD or not and at the end to recognize 
the danger level of the PD. 

Parallel Analysis: Parallel Analysis diagnoses whether a PD occurs by analyzing the 
magnitude difference among all PD monitors. To characterize this difference, the deviation 

𝛿𝑃𝑖
 is defined as 

 𝛿𝑃𝑖
=

(𝑃𝑖 − 𝑃avg)

𝑃avg

∙ 100% (5-1) 

where 𝑃avg is the mean of PD magnitudes of all PD monitors, a threshold criteria can be 

defined to identify if a PD may occur around the ith PD monitor. The threshold can be set 
from 20% to 50%. The larger the threshold is, the smaller the area of the PD source is 
reduced, but the greater the probability of missing a PD is. Parallel Analysis is performed 
after the initial Quantity Analysis and before Pattern Analysis. 

Pattern Analysis: Pattern Analysis diagnoses whether the collected pulses have 
phase–resolved distribution patterns. Since the PD activities are associated with the 
power-frequency voltage, and thus the PD pulses always occur around the specific phases of 
the power-frequency voltage. On the contrary, the impulse interferences (i.e., the switching 
noise from the power electronic devices) do not have such features. To recognize such 
features of the collected pulses, they must first be preprocessed. All pulses collected by each 
PD monitor in 50 power-frequency cycles are transformed into the PRPD spectrum. The 
phase axis is divided into 100 segmentations. The number of pulses in each phase 
segmentation is counted. The phase distribution patterns of the pulses are quantized via the 
standard deviation of the pulse numbers of the 100 segmentations, which is calculated as 

 
σ𝑖 =

⎷

∑
𝑁𝑖,𝑗−�̅�𝑖

𝑁𝑖,max

2
100
𝑗=1

100
 

(5-2) 
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Figure 5-7  Flowchart of the online PD assessment algorithm. 

where 𝑁𝑖,𝑗  is the pulse number of the jth segmentation of the PRPD spectrum obtained by 

the ith PD monitor, �̅�𝑖 is the mean of the pulse numbers of all segmentations, and 𝑁𝑖,max is 

the maximum of the pulse numbers of the segmentations. If a PD source causes the pulses, 

the value of σ𝑖 is significantly larger than 0, while if the pulses are caused by noise, the 

value of σ𝑖 is close to zero. Therefore, a threshold criteria can be used to identify if the 

collected data includes PD pulses. The threshold value can be set from 0.05 to 0.2, an 
empirical range determined via the collected data from multiple real PDs. Pattern Analysis is 
performed after Parallel Analysis and before Trend Analysis. 

Trend Analysis: Trend Analysis is performed when PD activities have been confirmed 
via Pattern Analysis. During Trend Analysis, there is a need to enhance the monitoring 
density and conduct intensive trend analysis over time. This trend analysis involves utilizing 
an indirectly derived metric that calculates the relative variation of amplitude information 
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over time, which is defined as 

 ε𝑖 =
(𝑃𝑖,𝑡1+∆𝑡 − 𝑃𝑖,𝑡1

)

𝑃𝑖,𝑡1
∆𝑡

∙ 100% (5-3) 

where 𝑃𝑖,𝑡1
 and 𝑃𝑖,𝑡1+∆𝑡 are the PD magnitudes of the ith PD monitor at time 𝑡1 and 𝑡1 +

∆𝑡, respectively. The time interval ∆𝑡 can be automatically adjusted based on the status 
results or manually set to commence at a specific start time. The trend analysis helps 
determine if the insulation condition is deteriorating gradually or if there is a sudden fault. If 
the variation exceeds 50%, the status is considered at a risk level. 

Finally, it is essential to point out that the risk or warning PD diagnosis result of a PD 
monitor means that there is a PD source within a few kilometers of this PD monitor. The PD 
source’s area can be reduced by comparing the PD magnitudes detected by multiple 
surrounding PD monitors. 

5.1.4 Optimal Deployment of IoT-based PD Monitors 
The deployment of sensors plays a vital role in achieving cost-effective PD evaluations 

of MV overhead distribution networks from the perspectives of application effectiveness and 
economic considerations. Strategic deployment ensures comprehensive coverage while 
considering network characteristics and optimizing the effectiveness of PD evaluation. 
Furthermore, efficient sensor deployment contributes to economic efficiency by minimizing 
resource allocation while maintaining high monitoring effectiveness. The sub-section 
presents a method to optimally place a given number of IoT-based monitors to maximize the 
network observability. 

1）PD Observability Analysis 
In an overhead distribution network, PDs experience attenuations along the line and 

partial reflections at various points, i.e., alongside the tower, as discussed in Chapter 2. As a 
result, the energy of PD signals diminishes rapidly as they pass through overhead lines and 
alongside towers. According to the discussions in Chapter 2.3.3, the refraction coefficients of 
the towers are different, depending on their type. When there are multiple towers or too long 
overhead lines between the PD sources and the PD monitor, the energy of the PD signal may 
become insufficient for detection by the monitor. Therefore, when placing distributed PD 
monitors, it is crucial to consider the total attenuation coefficient between each line and the 
PD monitors. In this work, the term "observable" describes a tower that a monitor can detect 
if a fault occurs in the tower or its adjacent line segments. It is essential to point out that 
since the distance between two towers in distribution networks is very short, about 50 to 100 
meters, which only leads to negligible attenuation, the observability of a tower is almost 
equivalent to that of its adjacent line segments. Therefore, we only consider the observability 
of a tower to simplify the subsequent mathematical analysis. In addition, we assume that PD 
monitors are constantly mounted on the towers for the same purpose. 

This detection considers the attenuation coefficient between towers and PD monitors. 
On the other hand, a tower is considered "unobservable" if the PD on the tower cannot be 
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detected in that particular segment. The minimum refraction coefficient required for 
observability can be determined by considering the sensitivity of the PD monitor. This 
analysis of determining observable and unobservable towers in a radial distribution network 
is called PD observability analysis in the following discussions. 

An attenuation coefficient matrix is defined below for a given network with 𝑁 towers. 

 𝑨 × =

𝑎 , ⋯ 𝑎 ,

⋮ ⋱ ⋮
𝑎 , ⋯ 𝑎 ,

 (5-4) 

where 𝑎 ,  denotes the total attenuation coefficient for a PD signal to travel from tower “i” 

to tower “j.” 𝑎 ,  can be defined as: 

 𝑎 , = 𝑎 , (𝑎 ,

{ → }

∙ 𝑎 , ) (5-5) 

where 𝑎 ,  denotes the attenuation coefficient of the line segment between two adjacent 

towers, and 𝑎 ,  denotes the refraction coefficient of tower “m” in the shortest path 

from tower “i” to tower “j”. The refraction coefficients vector of all the network towers can 

be defined as 𝑨 , × . 𝑨 , ×  and 𝑎 ,  can be obtained via the physical 

parameters of the networks according to the models developed in Chapter 2. 

Then, a PD observability matrix 𝑩 ×  can be defined as: 

 𝑩 × =

𝑏 , ⋯ 𝑏 ,

⋮ ⋱ ⋮
𝑏 , ⋯ 𝑏 ,

 (5-6) 

where the non-zero value of 𝑏 ,  indicates that if the PD monitor is installed at node ‘‘i’’, it 

can observe PDs within line ‘‘j’’. Otherwise, 𝑏 ,  is equal to zero. 𝑏 ,  can be calculated as: 

 𝑏 , =
1 𝑎 , ≥ 𝑎

0 𝑎 , < 𝑎
 (5-7) 

where 𝑎  is a threshold value that depends on the monitor's required sensitivity to detect the 
PD. 

If a binary vector, 𝒁 = [𝑧 , 𝑧 , … , 𝑧 ] , represents the existence of PD monitors at the 

corresponding towers. The following observability 𝑂  of tower ‘‘n’’ can be calculated as: 

 𝑂 =
1 𝑩 × ∙ 𝒁 > 0

0 𝑩 × ∙ 𝒁 = 0
 (5-8) 

where 𝑩 × = [𝑏 , , 𝑏 , , … , 𝑏 , ] is the nth row vector of 𝑩 × . 𝑂 = 0 denotes that 

tower ‘‘n’’ is “unobservable”, while 𝑂 = 1 denotes that tower ‘‘n’’ is “observable”. 

2）Optimization Model for PD Monitors Deployment 
In the above discussion, the key is to optimally place a given number of TW detectors 

to maximize the network observability. The variable is the vector 𝒁 , while the objective 
function can be defined as: 

 𝑂𝐹 𝑨 × , 𝑨 , × , 𝑎 , , 𝑎 , 𝒁 =
∑ 𝑂

𝑁
∙ 100% (5-9) 

where the output of the OF is equal to the observable ratio of the network, this task is a 
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typical binary optimization problem. 
Binary particle swarm optimization [151] and genetic algorithm [152] are well-known 

heuristic optimization techniques for handling binary problems. Both binary particle swarm 
optimization and genetic algorithm are computational optimization methods that iteratively 
enhance candidate solutions to find the optimal solution. Binary particle swarm optimization 
is particularly effective for complex optimization problems involving high dimensions, 
non-convexity, and non-continuity, as it can identify solutions that are close to optimal. 
Consequently, the proposed optimization problem is solved using the binary particle swarm 
optimization algorithm. More mathematical details of the algorithm can be found in [153]. 

The placement of PD monitors involves a constrained optimization problem where the 
goal is to maximize the observability of towers. However, the solution must also consider the 
constraint of limited observer resources to ensure economic feasibility. There are various 
approaches to address constrained binary particle swarm optimization problems. One 
commonly used technique is the penalty function method, where a penalty term is 
incorporated into the fitness function to penalize constraint violations [16]. The penalty 

function, denoted as 𝑃𝐹(𝒁 ), is defined as follows: 

 𝑃𝐹(𝒁 )

⎩
⎪
⎨

⎪
⎧ 1              𝑧 = 𝑃

𝑧 − 𝑃  𝑧 = 𝑃

 (5-10) 

where 𝑃 is the desired number of PD monitors. Based on the objective and the penalty 
functions, the optimization model for maximizing the observable ratio with a given number 
of available PD monitors is as follows: 

 
min 𝐶𝐹 = 1 − 𝑂𝐹 𝑨 × , 𝑨 , × , 𝑎 , , 𝑎 , 𝒁  

+𝑤 ∙ 𝑃𝐹(𝒁 ) 
(5-11) 

where 𝑤 is the weight of the penalty function. 

3）Simulation Results and Analysis 
To verify the feasibility, effectiveness, and robustness of the proposed method, a feeder 

in a real 10-kV radial distribution network, as shown in Figure 5-8, is employed in this 
analysis. The total number of towers within this network is 101. All overhead line segments 
between any two adjacent towers are considered to have the same length (i.e., 100 m) and 
characteristic impedance. According to the results in Chapter 2, the attenuation coefficient of 
each line segment is set as 0.95; the refraction coefficient of supporting towers is set as 0.9; 
the refraction coefficient of transformer towers is set as 0.25; the refraction coefficient of 

branch towers is set as 0.95 × 2/(𝑁 + 2), where 𝑁  is the number of branches. 
The threshold value is set as 0.1, considering the monitor required sensitivity of the 
developed monitor to detect the PD.  

Figure 5-9 collects the results of the optimum placements of PD monitors with different 
numbers via the binary particle swarm optimization algorithm. It can be observed that: i) 
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when the number of PD monitors is relatively small, PD monitors should be placed close to 
the branch towers with more branches, as shown in Figure 5-9(a)-(c); (ii) the total 
observability ratio increases as the number of PD monitors increases as in Figure 5-9(d)-(h). 
However, the average observability ratio of each PD monitor decreases as the number 
increases, as shown in Figure 5-10. This means that the cost performance of PD monitors 
decreases as the number increases. 

 

Figure 5-8 Schematic diagram of alongside towers of a feeder in a 10-kV overhead distribution network. 

 

(a) P=2                              (b) P=3 

 

(a) P=4                              (b) P=5 

 

(a) P=6                              (b) P=7 
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(a) P=8                              (b) P=9 

Figure 5-9  The optimum placement of PD monitors for 𝑎 =0.1. The red lines are observable. The PD 

monitors placed at the towers are shown in green stars. 

 

Figure 5-10  Total and average observability ratios of PD monitors with different numbers. 

5.1.5 Application Cases 
1）Case I: Leaning Tree 
An on-site validation experiment was conducted on a PD-affected 10-kV overhead CC 

line, as shown in Figure 5-11. A leaning tree caused the PD defect, and the insulation of the 
CC line was visibly damaged, but no relay protection action was recorded. Since simulation 
research and practice experiments in the last works showed that the signal amplitude 
detected on the non-faulty phase is close to half of that in the adjacent faulty phase due to 
their coupling characteristics, a PD detector was mounted on the middle phase of the CC line 
at a distance of 1,095 m from the PD source. The load current on the CC line was 7.4 A, and 
the PD detector was successfully powered. 

Figure 5-12 collects information about the amplitude and the position of the recorded 
PD events, which occur in possibly different locations within the period of the sinusoidal 
power source. Specifically, the solid black signals in the Figure show the wrapped sinusoidal 
power signal as a function of the phase in the x-axis (i.e., from 0 to 360 degrees). The blue 
dots, instead, represent the cloud of points associated with the PD events. Each dot is placed 
in a (x, y) position where x is the phase location and y is the pulse amplitude. The two panels 
in the Figure correspond to the situation occurring during the PD defect (see the left panel) 
and after maintenance and replacement of the PD-affected line (see the right panel). Figure 
5-12(a) reveals significant PD activities, which disappeared in Figure 5-12(b). 
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Figure 5-11  Case I: On-site partial discharge (PD) monitoring of a 10-kV covered conductor (CC) line 

affected by a leaning tree. 

    
(a)                                     (b) 

Figure 5-12  Case I: Partial discharge (PD) events before (a) and after (b) replacement of the PD-affected 
covered conductor line. 

2）Case 2: PD Caused by a CC Line Slipping from an Insulator 
Dozens of developed PD detectors were deployed in a rural 10-kV overhead CC line 

distribution network at intervals of about three kilometers. The intervals depend on the 
high-frequency attenuation characteristics of the CC line and were determined concerning 
the simulation and experiment results provided in the last works, respectively. After a storm, 
one of the detectors started to detect significant PD activities, as shown in Figure 5-13. The 
output of the online PD diagnosis algorithm is a warning. 

This information was fruitfully used by the developed PD location system in Chapter 
5.2 to localize precisely the damaged point, revealing that the PD source was about 675 
meters away from the detector and was caused by a CC line slipping from an insulator, as 
shown in Figure 5-13(c). After the alert, the staff repaired the CC line, and the PD signals 
disappeared, confirming that the CC line slipping from the insulator had caused the PD. 

5.2 Portable Live-line Partial Discharge Detection and Location System 
and Applications 

5.2.1 Overview of the System 
This subsection describes developing an online PD location system based on the 

proposed method. The main components of the system and one of its typical application 
scenarios are illustrated in Figure 5-14.  
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(a) 

     

(b)                          (c) 

Figure 5-13  Case II: Historical partial discharge (PD) data (a), phase-resolved PD spectrum (b), and 
picture (c) of the slipping CC line. 

 

Figure 5-14  Simplified representation of a typical online PD location system application scenario. It 
comprises two testing units (A and B) and a 5G-based cloud server. Each testing unit contains three PD 

detectors, a pulse injector, and an analyzer interconnected via fiber-optic cables. 

The key part of this system is a cloud server that serves as a centralized hub for data 
collection, processing, and analysis. The cloud server is connected to two portable testing 
units mounted on each side of a target line segment or a network. These testing units are 
designed to be non-invasive, allowing for safe and convenient installation. 

Each testing unit comprises three PD detectors, a pulse injector, and an analyzer. The 
PD detectors are crucial in capturing and analyzing PD signals emitted by insulation defects 
or breakdowns in the overhead line. With three detectors in each unit, the system ensures 
comprehensive coverage and accurate detection of PD events. These detectors are 
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synchronized using the pulse injector, facilitating coordinated testing between the 
double-sided units. 

To ensure safe and reliable operation, all components of the PD location system are 
interconnected using fiber-optic cables. These cables facilitate the transmission of PD data 
and provide essential isolation from high voltages.  

5.2.2 Non-invasive Partial Discharge Detector 
A high-frequency current transformer (HFCT) is used as the sensor in the PD detectors 

because of its high sensitivity, wide frequency band, and non-invasive installability. In an 
online testing situation, all measuring instruments must be kept at a sufficient insulation 
distance from the high-voltage CC lines [149]. This means that conventional HFCT that uses 
coaxial cable to transmit PD signals must have a specific minimum inner diameter, which 
hinders their practical installation. To solve this problem, an improved PD detector is 
developed. The detector uses fiber-optic cables to transmit PD signals. This PD detector 
consists of a modified HFCT, an instrumentation amplifier, a battery, and an 
electrical-optical converter, as shown in Figure 5-15. The modified HFCT consists of an 
incomplete circular ferrite core with a 90-degree gap and 15-turn coils. The incomplete 
ferrite core aims to avoid magnetic saturation caused by the power current in CC lines. The 
frequency passband of the instrumentation amplifier is from 0.1 MHz to 82 MHz. The 
electrical-optical converter (HFBR1412, BROADCOM), which has good linearity and a 
wide frequency range from DC to 125MHz, keeps reliable electrical isolation between the 
analyzer and CC lines. The detection sensitivity of the PD detector is approximately 5.6 
mV/mA over a dynamic range of −204 to 206 mA, and its −6 dB frequency bandwidth is 
about 0.2 MHz-50 MHz. 

 

Figure 5-15  Internal structure of a PD detector. 

5.2.3 Non-invasive Pulse Injector 
Figure 5-16 depicts the internal structure of a pulse injector, showing its pulse-injection 

coils, an optical-electrical converter (HFBR2416, BROADCOM), a battery, and a simplified 
high-amplitude pulse generator. Specifically, the mutual inductance between the 
pulse-injection coils and the CC line is used to couple the high-amplitude pulses produced by 
the pulse generator into the CC line. An amorphous magnetic core with a high magnetic 
permittivity of 5000 is used in the pulse-injection coils to increase the mutual inductance. A 
small gap in the core is also needed to avoid magnetic saturation caused by the power current. 
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The DE475-102N21A (IXYS) model of the RF power metal-oxide-semiconductor 
field-effect transistor, G, is selected; it has a fast switching speed of 200V/ns and 
drain-source breakdown voltage of 1000V. The equivalent circuit of a simplified pulse 
generator is depicted in Figure 5-17. Here, we briefly describe how a high-amplitude pulse is 
injected into a CC line. First, G is opened, and the 1,000-V DC supply charges the capacitor 
C in the presence of the current-limiting resistance R. Next, G is closed. As a result, a 
high-amplitude pulse is produced on the coils and partly coupled into the CC line via the 
mutual inductance M0 (formed between the pulse-injection coils and the CC line). Figure 
5-18 depicts the voltage waveform of a pulse injected into a 3-m CC line. It can be seen that 
a high-amplitude pulse, with a voltage peak of 177.3 V, a rising time of 12 ns, and a 
50%-peak pulse width of 402 ns, was successfully injected into the CC line. The fast-rising 
edge of the injected pulse enables an accurate synchronization. The injected pulse’s 
slow-falling edge allows it to travel a long distance while maintaining a high pulse 
amplitude. 

 

Figure 5-16  Internal structure of a pulse injector. 

 

Figure 5-17  Equivalent pulse generator and pulse injection coil circuit. 

 

Figure 5-18  Voltage waveforms of the injected pulses on the pulse-injection coils (blue line) and the CC 
line (red line). This test was conducted on a 3-m CC line, the ends of which were each connected to a 

separate 300-Ω resistor to provide a model bilateral load on the CC line. 
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5.2.4 Analyzer 
The analyzer consists of four parts: a measurement module, a central processing unit 

module, a 5G communication module (5G RG200U-CN, QUECTEL), and a commercial 
GPS module (UM220-III, UNICORECOMM), as shown in Figure 5-19. The measurement 
module has three optical-electrical converters for PD detection, an electrical-optical 
converter for pulse injection, and a three-channel analog-to-digital converter (ADC). This is 
a parallel 12-bit ADC with a sampling rate of 125 MS/s. Time-based errors between the 
ADCs in the double-sided analyzers can deviate their sampling rate slightly from 125MS/s. 
The errors depend on the frequency accuracy of the crystal oscillators and gradually 
accumulate as sampling time increases, which can lead to non-negligible PD location errors. 
Thus, the conventional voltage-controlled crystal oscillator in the commercial ADC is 
replaced by the constant temperature crystal oscillator (AOCJY7TQ, ABRACON) in the 
developed analyzers for PD location application. AOCJY7TQ has less than 0.05 ppm 
frequency error in the temperature range from -40℃ to 70℃. In other words, time base 
errors between the two ADCs can be less than 5ns while the sampling time is up to 120ms. 

 

Figure 5-19  Internal components of the analyzer. 

5.2.5 Application Cases 
1）Case I: PD Caused by a Leaning Tree 
On-site testing was conducted on a 2125-m long and approximately 12-m high 10-kV 

CC line in a town in Jiangsu province, China. The installed test system is shown in Figure 
5-20. The length of the CC line was calculated as the sum of the straight-line distances 
between all towers in the range of the CC line. A PD testing unit was mounted at each end of 
the CC line. The PD detectors and the pulse injectors were safely and conveniently installed 
using long insulating rods. The injected pulses, the acquired original signals, the processed 
signals, and the PD location results are all displayed in Figure 5-21 and are discussed below. 

The injected pulses recorded by the testing units are shown in  Figure 5-21(a) and (b); 
it can be seen that a pulse traveled from Side A to Side B in 7.864 μs, which equates to a 
pulse propagation velocity of 270.2 m/μs. As shown in  Figure 5-21(c)-(h), the original 
signals were acquired by all of the PD detectors on both sides. The original signals contained 
representative CNIs and INIs that obscured sound PD pulses. These original signals were  
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Figure 5-20  Installation of the online PD system on the double sides of a 2125-m CC line. The red, 
green, and yellow PD detectors are mounted on Phase 1, Phase 2, and Phase 3 of the line, respectively, 

and the blue PD injector is mounted on Phase 1. 

 

Figure 5-21  Signal processing and location result of the PD measurement on the 2125-m three-phase 
overhead CC line 

de-noised using the DWT, which gave the de-noised signals shown in Figure 5-21(i)-(n). It 
can be seen that the CNIs were suppressed, such that some pulses with magnitudes less than 
the CNIs were revealed, as in the rear half of the waveform in Figure 5-21(l). Next, the 
pulses’ TOAs, peaks, and polarities were extracted, as shown in Figure 5-21(o) and (p). Then, 
the PTP criterion was applied to all extracted pulses. It can be seen that most of the INIs 
were removed, though their amplitudes were greater than those of the PD pulses (Figure 
5-21 (q) and (r)). The remaining pulses had power-frequency correlation patterns that were 
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typical of PDs. Moreover, as the peaks of the pulses in Phase 1 were higher than those of the 
pulses in the other two phases, and the pulse polarities of Phase 1 were opposite to those of 
the different two phases, the PDs were quickly identified as being in Phase 1. Finally, the 
location map was constructed, as shown in  Figure 5-21(s), which indicates that the PD 
source was located 282.7 m from Side A. To further identify defect types, a commercial 
ultrasonic PD-detection camera (NL100) was used to determine the exact position of the 
defect from the location result. This revealed that the PDs were produced by a tree leaning 
on the CC line 289.6 m from Side A; the ultrasonic imaging result and a picture of part of the 
tree leaning on the line are shown in Figure 5-22. The location error was calculated to be 6.9 
m (0.32% of the length of the CC line). Accordingly, the staff trimmed the tree and 
conducted a second PD test on the CC line. No PD signals were found, thereby confirming 
that the tree had been the cause of the PDs. The entire testing process—including the 
installation of testing units, signal collection, and data analysis—was completed within 15 
min, a significantly shorter period than that required for conventional vision and ultrasonic 
inspections (~60 min), as shown in Table 5-2. Moreover, it is essential to point out that the 
coverage area of the proposed tool is significantly larger than that of the conventional 
ultrasonic device. 

In summary, the experiment validates the proposed double-sided PD location 
technique’s high accuracy and the developed tool’s higher efficiency than the state-of-the-art 
ultrasonic-based solution. 

 

Figure 5-22  Ultrasonic imaging captured using a commercial ultrasonic camera and an inset showing a 
picture of the tree leaning on the CC line. 

Table 5-2  Comparison of coverage area and measurement time between the classical ultrasonic camera 
and the proposed system 

Tools Coverage area Total measurement time 

The proposed system > 2000 m < 15 min 

The state-of-the-art 
ultrasonic camera (NL100) 

< 30 m > 60 min 
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2）Case II: Insulator with Cracks 
An on-site PD measurement experiment was conducted on a 987-m overhead CC line. 

The developed PD location system was mounted on the double sides of the line. The PD 
location result is shown in Figure 5-23. It can be observed that a PD occurred at a distance of 
471 m from the reference location (i.e., where one of the PD measurement units was). 
Meanwhile, the state-of-the-art ultrasonic camera (NL100) was used to assess the overhead 
line. Its measurement result on the tower located at the distance of 471 m and that of the 
proposed tool is collected in Table 5-3. It can be observed that the ultrasonic camera did not 
detect any PD activity in the tower, while the proposed tool detected a PD with a magnitude 
of about 200 pC. Out of caution, the maintenance department disassembled the three 
insulators from the tower, as shown in Figure 5-24. It can be observed that a significant 
crack occurred in one of the insulators. Accordingly, the staff removed the defective insulator 
and conducted a second PD test on the overhead CC line. No PD signals were found, thereby 
confirming that the crack had been the cause of the PDs. Moreover, explaining why the 
ultrasonic tool cannot detect this PD defect is necessary. On the one hand, the PD defect 
located inside the insulator leads to significant attenuation when the ultrasonic signal caused 
by the PD propagates out of the insulator. On the other hand, the ultrasonic signal attenuates 
exponentially as the propagation distance increases, reducing the sensitivity of PD detection 
when the ultrasonic device is held by a technician staying on the ground ten meters from the 
insulator. 

 

Figure 5-23  PD location result of the defective phase B. 

Table 5-3  Comparison of PD measurement results between the classical ultrasonic camera and the 
proposed system 

Tools PD magnitude Diagnosis result 

The proposed system ≈ 200pC A significant PD 

The state-of-the-art ultrasonic 
camera (NL100) (sensitivity 

range: 0-66 dB) 

1dB  
(less than the threshold 8 dB) 

No PD 
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Figure 5-24  Picture of the insulator with a crack. 

3）Case 3: Defective Binding Wire 
An on-site experiment was carried out on a 448-m overhead CC line. One PD 

measurement unit was mounted on the outgoing line of the transformer at the end of the 
overhead line; the other one was directly mounted on the overhead line. The PD location 
result is shown in Figure 5-25. It can be observed that a PD source occurred at a distance of 
0 m from the reference location, i.e., the transformer tower at the end of the overhead line. 
Figure 5-26 collects the picture of the transformer tower. It can be observed that multiple 
apparatuses are mounted on the tower, leading to difficulty in identifying the PD-affected 
apparatus.  

An additional PD measurement experiment was carried out on the tower using the 
developed tool to identify PD-affected apparatus accurately. Two PD detectors connected to 
the same analyzer were mounted on two of these positions, as shown in Figure 5-26. The 
PD-affected apparatus is identified via the pulse polarity analysis of the signals collected by 
the two PD detectors. If the PD source is located between the two PD detectors, the polarities 
of the pulses detected by one PD detector will be opposite. If not, the polarities will be the 
same. Figure 5-27 collects the PD polarity maps of multiple measurements. Each blue circle 
denotes one PD event. These maps display the statistical results of numerous PD events. It 
can be observed that the pulse polarities detected by the PD detector mounted on position 1 
are opposite to that of position 8, as shown in Figure 5-27(a), revealing that the PD source is 
located between the two PD detectors, i.e., in the tower. Then, the two PD detectors were 
mounted on each apparatus on the tower. The results are collected in Figure 5-27(b)-(h). It 
can be observed that the pulse polarities detected by the PD detector mounted on position 1 
are opposite to that of position 2, as shown in Figure 5-27(a) and Figure 5-28, while the 
pulse polarities detected by the PD detector mounted on the other positions are identical, as 
shown in Figure 5-27(c)-(h). It reveals that the PD source originated from the insulator 
between positions 1 and 2. Accordingly, careful visual inception was carried out on the 
insulator. We found that a metal tip occurred on the bonding wire of the insulator. It is 
supposed that the metal tip was caused by substandard construction. A few days later, the 
staff replaced the bonding wire and conducted a second PD test on the insulator. No PD 
signals were found, confirming that the metal tip had been the cause of the PDs. 
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Figure 5-25  PD location result of the defective phase C. 

 

Figure 5-26  Positions of the PD detector. 

   

(a)                                  (b) 
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(c)                                  (d) 

   

(e)                                  (f) 

   

(g)                                  (h) 

Figure 5-27  PD polarity maps obtained by the two PD detectors mounted on: (a) positions 1 and 8; (b) 
positions 1 and 2; (c) positions 2 and 3; (d) positions 3 and 4; (e) positions 4 and 5; (f) positions 5 and 6; 

(g) positions 6 and 7; (h) positions 7 and 8; 

 

Figure 5-28  PD waveforms collected by the two PD detector mounts on positions 1 and 2. 
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5.3 Cost-efficient Partial Discharge Diagnosis Strategy for 
Medium-Voltage Overhead Distribution Networks 

A comprehensive strategy involving three stages has been developed to effectively 
evaluate the presence and characteristics of PD in overhead distribution networks. These 
stages include distributed PD online monitoring, double-end or multi-end PD localization, 
and pulse polarity-based PD positioning, as shown in Figure 5-29. We will discuss the 
benefit of the proposed strategy, and then delve deeper into these stages in this context, 
highlighting their significance, advantages, and applications in evaluating PD activities in 
MV overhead distribution networks. 

 

Figure 5-29  Three stages of PD assessment of an MV overhead distribution network. 

Stage 1: Distributed Partial Discharge Online Monitoring 
Distributed PD online monitoring is a crucial stage in evaluating the PD characteristics 

of overhead distribution networks in real-time. It involves deploying a network of sensors to 
monitor PD activity continuously. This stage offers numerous advantages, including 
real-time performance, low investment costs, and the elimination of human intervention. 
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The real-time performance of distributed PD online monitoring enables immediate 
detection of any fluctuations or anomalies in PD activity. By continuously monitoring PD 
magnitude, frequency, phase-resolved statistics, and fault patterns, this approach provides 
valuable insights into the health and performance of the overhead distribution network. Any 
insulation defects or potential failures can be promptly identified, allowing for timely 
intervention and preventative maintenance actions. 

The low investment costs associated with distributed partial discharge online 
monitoring make it an attractive option for utilities operating within distribution networks. 
Using sensors and monitoring equipment is relatively affordable compared to traditional 
inspection methods. This cost-effectiveness allows utilities to implement widespread 
monitoring across the network, ensuring comprehensive coverage and reducing the risk of 
undetected PD activity. 

Furthermore, eliminating human intervention through automated monitoring systems 
minimizes the potential for human error and subjectivity. The continuous monitoring 
provided by these systems removes the need for manual inspections, reducing maintenance 
costs and improving efficiency. Moreover, automated data collection and analysis ensure 
accuracy and consistency in evaluating PD characteristics, facilitating more informed 
decision-making processes. 

Stage 2: Double-Sided or Multi-Sided Partial Discharge Localization 
The second stage of the evaluation strategy involves accurately localizing PD sources 

within the overhead distribution network. This stage utilizes double-end or multi-end partial 
discharge localization techniques to locate the areas experiencing PD activity precisely. It 
offers high accuracy, sensitivity, and detection efficiency. 

Multiple sensors are strategically placed at different ends of the overhead distribution 
network to achieve accurate localization. These sensors capture PD signals, which are then 
analyzed to determine the phase difference and magnitude of the discharge. By triangulating 
this information, the exact location of the partial discharge source can be identified. 

This information lets utilities pinpoint the specific areas or equipment experiencing PD 
activity, facilitating focused maintenance efforts and minimizing downtime. The ability to 
accurately localize PD sources improves the effectiveness of maintenance actions, leading to 
optimized resource allocation and reduced repair time. Furthermore, it enables utilities to 
prioritize critical areas and proactively address insulation defects before they escalate into 
costly failures. 

The advantages of double-sided or multi-sided PD localization lie in its ability to 
effectively identify and localize PD activity within the overhead distribution network. The 
high accuracy, sensitivity, and detection efficiency of this technique enhance the overall 
reliability of the distribution network. 

Stage 3: Pulse Polarity-Based PD localization 
The evaluation strategy’s third stage involves using a pulse polarity-based partial 

discharge localization technique. This advanced technique confirms the occurrence of PD in 
specific power equipment. It offers high accuracy and reliability in identifying the exact 
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sources of PD. 
Pulse polarity-based localization relies on analyzing the polarity changes in the PD 

signals captured from double sides of the apparatus in a tower. Examining the characteristics 
and patterns of these polarity changes makes it easy to pinpoint the power apparatus 
associated with the PD activity. This information assists in precise fault diagnosis and 
targeted maintenance actions. 

The advantages of pulse polarity-based partial discharge localization lie in its ability to 
provide detailed information about the specific power equipment displaying PD activities. 
This allows maintenance teams to focus on the identified equipment, leading to efficient 
troubleshooting, faster repairs, and increased overall system performance. By targeting the 
root causes of PD, utilities can mitigate the risks of insulation degradation and failures, 
ensuring the longevity and reliability of the overhead distribution network. 

Figure 5-30 compares the conventional and the proposed strategies for PD detection of 
MV overhead distribution network. It can be observed that: the cost of hardware resources 
for the IoT-based distributed PD monitoring (i.e., Strategy 1) is very small, but the strategy 
requires plenty of time for PD searching since it cannot provide the information of precise 
PD locations; the time of PD identification via the online multi-sided PD localization (i.e., 
Strategy 2) is minimal, but the cost of this strategy is highest since the expensive high-speed 
analog-to-digital converters and processors are required in each location devices; the cost of 
hardware resources for the live-line PD localization (i.e., Strategy 3) is minimal, but the 
strategy requires plenty of time for PD searching since the technician have to move the PD 
location system to assess the network part by part; in contrast, the proposed strategy (i.e., 
Strategy 4) combines the advantages of the low cost of IoT-based PD monitors for PD 
monitoring and the high efficiency of the PD location system for PD localization, yielding a 
better cost performance than the other strategies. 

 

Figure 5-30  Comparison of the conventional and proposed strategies for PD detection of MV overhead 
distribution network 

In summary, evaluating PD in overhead distribution networks within distribution 
networks involves three essential stages: distributed PD online monitoring, double-sided or 
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multi-sided PD localization, and pulse polarity-based PD positioning. The strengths of the 
three stages are listed in Table 5-4. These stages collectively form a comprehensive strategy 
for assessing and managing the occurrence of PD, ultimately contributing to the reliability, 
safety, and performance of the overhead distribution networks. By implementing these 
evaluation techniques, utilities can detect insulation defects, accurately locate partial 
discharge sources, and perform targeted maintenance actions. This proactive approach 
reduces the risk of failures, optimizes resource allocation, and enhances the overall 
efficiency of distribution networks. Ultimately, this results in improved service quality, 
increased customer satisfaction, and the uninterrupted delivery of electricity to end-users. 

Table 5-4  Comparison of the strengths of the proposed techniques used in the three stages 

Stages Techniques Functions Strengths 

1 
IoT-based 

distributed PD 
monitoring 

Identifying whether a PD 
occurs, its danger level, and 

its approximate area. 

Real-time monitoring, 
Low investment, and 

unsupervised 

2 
Double-sided or 

multiple-sided PD 
localization 

Determining the exact 
location of the PD source. 

High sensitivity, 
accuracy, and efficiency 

3 
Pulse polarity-based 

PD localization 
Determining the exact 
PD-affected apparatus 

High accuracy and 
precise information for 

maintenance 

 

5.4 Conclusion 

This chapter develops two systems with different functions for PD diagnosis of MV 
overhead distribution networks. One is for low-cost online PD monitoring; the other is for 
advanced PD detection and localization.  

The monitoring system addresses the designs of flexible and compact PD monitors and 
their networking. The three main benefits of using the proposed PD monitor are: i) 
Frequency down-conversion of the high-frequency PD signal is achieved via a peak-holding 
circuit, thus eliminating the need for expensive and power-consuming high-speed acquisition 
and processing chips; ii) An inductive energy harvesting circuit is developed to obtain power 
on-site from overhead lines to supply the PD monitor, thus increasing the number of sites 
that can be monitored; iii) The monitor’s low-power components and working procedures 
are developed to be reliably activated by a current value as low as 4 amps in the CC line. In 
addition, a method based on PD observability analysis and the binary particle swarm 
optimization algorithm is developed to optimally place a given number of IoT-based 
monitors. 

The portable PD detection and location system addresses the designs of non-invasive 
PD sensing, non-invasive pulse injections, safe signal transmission, and clock precise 
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improvement. The benefits of the system are listed as follows: i) A non-invasive pulse 
injector is designed to synchronize the PD testing units. Beyond that, it can also be used to 
identify the propagation characteristics of the MV overhead networks online. ii) All parts are 
connected via fiber-optic cables, ensuring a user is adequately isolated from high voltages. iii) 
The system can locate PDs from a several-kilometers, such as the on-site experiment shows 
that the location error of the developed location method and system was less than 10-m when 
used on a 2125-m long 10-kV overhead line. iii) The system can identify the PD-affected 
apparatuses from a single tower via the pulse polarity-based PD localization. 

Furthermore, a cost-efficient PD detection strategy for MV overhead distribution 
networks is proposed via the joint application of the two developed systems. The process 
consists of three comprehensive stages for assessing and managing the occurrence of PD, 
ultimately contributing to the reliability, safety, and performance of the whole MV overhead 
distribution networks. 
 

Equation Chapter (Next) Section 1
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6   Conclusions and Future Work 

6.1 Conclusions  

Insulation failures in MV overhead distribution networks can cause power outages, 
disrupting customers’ daily activities and harming the economy. The solution to this problem 
is to conduct online PD diagnosis of the network apparatuses to predict the upcoming 
insulation failures, enabling electric utilities to repair or remove the defective apparatus 
promptly. However, a huge amount of apparatuses, complex network structures, and a severe 
noise environment make it challenging to detect PD in MV overhead distribution networks, 
causing no quantified solution yet available for accurate, robust, and efficient PD diagnosis. 
Therefore, improvements in existing techniques are required. 

This dissertation focuses on studying PD propagation characteristics, noise reduction, 
improvement of online PD detection and location methods, and system design, addressing 
the problems that impede the further application of the traveling wave-based PD detection 
and location technique in MV overhead distribution networks. The improvements and 
contributions of this dissertation are summarized as follows. 

(1) PD propagation characteristics in MV overhead distribution networks are modeled 
and thoroughly discussed. The multiple-conductor models of MV overhead 
distribution networks are developed, considering the effect of alongside towers. 
Approximation formulas for calculating the frequency-dependent transmission line 
parameters are derived. The models and formulas allow us to simulate PD signals at 
any MV overhead distribution network location. Simulations and measurements 
validate the developed models and formulas. Furthermore, the PD propagation 
simulations are conducted to analyze the effects of line parameters and network 
structures. The results reveal several crucial PD propagation characteristics of the MV 
overhead distribution network: i) PD propagation characteristics in PG and PP 
channels of MV overhead lines are significantly different, and the sensitivity and 
accuracy of PD detection and localization based on the signal in the PP channel could 
be much higher than that in the PG channel. For example, the attenuation coefficient 
of the PP channel is about 2×10-5 at the frequency of 1 MHz for a typical 10-kV 
overhead CC line, while that of the PG channel is about 3×10-4, resulting in the PD 
signal in the PP channel can propagate a significantly longer distance than that in PG 
channel.; ii) The influence of the alongside towers on PD propagation is proven to be 
non-negligible since they could lead to significant signal attenuation and time delays, 
such as the time delay caused by the supporting tower can be tens of ns; iii) The 
apparent discharge quantity of a PD signal is almost immune to the increased 
propagation distance, but the PD sensor’s location significantly influences it. These 
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crucial conclusions can help develop PD detection and location methods and sensor 
deployment strategies. 

(2) An adaptive and efficient PD de-noising algorithm is proposed. It is based on a 
well-defined automatic procedure that involves the joint application of the STFT and 
the SVD tools. The former time-frequency transform enables the separation of the PD 
signal’s functional behavior and the possibly superimposed discrete spectrum noise 
and the white noise background disturbance. The latter matrix decomposition allows 
separating all the signal contributions in terms of the dominant terms (or modes) and 
filtering out all the noisy terms. The algorithm also embeds some additional features, 
including a soft-masking mechanism and the optimal selection of the terms leading to 
the accurate estimation of the noiseless PD signal. The SNR of the processed signal 
was significantly improved, such as from -11.10 dB to 12.97dB in a real measured PD 
signal. Moreover, the algorithm is further improved to heavily reduce the 
computational complexity of the proposed algorithm more than 10 times, including 
PD identification criteria to avoid unnecessary computation, decomposing the 
spectrogram using a more efficient randomized SVD algorithm, and selecting 
dominant components via a more straightforward approach. The synthetic test case 
and the simulation results prove that the proposed de-noising scheme can adaptively 
reduce, selectively, both the white noise and the discrete spectrum noise in various PD 
pulses. The proposed algorithm is successfully implemented in three typical 
embedded systems with various hardware resources, demonstrating the feasibility of 
applying the proposed algorithm to most PD monitoring devices. A comprehensive 
comparison of the proposed algorithm and other state-of-the-art alternatives proves its 
superior de-noising performance and computational efficiency. 

(3) Improved PD detection and location methods are developed. A notched 
high-frequency current transformer is developed, effectively addressing the sensitivity 
and bandwidth problem. A digital compensation algorithm has been proposed to 
simplify the design and parameter-tuning process of this high-frequency transformer. 
This algorithm has significantly improved the transfer characteristics of the 
transformer, thereby enabling more accurate PD evaluation, such as estimating the 
magnitude of PD discharges. An improved double-sided PD location method is 
developed. The technique has three benefits: i) A hybrid synchronization approach has 
been developed, which combines GPS and pulse-based interaction. This approach 
eliminates the inherent random errors of GPS and estimates the propagation velocity 
of pulses, thereby improving location precise, such as location error is significantly 
reduced from 5.82 m to 0.79 m in the experiment case of a 50-m overhead line; ii) A 
windowed phase difference method has been developed to accurately estimate the 
time-of-arrival difference between noisy PD pulses collected by detectors in 
environments with low signal-to-noise ratio; iii) The PD location map can 
automatically separate PD pulses from impulse noise interferences. This feature 
allows for easy elimination of interference’s influence. Simulation and laboratory 
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experiments show that the accuracy and robustness of the proposed location method 
are significantly higher than the classical GPS-based location method. Furthermore, a 
multiple-sided PD location algorithm is proposed based on the developed PD 
detection and location methods. The PD location problem is transformed into an 
optimization problem, which can be easily solved from the TOAs of the 
synchronization and PD pulses. Monte Carlo simulations validate the accuracy and 
robustness of the algorithm. The algorithm can be used to robustly locate the PDs in 
radial feeders, which is common in MV overhead distribution networks. 

(4) Two system prototypes for PD detection and localization for MV overhead 
distribution networks are developed. Detailed hardware and software designs of the 
two systems are thoroughly discussed. The first system, i.e., a low-cost online PD 
monitoring system, addresses the issues of non-invasive and low-cost sensing, a field 
energy harvesting function, a low-power working operation, reliable networking, and 
a PD identification algorithm. The system achieves low-cost, flexible online PD 
monitoring of MV overhead distribution networks, thereby avoiding laborious manual 
inspections. The second system, i.e., the portable PD detection and location system, 
addresses the issues of non-invasive PD detection, non-invasive pules injection, safe 
signal transmission, and clock precise improvement of the analyzer. The on-site 
experiment shows that the location error of the developed location method and system 
was less than 10-m when used on a 2125-m long 10-kV overhead line. The system 
outputs more detailed information on PDs, i.e., the PD apparent quantity, the PD 
source location, and even the PD-affected apparatuses, thereby enabling more 
accurate insulation assessment and more efficient condition-based maintenance. 
Finally, a PD diagnosis strategy is proposed via the joint application of the two 
developed systems, resulting in a cost-efficient solution for PD-based insulation 
assessment of MV overhead distribution networks. 

6.2 Future Work 

To further improve the PD diagnosis of MV overhead distribution networks, follow-up 
research work can be carried out from the following aspects: 

(1) The propagation characteristics research conclusions of this work are only applicable 
to three-phase (approximately) symmetrical overhead lines and equipment along the 
lines. However, in real medium-voltage overhead lines, the equipment along the line 
may not be three-phase symmetrical. For example, for economic reasons, voltage and 
current transformers are often installed on only two phases. In addition, situations 
such as multiple lines on the same tower, crossing of lines with different voltage 
levels, and mixed lines with overhead lines and underground cables are not 
considered. 

(2) Considering the increasingly severe and complex noise issues that may arise with 
integrating distributed renewable energy sources and intelligent charging stations in 
MV overhead distribution networks is essential. As more distributed energy sources, 
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such as solar and wind power, are connected to the grid, their intermittent nature and 
variable output can introduce fluctuating electrical noise. Similarly, installing 
intelligent charging stations for electric vehicles can contribute to additional noise 
sources. To address these future challenges, novel methods should be developed to 
tackle the more intricate noise problems. 

(3) Multi-source partial discharge localization in complex pulse noise environment is still 
a challenge. In double-sided or multi-sided location method, the pairing of 
homologous pulse signals by each distributed sensing unit is essential. However, 
when there are multi-source discharge signals or interference pulses or the sensing 
unit is far away and the propagation time is long, accurately pairing the pulse sources 
is difficult. The proposed double-sided or multiple sided location algorithm should be 
further improved, e.g., via statistical signal processing techniques. 

(4) PD pattern recognition and classification are crucial for guiding maintenance. This 
dissertation mainly focuses on detecting and localizing PDs in MV overhead 
distribution networks. Interpretation of the results is out of the scope of this study, but 
it is also crucial for the maintenance departments in the decision-making process. 
However, this task presents technical challenges. Firstly, various factors influence PD 
patterns, including equipment types, insulation materials, and environmental 
conditions, making establishing a universal recognition approach difficult. Secondly, 
noise often contaminates PD signals, impacting accurate pattern identification. To 
address these challenges, a possible solution involves using advanced machine 
learning algorithms.  
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