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ABSTRACT
As the complexity of video games continues to evolve, so does the
importance of effective game testing methodologies. To this end,
automated game testing has emerged as a pivotal approach to en-
sure the quality and functionality of modern games. This paper
presents a comprehensive survey of metrics utilized in automated
game testing, aiming to provide a deeper understanding of the pa-
rameters used to evaluate the robustness and performance of video
game testing activities. Through the conduction of a Systematic
Literature Review and the Open and Axial coding approaches, the
results of the study provide a taxonomy of 26 different metrics for
video game testing assessment, grouped in six higher-level cate-
gories. The elicited set of metrics can serve as a tool for game testers,
researchers and tool developers to evaluate testing approaches and
techniques and enable comparability of research results.
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1 INTRODUCTION
During the last decades, the game industry has become one of
the most profitable of the entire software environment, reaching –
according to recent statistics – a revenue of US $249.60bn in 2023
1. Modern games have reached enormous budgets and team sizes
and may require several years to be eventually released. At the
same time, games are well-known for being frequently plagued by
day-one bugs, in some cases in a quantity sufficient to completely
hinder the economic success of the release and seriously impact
the credibility of renowned software houses [30].
1https://bit.ly/472DrQZ
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Software testing is a vast collection of disciplines finalized at
the verification and validation of software artefacts of varying
nature and to be deployed on different platforms. A plethora of
methodologies to design, execute andmeasure software testing have
been defined by Software Engineering literature, and efforts have
been performed in several domains to systematize the measures
that can be leveraged to evaluate the quality of a testing process
[10]. The automation of these processes is considered a fundamental
practice to ensure software quality in any domain.

As highlighted by many secondary studies in the literature, there
is still little evidence about the application of automated testing
techniques to video games, and no tentative systematization has
been provided for coverage metrics used to assess testing activities
quantitatively. The definition of coverage models is of fundamental
importance in research to enable evaluation of existing techniques
and tools and to provide comparable results between studies in the
sector.

The present paper aims to categorize, in the form of a taxonomy,
the coverage metrics proposed or used in game testing literature.
The results of the present study are the preliminary outcomes of a
larger-scale Systematic Literature Review covering various facets
of the software testing process when applied to games.

The remainder of the manuscript is organized as follows: Section
2 reports a background about the techniques and tools described
in current game testing literature; Section 3 briefly describes the
literature review process employed for the collection of primary
sources and the definition of the taxonomy; Section 4 reports the
taxonomy and provides pointers to existing literature for each of
the coverage metric defined; Section 5 concludes the paper and
provides future research directions.

2 BACKGROUND AND RELATEDWORK
Due to the relative novelty of the field of automated and systematic
game testing, few studies are available in the literature to system-
atize the methodologies, tools and means of evaluations of the test
activities. In the present section, we report and discuss the main
secondary studies that are available in the literature.

Albaghajati and Ahmed have provided an assessment framework
for the available approaches, objectives, and means of validation of
the testing activities [2]. The authors identify several techniques to
perform testing automation for games: (i) search-based approaches,
focusing on exploring and analyzing the state space of a game;
(ii) goal-directed approaches, utilizing automated agents exploring
the games with defined policies, rewards and policies, to explore
potential paths through the games; (iii) human-like approaches,
focused on imitating the human behaviour, where the agents are
optimized to produce results similar to those of schematized human
players (i.e., personas); (iv) scenario-based approaches, running test
sequences based on predefined human-made sequences of actions
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or human-requested actions; (v) model-based approaches, which
abstract the game’s workflow into formal representation and mod-
els allowing verification of flow of events or control. Regarding the
main objectives of game testing, the authors identify functional
correctness (i.e., that the game is behaving as expected accord-
ing to its requirements), multiplayer stability, performance, visual
correctness, game design correctness, game balance and fairness,
progression and learnability, and physical correctness. The authors
finally discuss the lack of generally applicable validation procedures
available in the literature, highlighting the limited applicability of
many of the testing approaches to individual domains or game gen-
res and thus encouraging research efforts geared towards higher
generalizability of testing activities.

Politowski et al. analyzed the tools for game test automation
available in the literature, comparing the evidence from the liter-
ature with those collected through a survey with 12 respondents
among developers, all having experiences in developing and testing
traditional software, and 58% of which with more than four years
experience in game development and working full-time in a game
company [24]. Their results from the literature survey highlight
that most of the testing tools and frameworks available provide
and discuss results that are not related to the advancement in func-
tional and user-oriented testing of video games, but are instead
more concerned with evaluating the applicability of AI-based ap-
proaches to game modelling and exploration. They also underline
a general scepticism of the interviewed game developers about
using automated agents to test games. They conclude that there is
still the need for significant academic and industrial efforts to ex-
pand the adoption of testing in video game development processes.
In a less recent survey from 2021 [25], Politowski et al. gathered
insights from white and grey literature about game testing, conclud-
ing that game developers relied almost exclusively upon manual
play-testing and the testers’ intrinsic knowledge, leading to a wide-
spread lack of automation. Among the main motivations for such
scarce evidence of the application of automated testing, the authors
identified the low generalizability of available techniques and the
need for testing strategies that take into account the particularities
of game projects, more than it happens for traditional software in
other domains.

Our analysis of existing literature, therefore, encourages the re-
search in methods to evaluate and assess game-testing approaches,
justifying a systematic study that can help find common strategies
that can be generalized to multiple testing tools or methodologies.

3 METHODOLOGY
The objective of the work is to identify, through a literature review,
the most commonly used coverage metrics adopted in game testing
and to define a taxonomy for the game testing community.

The taxonomy shall guide testers to identify which metrics are
used in research and practice and provide researchers with an
instrument to compare different game-testing approaches.

The methodology used in this work can be separated into two
steps: (i) literature review, and (ii) formulation of the taxonomy
through Open Coding.

3.1 Literature Review
We performed a targeted literature review by applying a search
string on a set of scientific literature repositories. To that extent, we

applied a subset of Kitchenham’s guidelines to conduct Systematic
Literature Reviews [15]. As in the guidelines by Garousi et al. [14],
we also included relevant grey literature in our search results. The
results presented in this manuscript do not include the results of
quality assessment, or forward or backward snowballing after the
first collection of papers.

Selected Digital Libraries As digital libraries for our search,
we selected IEEEXplore, ACMDigital Library, Science Direct,
Springer Link, Google Scholar, and Google Search.

Search String We formulated our search string to include the
terms Game* (or gaming), test*, coverage (or metric*). The
search string was adapted to fit the syntaxes of the five
selected digital libraries.

Inclusion Criteria To gather only sources relevant to our re-
search goals, we defined the following criteria: (i) the source
is directly related to the topic of game testing; (ii) the source
defines or adopts explicitly metrics or measures for the test
execution; (iii) the source is an item of white literature with
available full text, or a publicly available Grey Literature item,
with publication date between 2012 and 2023; (iv) the source
is written in a language that is directly comprehensible by
the authors (English or Italian).

3.2 Coding
To define a taxonomy of coverage metrics for game testing, we
applied Ralph’s guidelines for the construction of taxonomies by
following the Grounded Theory approach [26]. We adopted the
Straussian definition of the Grounded Theory approach, by utilizing
an up-front definition of our research question [32].

The codes for the taxonomy were defined by applying the Open
Coding technique, i.e., analyzing text data to capture the informa-
tion of the theory under construction. Open Coding allowed to
define the lower-level categories, or codes, of the taxonomy. We
therefore formulated a set of common definitions to which we
assigned the individual metrics defined or used in the literature
sources. The categories are considered mutually exclusive (i.e., one
metric in the literature sources can be assigned to only one code).

The taxonomy is built incrementally, adding new codes every
time a new metric definition or usage in the reviewed literature did
not fit the available pool of codes.

After applying the Open Coding procedure, Axial Coding was
applied to build categories of codes. As defined in the Straussian
Grounded Theory, Axial Coding is the process of understanding
how codes and related concepts are linked to one another, to identify
a structure in the taxonomy and define levels in it. Axial Coding
was applied by performing two passes (by all the authors) over all
the codes of the taxonomy and defining themes (i.e., higher-level
categories) of metrics.

4 RESULTS
The application of the search string led to the collection of 65
sources; the number was reduced to 25 (22 white and 3 grey litera-
ture sources) after duplicate removal and application of the inclu-
sion criteria. For the formulation of metrics and measures for game
testing, we did not include coverage definitions that are typical of
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unit testing (e.g., line, branch, path coverage). The rationale behind
the exclusion is that these metrics are horizontally applicable to
any software domain and therefore can be implicitly computed for
every testing procedure applied to the source code of games.

By analyzing the manuscripts, and the application of the coding
procedure, 26 codes (i.e., metric definitions) were defined. All the
metrics definitions are reported in Table 1.

The application of axial coding led to the identification of 6
categories of metrics. We describe below the categories of metrics
found:

UI : metrics related to the capability of the test cases to effi-
ciently cover the user interface of game applications. The
application of such metrics is limited to the games providing
an actual Graphical User Interface to the users that can be de-
composed into atomic elements (widgets, screens or pages).
The UI category is not specific to videogame testing but can
be applied to any software provided with a Graphical User
Interface.

Gameplay : metrics related to the coverage of the core func-
tionality of the game applications and the verification of its
gameplay characteristics. These metrics are tightly related to
the structure of the gameplay (e.g., its subdivision in levels,
or the possible gameplay paths that can be performed by the
agents), and the genre of the gameplay (e.g., the presence
of possible hazardous elements or challenges faced by the
players).

Multimedia : metrics related to the coverage of different mul-
timedia elements of the game applications, regarding the
rendering of sound, video, and application of physics. Be-
cause of their nature, these metrics constitute a set of verifi-
cation measures that can be applied to any category of game
applications.

Operability and UX : metrics related to the evaluation of the
experience perceived by the users when playing the games.
When the game testing activities are automated, these met-
rics are typically evaluated as the result of the utilization of
automated agents performing gameplay sessions by mimick-
ing different types of playstyles (i.e., user personas).

Performance : metrics related to the quantitative assessment
of performance measures while the test sequences are exe-
cuted against the game application. Performance measures
are declined in literature into several different performance
aspects. The performance category is not specific to videogame
testing but can be applied to any kind of resource-intensive
or multimedia software.

Reliability : metrics related to the measurement of the pres-
ence of issues during the execution of the game. Issue track-
ing is a widespread activity in the test of applications in any
domain, and is typically decomposed into several separate
metrics according to the level of severity of the encountered
issues during the test sequences. The reliability category is
not specific to videogame testing but can be applied to any
software domain.

5 DISCUSSION
In this preliminary analysis of metrics used to assess game testing,
we identified six main categories of measurements common to
several studies in the literature of the field.

Albeit the study is preliminary in nature and we foresee the
extension of the current set of metrics (and categories) through
the inclusion of additional white and grey literature items through
backward and forward snowballing, the coded taxonomy can al-
ready be helpful in the identification of existing trends in automated
game testing.

Firstly, as opposed to traditional application testing, automated
test activities for games are hardly based on oracles and on pre-
determined outputs to be verified. Our literature led us to conclude
that most of the conducted testing is based on the utilization of
implicit oracles, i.e., there is no explicit pass or fail condition for
test cases except for the possible verification of bugs or crashes at
run time.

A second important emerging aspect, also highlighted by the
existing secondary study, is that the state of the art of game test-
ing is exploratory in nature. Automated game testing activities
largely privilege the utilization of autonomous agents performing
explorations according to heuristics (e.g., random exploration, or
persona-based exploration) rather than following pre-defined test
scripts and sequences. This inherently exploratory nature of game
testing is reflected by many of the metrics that were found in the lit-
erature, especially the gameplay and operability metrics related to
the provided coverage for available in-game choices and playstyles.

Finally, a crucial aspect of game testing activities is the strong
dependency of the used methodologies – and, by consequence, of
the used measurements – on the platform and genre of the tested
game. It is therefore unlikely to devise a fully generalizable taxon-
omy of metrics that are applicable to any type of game available in
the literature. Of the three taxonomy categories that we derived,
only Performance, Reliability and Multimedia metrics have no gen-
eralizability limitations.

6 CONCLUSION AND FUTUREWORK
In this paper, a taxonomy of 26 metrics for the assessment of game
testing activities has been defined. The definition of the taxonomy
entailed the utilization of formal Software Engineering methodolo-
gies, i.e. Systematic Literature Reviews and Straussian Grounded
Theory.

We deem the definition of a comprehensive taxonomy of research
metrics a relevant contribution to literature in the field. The avail-
ability of taxonomies for the evaluation of software engineering
activities can help increase the comparability of research efforts,
and reduce the inconsistencies between studies tackling similar
aspects using different vocabularies. Our results can therefore serve
as aid for researchers, practitioners and testing tool developers
to adopt a common language for the evaluation of testing efforts
performed with different approaches.

As our future work, we foresee the completion of the Systematic
Literature Review by exploring other dimensions of game testing
(e.g., the type of oracles and datasets for testing if any, the types of
personas covered by test agents). We also plan to provide a mapping
study to identify which metrics are covered by existing tools (either
provided by academic literature or by the industry). Finally, we
envision the execution of empirical comparative studies to evaluate

17



GAS ’24 , April 14, 2024, Lisbon, Portugal Trovato and Tobin, et al.

Table 1: Definitions of the collected metrics

Category Metric Definition Refs

Functionality - UI Screen Coverage Number of covered screens of the game over total number of
screens

[22] [16]

Widget Coverage Number of covered widgets in the game over total number of
widgets

[22] [16]

Gameplay Interactable objects coverage Interactable objects triggered by test cases over the total number [29] [35] [6] [31]
Interactable NPC coverage Interactable NPC (Non-Playing Characters) triggered by test

cases over the total number
[31]

Player statistics coverage Player statistics exercised or modified by the test cases over the
total number of player statistics available

[8] [20]

Level Exploration Explored percentage of levels in terms of a specified in-game
measure (e.g., meters or square meters)

[29] [19]

Level Coverage Number of levels completed over the total number of available
levels in the game

[5]

Path coverage Number of paths covered in a single level over the total number
of possible paths in the level

[5]

Plots coverage Number of tested dynamic plots (depending on the players’
choices) over the total number of available plots

[34]

Enemies coverage Number of interacted enemies over the total number of enemies
present in a level

[31]

Environment hazard coverage Number of the triggered environment hazards over the total
number of hazards present in a level

[31]

Multimedia Animation coverage Number of tested animations over the total number of anima-
tions present in a level/scene

[22]

Sound effects coverage Number of played sounds over the total number of sounds
present in a level/scene

[22]

Speech/dialogues coverage Number of played speeches or dialogues over the total number
of speeches and dialogues present in a level/scene

[22]

Operability and UX Difficulty Evaluation of the difficulty of a level or scene, in terms of time
to complete the level, number of failed attempts, size of the
level, etc.

[17], [3]

Number of attempts Minimum, maximum, average number of attempts required by
test agents to complete a level

[29]

Time to complete a level Minimum, maximum, average amount of time necessary to
complete a level

[29]

Playstyle coverage Number of different playstyles (or ”personas”) applied by auto-
mated agents over the total number of playstyles available

[6][31][12]

Fun factor value Measurement of the player’s enjoyment of the tested levels or
scenes (in terms of arousal, stress, boredom, etc)

[4][13]

Performance Memory Usage Usage of memory during the execution of the test cases [23]
FPS value Maximum, minimum or average FPS (frames per second) rate

during the execution of the test cases
[18] [9] [36]

CPU usage CPU usage, measured in time needed to render a frame or in
power consumption per frame

[11] [21] [1]

GPU usage GPU usage measured in time needed to render a frame or in
power consumption per frame

[11] [21] [1]

Battery usage Consumption of battery during the execution of the test cases [1]

Reliability Number of bugs Number of bugs discovered during the execution of test cases. A
bug is a minor functional, behavioural or graphical issue in the
execution of the game, not resulting to an unexpected closure
of the software.

[23] [7] [33] [27]

Number of crashes Number of crashes triggered during the execution of the test
cases. A crash is a critical issue in the execution of the game,
resulting to an unexpected closure of the software.

[23]

different game testing methodologies and approaches based on a
selection of metrics of our taxonomy.

The conducted analysis of the primary studies also allowed to
identify several current research gaps in the game testing research
field. Themain gaps that we identify are the following: (i) the papers
have a focus in bug finding but are less centered around UX; (ii)
most of the testing activities are conducted at system level with
little to no application of unit and integration testing techniques;
(iii) some multimedial aspects, e.g. audio testing, are less object of
verification than others. Researchers in the field may find these
gaps as starting points for future research.
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