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Summary

From smartphones to televisions and cars, deep learning (DL) has become pervasive in our
daily lives. Many modern DL models, especially large language models (LLMs), recommender
systems, and vision transformers (ViTs) require huge amounts of power and energy for both
training and inference. For instance, ViT-G/14, a top performing transformer model in object
recognition, requires 2.86GFLOP for a single inference on ImageNet, and around 159MWh of
energy to train on specialized tensor processing units (TPUs) running on 220W.

The human brain, instead, has been trained during the evolution of humankind. Since the
brain power budget is around 20W, one could say that using only this power it is able to perform
multiple actions at once and model fine-tuning (i.e., learn new things).

Beyond training, DL models inference costs prove to be a serious problem: for instance,
processing an user prompt using OpenAI LLM ChatGPT costs 0.04 $ in terms of energy and
hardware (i.e., graphic processing units (GPUs) used for the inference.). Hence, efficient hard-
ware implementations and neural network models should be considered also for when DLs
models are deployed.

Given the extraordinary efficiency of the brain in cognitive tasks, researchers are trying to
take inspiration from biology when designing new artificial intelligence (AI) models and hard-
ware; in this context, spiking neural networks (SNNs) are arising as a possible alternative to
reach energy efficient AI. In this thesis, the inference of artificial neural networks (ANNs) and
SNNmodels on digital hardware is investigated, analyzing state-of-the-art (SOTA) digital hard-
ware accelerators targeting deep neural networks (DNNs) from both the spiking and artificial
domains, on vision and audio workloads.

A C++ library for the deployment of spiking convolutional neural networks (CNNs) to field-
programmable gate arrays (FPGAs) using high level synthesis (HLS) tools, is presented. The
hardware architecture proposed is a dataflow one, and SOTA techniques for activations buffer-
ing are exploited to minimize the memory footprint of the neural network model, in order to
target edge-class FPGAs with limited computational resources.

The library targets event-based vision tasks, in which new vision sensors inspired by the
human retina are exploited to retrieve visual information from a scene. These sensors provide
luminance variation events in output instead of full-frame images, contrarily to conventional
RGB sensors. This data format naturally fits the spike-based processing of SNNs. The choice
of this application is justified in the analysis of DL models digital hardware acceleration, in
which it is shown that SNNs are not competitive with conventional DL accelerators on static
frame-based vision tasks, such as object recognition, when it comes to energy consumption per
inference and accuracy reached on the selected task. Using CNNs implemented in hardware by
the library, one can target multiple event-based vision tasks, such as object recognition, object
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detection, optical flow estimation etc.
An FPGA accelerator produced using the proposed HLS library is used as controller for

autonomous small drones equipped with event cameras, in collaboration with Delft University
of Technology. In the application considered, a CNN is interfaced with an event-based camera
to compute optical flow from raw events, and its output used by the motor controller to drive
the drone in some actions autonomously. The hardware accelerator shows a 10 × reduction
in the power consumption when compared to a neuromorphic processor baseline on the same
task, with no performance loss in terms of accuracy using the same spiking neural network
model.

4



Acknowledgements

I think that the best word I can use to describe my doctorate is resilience, even though I am
not a fan of it. It all started in 2020: I graduated during a pandemic, defending my master
thesis during the lockdown, without having the occasion to be with my friends to celebrate
my achievement. Later that year, I started my Ph.D., after having failed two times in a row the
admission process. Then, many personal, work and health obstacles came along the way, but I
can safely say that, thanks to my best friend and the amazing people I was lucky to meet in my
last year of doctorate, those problems are a thing of the past. Now, here I am at the end of this
beautiful journey.

I want to sincerely thank Professor Luciano Lavagno and Professor Mario Roberto Casu for
accepting me as Ph.D. student in an “unconventional” situation, and teaching me how mean-
ingful and serious research should be conducted.

I would like to thank Dr. Chiara Bartolozzi and Dr. Alexandre Levisse for agreeing to review
my thesis: thanks to their insights and comments, I have been able to greatly improve the initial
manuscript and provide a proper scientific perspective around it.

I would like to thank Mario Cignoni, my best friend. He has always been there, during the
(many) lows and highs. We have started this journey together on completely unrelated topics,
but we have always encouraged each other and provided technical feedback, somehow. In the
end, we were also able to bootstrap ourselves, encouraging each other, and now we are both
happy and love what we do.

I would like to thank Teodoro Urso, Filippo Minnella, Usman Jamal and Giovanni Brignone
for welcoming me in the group during a very difficult period of my life and doctorate. They
have supported me and taught me a lot, together with Roberto Bosio and Lorenzo Lagostina
who have joined later. Thanks to all of them, I have been able to feel the joy of being part
of a team. A special mention goes to Filippo for teaching me a lot on deep learning hardware
acceleration, digital hardware design and piedmontese red wine and food. I want to thank
Usman and Weixi for teaching me a lot about eastern food and drinking, and for always being
there when I wanted to go to Vinarium. I want to thank also Giovanni in particular, for his TeX,
siunitx, acro, tikzwisdom, for reviewing this manuscript, and helping me in figuring out the
black magic of high level synthesis on FPGAs.

I want to thank Gregor Lenz for bringing me in the event-based vision world, and providing
me an exciting research topic to investigate, helping me at each step. He has been my open-
source mentor, teaching me how to collaborate with a large pool of people, and setting up
projects that are actually used by someone else.

I want to thank also Jason Eshraghian for introducing me to the deep learning side of SNNs,

5



allowing me to enlarge my network, teaching me to always invest my energies in what actually
makes sense. I can say without hesitation that he has been the third supervisor of my Ph.D.,
beyond being a friend.

Another special mention goes to Tiziano: you have been a key figure of the last year-and-a-
half. Without your support and help, I would have never achieved all the amazing things I was
lucky to do in my last year of doctorate, and I would have never recovered from that situation.
A final, heart-felt thank you goes to you.

Now Artù, Merlino and I are up for a new adventure, in another country, having fun with
hardware and deep learning, and I can’t wait to start.

6



猿も木から落ちる.



Contents

1 Introduction 11

2 Background 17
2.1 Neuromorphic computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1.1 Biologically inspired neurons . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.2 The artificial neuron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 Neuromorphic vision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1 Event-based vision applications . . . . . . . . . . . . . . . . . . . . . . . 21

2.3 Hardware acceleration of neural networks . . . . . . . . . . . . . . . . . . . . . 27
2.3.1 Hardware accelerators classification . . . . . . . . . . . . . . . . . . . . 27
2.3.2 Dataflow in deep learning hardware accelerators . . . . . . . . . . . . . 30

2.4 High level synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3 Benchmarking SNNs on digital hardware 35
3.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Spatial tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2.1 Energy model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.2 SOTA accelerators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.3 Spatio-temporal tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.1 RNN versus SNN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.2 SOTA accelerators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4 An HLS library for SNNs inference 49
4.1 Hardware architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.1.1 Convolution layers dataflow . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1.2 The spiking neuron activation . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2 Hardware acceleration of deep SNNs for optical flow estimation . . . . . . . . . 56
4.2.1 Baseline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.2 Improvements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5 Conclusions and future directions 63

Bibliography 65

8



Abbreviations

AEE average endpoint error

AI artificial intelligence
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LUT look-up table
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SIMD single instruction multiple data
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SIMT single instruction multiple threads

SNN spiking neural network
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Chapter 1

Introduction
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Figure 1.1: Cost of training large deep learning (DL) models across the years, measured in floating point
operations (FLOPs), from object recognition models to large language models (LLMs). Credits: William
J. Dally, Nvidia [22].

From smartphones to televisions and cars, deep learning (DL) has become pervasive in our
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Introduction

daily lives. Many modern DL models, especially large language models (LLMs) [7], recom-
mender systems [77], and vision transformers [29] require huge amounts of power and energy
for both training and inference, deriving from the large amount of floating point operations
(FLOPs) needed for each iteration through the model. Moreover, the complexity keeps increas-
ing exponentially, as it is shown in Fig. 1.1. For instance, ViT-G/14 [113], a top performing
model in object recognition, requires 2.86GFLOP for a single inference on ImageNet [26]. The
model contains 184.3 billions of parameters, and optimizing these parameters has also a non
negligible environmental impact [36]. In fact, Vit-G/14 has a training time of 3 ⋅ 104 TPUv3
days [113]; given that a TPUv3 consumes an average of 220W[18], the energy consumption for
training can be estimated to be 159MWh.

When it comes to the human brain, training has been performed across its evolution, since
humans appeared on Earth. One could say, however, that the human brain is able to fine-tune
its learning algorithms throughout life on a 20W power budget, running multiple tasks at once,
while a vision transformer (ViT) needs to be finetuned on a very large dataset such as ImageNet
for a long time before being able of performing object recognition only.

Beyond training, DL models inference costs prove to be a serious problem: for instance,
processing an user prompt using OpenAI LLM ChatGPT costs 0.04 $ in terms of energy and
hardware (i.e., graphic processing units (GPUs) used for the inference). Hence, efficient hard-
ware implementations and neural network models should be considered also for when DLs
models are deployed.

Tackling these challenges requires more efficient neural network models and hardware.
Many neuromorphic engineers are looking at how the brain might offer us a blueprint for mak-
ing DL more efficient [92]. This is because the brain is capable of causal reasoning, integrating
various sensory modalities in executing long-term planning, and providing sensorimotor feed-
back to enable us to engage with our environments actively. Moreover, it does so far more
efficiently than any combination of large-scale DL models currently available. The pursuit of
brain-inspired computing has triggered a surge in the popularity of spiking neural networks
(SNNs) [32] with the ultimate goal of realizing efficient artificial intelligence (AI). For instance,
SpikeGPT [117], the first spiking LLM, is estimated to use 22 × fewer operations in its execution
(i.e., a forward pass) when compared to its artificial counterpart.

When the first SNN accelerators emerged [3], analog-domain computation showed to be a
promising substrate for the deployment of brain-inspired hardware. In fact, the metal-oxide-
semiconductor (MOS) transistor in the sub-threshold regime can emulate the diffusion-based
dynamics of neuronal ion channels. At the same time, memristive technologies reproduce key
features of biological neurons [30, 85]. However, analog designs suffer from scalability issues
due to transistor mismatch and noise, and long design time due to reduced electronic design au-
tomation (EDA) tool support [31]. In contrast, in deep sub-micron technologies, digital designs
benefit from strong EDA support and reliable operation. While research on analog compu-
tation and in-memory processing has flourished over the past decade, digital accelerators are
easier to design and deploy in the immediate short term, beyond being more reliable than the
mixed-signal counterparts since they do not suffer from the variability issues that affect analog
circuits. Moreover, the design time required by mixed-signal hardware is much longer than the
one of the digital counterpart; this is mainly due to the lack of advanced EDA software in the
analog domain. For these reasons, this thesis focuses on digital hardware implementations of
SNNs accelerators.
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Together with brain-inspiredmodels of computation, some new sensors that emulate the hu-
man retina emerged in recent years: event-based vision sensors (EVSs) [38]. Misha Manowald,
during her studies at Caltech under the supervision of Carver Mead, developed the first stereo
vision device that emulates how information is conveyed from the retina to the visual cortex
of the human brain. These new sensors are now being investigated to provide a more efficient
machine vision, with potential applications ranging from autonomous driving to robotics.

The key characteristic of this new class of cameras is that, differently from conventional
cameras, each pixel independently senses the light in front of the camera and registers only
variations. Every pixel operates asynchronously with respect to the others, sending information
out in form of events. This kind of information elaborations resembles the one of SNNs, and
automatically captures the sparsity in the scene: where the scene does not vary in time, no data
is provided in output by the corresponding pixels in the sensor.

At the current moment, there are no hardware platforms specialized to run SNN inference in
an efficient way. The Intel Loihi chip [23], for instance, is still far from commercial availability,
and the prototypes provided to researchers are not able to fit modern deep neural networks
(DNNs) [52]. This might be due to the fact that the all-to-all neural connectivity design choice
pursued in Loihi allows any topology to be mapped to the chip but, at the same time, routing
large networks on the chip is a very difficult task. While all modern DNN accelerators [13,
64, 75, 59, 100, 84] choose a forward architecture, i.e., the network is processed layer by layer,
treating the activations, weights and neurons as matrices, network-on-chip (NoC) chips like
Loihi treat the neurons as single entities, being updated independently everytime an input to
them arrives. This seems a good design choice, in theory, if one supposes that the input is very
sparse; moreover, it allows extreme flexibility in the neurons connectivity. However, the actual
routing on the chip results to be really difficult, and accessing single neurons parameters from
memory (even local ones) might worsen the energy consumption of the system [71].

Startups such as Synsense [99] and Innatera [55] are arising to provide efficient digital and
mixed-signal hardware platforms to deploy SNNs. However, at the moment, these are not avail-
able to researchers and the prototypes cannot fit DNNs such as large as ResNet [52]; the reason
why deep neural networks are needed is that these are capable of learning more complex rep-
resentations, and one can expect the same to hold true also for SNNs, even though the number
of layers in these is limited by current training methodologies and algorithm, that emulate
very closely the ones employed for artificial neural networks (ANNs). Moreover, on tasks such
as optical flow estimation using event cameras, deep SNNs are required to get performance
comparable with ANNs. For this reason, the research community and the market need well
established hardware platforms that are more efficient than GPUs when it comes to quantized
models but, at the same time, are reliable and easily purchasable.

There are cloud facilities such as SpiNNaker [37] and BrainScaleS [87]. SpiNNaker is a
custom chip consisting of multiple ARM general purpose cores interconneted asynchronously
on a NoC. A general purpose processor allows for a great degree of flexibility and solid software
pipelines for their programming; however, this comes at the cost of high inefficiency in running
DNNs, even when compared with non-special purpose hardware as GPUs. BrainScaleS is a
custom analog CMOS chip that tries to emulate the biological neurons as close as possible
using the intrinsic characteristic of MOSFETs. However, BrainScaleS is meant to be used in
neuroscience applications to explore brain models, rather than for DL applications. It cannot
be used by the common DL practitioner to test machine learning (ML)-oriented models and
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deploy a small system “in the wild”.
Field-programmable gate arrays (FPGAs) might be a good candidate to fit these needs, as

the implementation of custom hardware on these might provide very efficient implementation
of DNNs without resorting to designing an application specific integrated circuit (ASIC). By
efficiency we mean the number of operations (or, in the case on DNNs, inferences) per unit of
energy consumed by the accelerator. Moreover, very few hardware platforms [28] target event
based vision, which could be one of the applications most compatible with SNNs, given the
event-based, temporal characteristics of the information provided by an event camera.

The objective of this thesis is to provide a critical and objective evaluation of SNNs hardware
implementation, with a focus on digital hardware. The analysis is used to identify tasks that
more suitable for SNNs, and provide guidelines for the research community.

Then, state-of-the-art (SOTA) design techniques for digital hardware architectures targeting
DLworkloads are analyzed and exploited to produce an accelerator infrastructure based on high
level synthesis (HLS) for runnning SNNs on digital hardware (in particular, FPGAs) is proposed
and implemented. The objective of the infrastructure is to allow designers to easily implement
SNNs and deploy these to an FPGA board to test it on the field.

Moreover, differently from what is done in the SNN literature at the current moment, in
this thesis SOTA techniques for conventional DL accelerators are explored and analyzed, and
then applied to the accelerator infrastructure to maximize performance and minimize memory
usage when running the neural network in hardware.

The network architecture family targeted is the convolutional neural networks (CNNs) one,
for event-based vision applications. In this thesis, is shown that SNNs are not competitive with
conventional (artificial) DNNs on spatial data, such as images; for this reasons, the accelerator
targets and is tested on an event-based vision task: optical flow estimation out of event-based
cameras data. The neural network still underperforms with respect the artificial counterpart in
terms of accuracy, but the energy efficiency is improved by a factor 10 × with respect a neuro-
morphic processor baseline, which shows the advantage of bringing SOTA architectural design
techniques from the artificial DL world to SNN design.

The outline of the thesis is as follows:

• in Chapter 2, a background on SNNs, event-based vision, digital hardware accelerators
for DNNs and HLS is provided. This forms the base for the SOTA DL hardware design
techniques being applied to SNNs in Chapter 4.

• in Chapter 3, the landscape of digital hardware accelerators for SNNs is analyzed, bench-
marking the chips on spatial tasks, such as image classification, and spatio-temporal (i.e.,
with data evolving through time in a single input sample) tasks, such as audio process-
ing. An energetic model for a CNN layer being run on a reference digital architecture
is provided for SNNs and ANNs, showing that SNNs are inherently less efficient than
ANN on spatial tasks, and the model is validated by the data available in the literature.
This motivates the choice of targeting only event-based vision workloads in the hardware
architecture for SNN inference proposed in Chapter 4.

• in Chapter 4, a C++HLS library the accelerator infrastructure for running SNNs on FPGAs
is presented, with the corresponding HLS library written in C++. An accelerator architec-
ture based on [75] is proposed, with the design choices needed to efficiently map SNNs to
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hardware. An accelerator generated in the infrastructure is then validated on an event-
based vision optical flow estimation task, during a project carried out in collaboration
with Professor Charlotte Frenkel and Professor Guido de Croon, at Delft University of
Technology.

• in Chapter 5, the thesis is concluded with a discussion on future work and a perspective
of the current research landscape.
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Chapter 2

Background

In this chapter, the concept of SNN is introduced, starting from the description of the most used
neuron model in the literature, the leaky integrate and fire (LIF) one.

Then, an introduction to the design of digital hardware accelerators for DL applications is
provided, with a classification of the main architectures available in literature and a discussion
on their differences. These concepts, such as dataflow and spatial architectures, are then used
as guidelines to design the hardware architecture of the SNN accelerator presented in Chapter 4.

Finally, the concept of HLS of digital circuits is introduced, since this represent an effective
tool to speed up the design time of complex digital systems, such as DL models accelerators.
HLS is exploited to produce an accelerator generator for SNNs, which is described in Chapter 4.

2.1 Neuromorphic computing
In the definition of neuromorphic computing used in this thesis, both ANNs and SNNs are
included. This is due to the fact that while SNNs are more strictly inspired by biology, with the
emulation of neuron spikes and potentials, several concepts in ANNs have been inspired by the
human body, such as the many-layers representation [65], convolutions, recurrent connections
and more.

Hence, by neuromorphic computing, the computational models inspired by the brain are
defined, such as artificial and spiking neural networks. SNNs emulate biology using spikes,
while ANNs use conventional computer architecture data formats to encode information.

2.1.1 Biologically inspired neurons
In biological neural networks, neurons communicate by means of spikes: these activation volt-
ages are then converted to currents through the synapses, charging the membrane potential of
the destination neuron. SNNs emulate these behaviors: voltage spikes are simulated via single
bits in digital circuits, and actual spikes in analog ones. Different neuron models are available
in the literature [32]; the model described in the following is the LIF one, which is among the
most computationally efficient in its hardware implementation.

The destination neuron is denoted as post-synaptic neuron, with the index 𝑖, while the input
neuron under consideration is denoted as pre-synaptic neuron, with the index 𝑗. We denote the
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input spike train incoming from the pre-synaptic neuron with 𝑠𝑗(𝑡):

𝑠𝑗(𝑡) = ∑
𝑘
𝛿(𝑡 − 𝑡𝑘)

where 𝑡𝑘 are the spike timestamps of the spike train 𝑠𝑗(𝑡).
The synapse connecting the pre-synaptic neuron with the post-synaptic neuron is denoted

with 𝑤𝑖𝑗. A synapse is described by a numeric value, called weight. All the incoming spike
trains are then integrated by the post-synaptic neuron membrane; the integration function is
modeled by a first-order low-pass filter, denoted with 𝛼𝑖(𝑡):

𝛼𝑖(𝑡) =
1
𝜏𝑢𝑖

𝑒
− 𝑡

𝜏𝑢𝑖

The spike train incoming from the pre-synaptic neuron, hence, is convolved with the mem-
brane function; in real neurons, this corresponds to the input currents coming from the pre-
synaptic neurons that charge the post-synaptic neuron membrane potential, 𝑣𝑖(𝑡). The sum of
the currents in input to the post-synaptic neuron is denoted with 𝑢𝑖(𝑡) and modeled through
the following equation:

𝑢𝑖(𝑡) = ∑
𝑗≠𝑖

𝑤𝑖𝑗 ⋅ (𝛼𝑣 ∗ 𝑠𝑗)(𝑡)

Each pre-synaptic neuron contributes with a current (spike train multiplied by the 𝑤𝑖𝑗 synapse)
and these sum up at the input of the post-synaptic neuron. Given the membrane potential
of the destination neuron, denoted with 𝑣𝑖(𝑡), the differential equation describing its evolution
through time is the following:

𝜕
𝜕𝑡
𝑣𝑖(𝑡) = − 1

𝜏𝑣
𝑣𝑖(𝑡) + 𝑢𝑖(𝑡)

In addition to the input currents, we have the neuron leakage, 1𝜏𝑣
𝑣𝑖(𝑡), modeled through a leakage

coefficient 1
𝜏𝑣

that multiplies the membrane potential.

Such a differential equation cannot be solved directly using discrete arithmetic, as it would
be processed on digital hardware; hence, we need to discretize the equation. This discretization
leads to the following result:

𝑣𝑖[𝑡] = 𝛽 ⋅ 𝑣𝑖[𝑡 − 1] + (1 − 𝛽) ⋅ 𝑢𝑖[𝑡] − 𝜗 ⋅ 𝑠𝑖[𝑡]

where 𝛽 is the decay coefficient associated to the leakage. We embed (1−𝛽) in the input current
𝑢𝑖[𝑡], by merging it with the synapse weights as a scaling factor; in this way, the input current
𝑢𝑖[𝑡] is normalized regardless of the decay constant 𝜏𝑣 value.

Notice that the membrane reset mechanism has been added: when a neuron spikes, its
membrane potential goes back to the rest potential. There are different approaches tomodelling
the reset mechanism: in the hard reset one forces to zero the state in the same timestamp a
spike is generated; in the soft mechanism, instead, the threshold 𝜗 is subtracted from 𝑣𝑖(𝑡). In
this model, the spike is modeled with a Heaviside discontinuos function 𝑠𝑖[𝑡]:

𝑠𝑖[𝑡] = {
1 if 𝑣𝑖[𝑡] ≥ 𝜗
0 otherwise
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2.1 – Neuromorphic computing

𝑠𝑖[𝑡] is equal to 1 at spike time (i.e., if at timestamp 𝑡 the state 𝑣𝑖[𝑡] is larger than the threshold
𝜗) and 0 elsewhere.

The input current is given by:

𝑢𝑖[𝑡] = ∑
𝑗≠𝑖

𝑤𝑖𝑗 ⋅ 𝑠𝑗[𝑡]

Notice that since 𝑠𝑖[𝑡] is either 0 or 1, the input current 𝑢𝑖[𝑡] is equal to the sum of the synapses
weights of the pre-synaptic neurons that spike at timestamp 𝑡.
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Figure 2.1: Model of a LIF spiking neuron, characterized by a leakage of the membrane potential in
time. When the input currents, generated by the input spikes being applied to the synapses, charge
the membrane potential above the spiking threshold 𝜗, an output spike is generated. The neuron and
synapses images are taken from Wikicommons (https://commons.wikimedia.org/wiki/Neuron).

When considering multiple layers of neurons, a pedix 𝑙 can be introduced to denote the 𝑙-th
layer, and the state update equations can be modified as follows:

𝑣𝑙,𝑖[𝑡] = 𝛽 ⋅ 𝑣𝑙,𝑖[𝑡 − 1] + 𝑢𝑙,𝑖[𝑡] − 𝜗 ⋅ 𝑠𝑙,𝑖[𝑡 − 1] (2.1)

𝑢𝑙,𝑖[𝑡]
Δ= ∑

𝑗
𝑤𝑙,𝑖𝑗 ⋅ 𝑠𝑙−1,𝑗[𝑡] (2.2)

(2.1) requires three inputs to update the state 𝑣[𝑡]: the weights 𝑤𝑖𝑗, the previous value 𝑣[𝑡 − 1]
and the input spikes 𝑠𝑗[𝑡]. This means that a SNN hardware processing engine (PE) needs access
to 3 memory structures to retrieve the inputs, the state, and the weights.

2.1.2 The artificial neuron
The artificial neuron does not produce spikes but discrete values, consisting of floating point
or integer values when implemented in digital hardware. The most common artificial neuron
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model [49] is state-less, i.e., it does not preserve any state between successive inputs. A par-
ticular class of ANNs, namely recurrent neural networks (RNNs), employ special gates that
introduce a state in the neuron [49]. Here, the stateless ANN neuron, derived by the one pro-
posed by McMulloc and Pitts [72], is analyzed. The artificial neuron model is described by
(2.3).

𝑧𝑙,𝑖 = 𝜑(∑
𝑗
𝑧𝑙−1,𝑗 ⋅ 𝑤𝑙,𝑖𝑗 + 𝑏𝑙,𝑖) (2.3)

The weights are multiplied by the inputs from the previous layer, 𝑧𝑙−1,𝑗, and accumulated; a bias
term 𝑏𝑙,𝑗 can be added. An activation function, 𝜑(𝑥), is applied to the accumulated value. The
specific choice of activation function often depends on the application, layer, and the type of
neural network [49].

Distinct from (2.1), only two inputs are needed in (2.3): the previous layer activations 𝑧𝑙−1,𝑗
and the current layer weights 𝑤𝑙,𝑖𝑗. This implies that only two memory structures are needed
for the ANN model being implemented in hardware. This represents an advantage over SNN
implementations in both area occupation of the circuit, and energy consumption, since mem-
ory accesses are the most energy-intensive operations in modern digital hardware architec-
tures [71]. One could point out that in-memory computing accelerators do not suffer from this
problem, since computation and data are co-located; however, ANNs still have an advantage in
this regard, as the memory locations dedicated to the state of an SNN could be repurposed for
weights. Of course, in the context of stateful networks, there is no disadvantage to state storage
as this is needed for the task.

When considering recurrent topologies, different cells can be employed, such as the long
short-term memory (LSTM) and gated recurrent unit (GRU) ones [49]. A vanilla version of a
recurrent cell is reported in (2.4):

ℎ[𝑡] = 𝜎h(𝑈h ⋅ 𝑥[𝑡] + 𝑉h ⋅ ℎ[𝑡 − 1] + 𝑏h)
𝑜[𝑡] = 𝜎o(𝑊o ⋅ ℎ[𝑡] + 𝑏o)

(2.4)

ℎ[𝑡] represents the state of the cell, while 𝑜[𝑡] its output. The functions 𝜎ℎ and 𝜎𝑜 are non-linear
activation functions. The remaining quantitities are the cell parameters, which are learned
through training and determine how the cell state is updated through time and how the output
is determined by the state at a given timestamp. Hence, in the case of artificial RNNs, a state is
kept between computations. The most important difference with SNNs is that the activations
produced are non-binary.

Of course, the LIF and artificial models are not the only ones available. One could include,
more accurate imitations of the biological neuron, such as the Izhikevic [56] one, and other
neurons inspired by biology. For instance, the expressive leaky memory (ELM) [97] neuron is a
phenomenological model of a cortical neuron with extremely interesting properties regarding
long-range temporal tasks. The models explored in this thesis are the most efficient from a
computational perspective, and themost employed in the literature. A comprehensive overview
of hardware accelerators for these models is provided in Chapter 3.

2.2 Neuromorphic vision
Event-based cameras [38] have been recently introduced as alternative vision sensors to frame-
based, RGB cameras. While conventional cameras sample light intensity on every pixel of
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the sensor at a fixed frequency (usually, around 30Hz) to produce an image, event cameras
measure the variation in light intensity at the single pixel level. In particular, when a pixel
records a variation in the luminance, depending on the slope of this variation (increasing or
decreasing), it produces an event, denoted with 𝑒𝑖, that contains the timestamp of the luminance
variation measured with respect to a reference, 𝑡𝑖, the pixel position of the frame, (𝑥𝑖, 𝑦𝑖), and
the polarity of the variation (positive or negative), 𝑝𝑖. Hence, an event can be described as a
tuple 𝑒𝑖 ≜ (𝑥𝑖, 𝑦𝑖, 𝑡𝑖, 𝑝𝑖).
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Figure 2.2: How an EVS works. The sensor works with two varying thresholds: a high one and a low
one. When the input signal, which is the luminance, crosses one of these thresholds, an output event
is generated, which polarity is determined by the threshold being crossed. Then, the sensor reference
voltage and thresholds move in the direction of the event polarity to sense other variations in the input
luminance. This image has been adapted from Sony: https://www.sony-semicon.com/en/technology/
industry/evs.html.

In Fig. 2.2, the working principle of an EVS is presented. The logarithmic luminance vari-
ation is measured through time by the pixel; this is achieved by varying the two thresholds
of the comparator of the sensor: when the luminance crosses the high threshold, a positive
event is generated by the pixel and the comparator threshold is increased; viceversa, when the
luminance crosses the low threshold, a negative event is generated and the threshold is lowered.

2.2.1 Event-based vision applications
Event cameras are characterized by sub-millisecond latency in event generation and outstand-
ing high dynamic range (HDR) (around 120 dB). Moreover, the output of an event camera is
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naturally sparse, since only the pixels that register a luminance variation produce data, while
the others remain silent; this is in stark contrast with frame cameras, in which all pixels values
are sensed at a fixed clock frequency, and the resulting output is a dense tensor being provided.
This difference leads to an important difference in the information representation, which re-
quires a change in the way this is processed by the algorithms.

Event-based object detection
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Figure 2.3: Mean average error (defined as the complement of mean average precision on object detection
of DL models with respect to modes size on the Gen1 automotive event dataset. Data are taken from
Gehrig et al. [44]

SOTA DL algorithms for the processing of event cameras data for different task, such as
object recognition and detection, still rely on dense representations: events are converted to
tensors just like the ones provided by frame cameras, that are then processed by deep CNNs.
However, in this way, the processing is not event-based anymore, and the inherent sparsity
provided by event cameras is lost.
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Figure 2.4: Mean average error on object detection of DL models with respect to modes size on the 1Mpx
automotive event dataset. Data are taken from Gehrig et al. [44]

In Fig. 2.3 and Fig. 2.4, the performance on object detection of different DL models is shown.
Two datasets are considered, both event-based: in Fig. 2.3, the Prophesee Gen1 automotive
dataset [24], which consists of camera recordings of a road environment, taken using the Gen1
Prophesee EVS with a frame resolution of 304×240 px, is used; in Fig. 2.4, the Prophesee Gen4
automotive dataset is considered, which is similar to the Gen1 dataset with the difference that a
1280×720 px sensor is used. These two datasets represent the most complex event-based vision
tasks to date.

Different models are benchmarked on these datasets on the object detection task. The met-
ric used to evaluate the performance is mean average precision (mAP), which measures the
relative precision with which an object is detected in front of the camera. Conventional CNN
models preprocess the events to a dense frame-based representation compatible with conven-
tional convolutional layers. Other models, such as the SNN and graph neural network (GNN)
ones, instead, process the raw events; in particular, the GNN models [90] update only portions
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of the network depending on the events position. One can also notice how SNN models per-
form worse than their ANN counterparts; this is mostly due to the fact that training algorithms
for SNNs are not as mature as ANN ones, and that the spiking mechanism introduces a hard
quantization in the model. In fact, while the SNN state is mapped to a multi-bit quantity, al-
lowing for a large range of values, the output of the cell is still a single bit one, which does not
allow to map information to it in magnitude. Attention should be paid also to the transformer
models: these result to be among the smallest models in terms of parameters, while providing
outstanding performance in terms of mAP on such a complex task as the Gen4 dataset from
Prophesee.

Event-based optical flow

Optical flow estimation is the problem of computing the velocity of objects on the image plane
without knowledge about the scene geometry or motion. It is a computationally intensive and
challenging problem, even more so when dealing with raw events. In frame-based cameras one
considers two consecutive images and makes assumptions about the brightness constancy and
smoothness; in this way, equations can be formulated to solve the flow at the pixel level. Raw
events coming out of an EVS, instead, do not carry visual information by themselves, and one
needs to aggregate and process them to compute the flow.

To estimate optical flow using the output of event cameras, the main approach adopted in
the literature is to use neural networks. The events are either fed to a temporal encoder that
puts them in a dense tensor with a preprocessing that encodes the temporal information in it,
so that stateless neural network, such as a CNN, can compute the flow out of it, or these are
provided directly to a stateful network that adds the time information on its own. The second
approach is the one that better suits the event-driven operation of event cameras, and both
ANNs and SNNs have been adopted with this methodology. The architecture of the network
employed is a convolutional one, with the difference that a state is embedded in the activations,
by either using variant of the LIF spiking neuron, or stateful neurons from the ANN domain
such as GRUs and LSTMs.

Hagenaars et al. [51] modify the methodology proposed in Zhu et al. [116] to construct a
fully self supervised learning (SSL) training pipeline for SNNs, and test the model on event-
based optical flow datasets. In particular, the SNN is trained on the UZH-ZPV drone racing
dataset [25], and validated on the MVSEC [115] dataset to test for generalization of the model.

The approach followed in the paper is to take two SOTA neural network architectures, EV-
FlowNet [114] and FireNet [91], and add recurrence and spiking activations to these. The archi-
tectures are reported in Fig. 2.5. Different variations of the LIF neuron are used to benchmark
different behaviors and how these affect performance. In Schnider et al. [93], another neu-
ral network architecture is proposed, inspired by Timelens [102], an event-based methodology
for video frame interpolation. Schnider et al. propose a cell based on the spiking neural unit
(SNU) [5], which is an extension of the LIF model that includes axonal dynamics to model neu-
ral connectivity. In particular, two variants of the SNU model are proposed: SNUo, that models
axon-to-axon synaptic dynamics; SNUa, that models axon-to-soma synaptic dynamics. The
SNUo model does not output spikes but analog values, i.e., multi-bit units. Its functioning re-
sembles the one of a gated unit such as GRU. The model equations are reported in (2.5), (2.6)
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Figure 2.5: The neural networks investigated in Hagenaars et al. [51], EV-FlowNet [114] and FireNet [91].
Only the activations and recurrent cells are varied between the neural networks explored in the paper.
Timelens is proposed as more performant alternative in Schnider et al. [93]. 𝑒𝑘 denotes the input events
slice, while 𝑢𝑘 denotes the optical flow vector being produced by the network.

and (2.7).

ℎ[𝑡] = 𝜎ℎ(𝑊 ⋅ 𝑥[𝑡] + 𝐻 ⋅ 𝑜[𝑡 − 1] + 𝑑 ⋅ ℎ[𝑡 − 1] ⋅ (1 − ̃𝑜[𝑡 − 1])) (2.5)
̃𝑜[𝑡] = 𝜎 ̃𝑜(ℎ[𝑡] − 𝜗) (2.6)

𝑜[𝑡] = ̃𝑜[𝑡] ⋅ 𝜎𝑜(𝑊𝑜 ⋅ 𝑥[𝑡] + 𝐻𝑜 ⋅ 𝑜[𝑡 − 1] + 𝑏𝑜) (2.7)

𝑜[𝑡] represents the discrete analog output of the neuron; ̃𝑜[𝑡] is its unmodulated version, which
representation depends on the choice of the thresholding function 𝜎 ̃𝑜 [5]. In the variant pro-
posed in [106], a sigmoid activation is used and the corresponding model is called smooth spik-
ing neural unit (sSNU).

One can notice that, differently from the vanilla variant proposed in (2.4), the previous values
of the outputs 𝑜[𝑡 −1] and ̃𝑜[𝑡 −1] are used to update the state ℎ[𝑡] of the cell and also the output
𝑜[𝑡]. Hence, here two recurrent connections are exploited: one on the output (𝑜[𝑡 − 1], ̃𝑜[𝑡 − 1])
and one on the state (ℎ[𝑡 − 1]).

In Table 2.1, the neural network architectures reported in Fig. 2.5 are analyzed using differ-
ent activation cells, from spiking ones derived from the LIF and SNU models, to conventional
artificial ones such as the GRU cell. All the networks are trained on the UZH-ZPV drone racing
dataset [25], and validated on the four sequences of the MVSEC [115] dataset. The metrics used
to compare the networks are the average endpoint error (AEE) and the percentage of outliers,
%out, when performing optical flow estimations, averaged over the four sequences. The lower
these values, the better the performance of the network.

One can notice that the Timelens architecture always outperforms the other ones, even
when considering the spiking variant SNUo. This may be associated to a variety of reasons:
the spiking model employed is more complex and, hence, it is able to learn better than a plain
LIF one; in the case of the ANN version, sSNU, this outperforms both the vanilla recurrent cell
and the GRU one.
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Table 2.1: Quantitative evaluation of the network architectures analyzed in Hagenaars et al. [51], on
the MVSEC [115] dataset, on the optical flow estimation task. Each network is trained using the SSL
methodology proposed in Hagenaars et al. [51]. For each sequence of theMVSEC dataset (outdoor_day1,
indoor_flying1, indoor_flying2 and indoor_flying3), the average endpoint error (AEE) (lower is
better) in pixels and the percentage of outliers, %out (lower is better), of each network are measured.
Here, the average scores across the four scenarios of MVSEC are reported, represented by AEE and %out
in the table. The dt parameter reports the displacement in time between events and active pixel sensor
frames (the frames are used to estimate the ground truth). Best in bold, runner up underlined.

dt = 1 Cell EV-FlowNet [51] FireNet [51] Timelens [93]
AEE %out AEE %out AEE %out

ANN
ConvGRU 0.79 3.61 1.10 6.89 - -
ConvRNN 0.83 4.10 1.21 8.57 - -

sSNU - - - - 0.77 3.89

SNN

Leaky 0.95 5.09 1.13 8.08 - -
LIF 0.96 5.90 1.13 8.08 0.87 4.09
ALIF 1.22 8.95 1.27 9.34 - -
PLIF 1.02 6.06 1.13 6.99 - -
XLIF 0.95 5.40 1.22 8.96 - -
SNUo - - - - 0.79 3.44

dt = 4

ANN
ConvGRU 2.69 26.08 3.94 44.47 - -
ConvRNN 2.80 27.77 4.38 47.83 - -

sSNU - - - - 2.66 25.66

SNN

Leaky 3.34 36.41 4.07 42.91 - -
LIF 3.36 35.26 4.33 47.96 3.09 32.88
ALIF 4.47 49.60 4.64 51.93 - -
PLIF 3.59 39.10 4.12 46.55 - -
XLIF 3.59 39.10 4.43 48.64 - -
SNUo - - - - 2.76 28.47

A more complete analysis would involve the LSTM cell, which is the SOTA cell in the RNN
domain (we do not consider transformers to be recurrent since these completely unroll the
input sequence). Recently, a new kind of neuron inspired by the ones in the brain cortex, the
ELM neuron [97], has been introduced, that can potentially outperform an LSTM cell on long
temporal dependencies. A model like this could lead to even better performance with small
networks.

One can notice that SNNs always underperform with respect to ANNs, in both spatial and
spatio-temporal tasks. For spatial tasks, this is probably due to the fact that spikes are not
able to densely encode information as well as multi-bit activations (e.g., an INT8 activation in
a ViT), which leads to a high quantization error. For spatio-temporal tasks, cells such as the
LSTM provide more powerful non-linear function that are applied to the state of the network;
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this allows the training algorithm to deal with complex tasks, such as optical flow estimation,
better. The activation function of an SNN results to be a “simple” multiplication by a leakage
and a thresholding, in the LIF neuron case, which severely limits the learning capabilities of the
network.

2.3 Hardware acceleration of neural networks
Due to the increasing adoption of DL models in everyday applications, researchers and compa-
nies have been developing different hardware accelerators to make DNNs deployment more ef-
ficient from an energetic perspective, but also to increase performance (e.g., inference through-
put). The fundamental operation of a neural network is the multiply and accumulate (MAC),
and different techniques are used to parallelize the MACs in a network, since this is the only
way on increasing efficiency and performance since the end of Moore’s law. Moreover, in mod-
ern computer architecture the highest time and energy costs are associated to memory [71];
hence, to improve performance, one has to employ methodologies that minimize the number of
accesses to the higher levels of the memory hierarchy. In the following, an overview of these
techniques is provided.

2.3.1 Hardware accelerators classification
The recent literature of DNN digital accelerators is rich of examples [96, 80, 9]. The conven-
tional division of digital hardware accelerators for DL workloads is in temporal and spatial
architectures [64]. To understand better the difference among these, consider the architecture
shown in Fig. 2.6. The general architecture we are considering is made of fivemain components:
(i) an array of PEs, which carry out the computations; (ii) a control unit, which give instruction
to the arithmetic blocks in the PEs on which operation to carry out; (iii) a register file, which
is used to host the inputs to the PEs and their outputs, partial and final ones; (iv) an on-chip
memory hierarchy, which is made of slower and more energy-hungry hardware with respect to
the register file, but with higher capacity; (v) an off-chip memory, which has a larger capacity
than the on-chip one but is much more costly to access, in terms of both energy consumption
and latency.

In temporal architectures (Fig. 2.6a), the register file and the control unit are centralized
outside the PEs array. PEs do not communicate among each other: they read from and write to
the register file all the data. This architecture is typical of general purpose hardware, such as
central processing units (CPUs) and GPUs, in which techniques as single instruction multiple
data (SIMD) and single instruction multiple threads (SIMT) are used to exploit the parallelism
of the computations to reduce the processing time.

In spatial architectures (Fig. 2.6b), each PE may host a small control unit and a small reg-
ister file. Moreover, the PEs can communicate among each other through a NoC, exchanging
data: a PE can use as input the result produced in the previous clock cycle by a neighbor PE.
This methodology is called dataflow processing, since the PEs form processing chains that pass
intermediate results one to another. Usually, DNNs accelerators on ASICs or FPGAs are imple-
mented in this way [100, 9].

Among spatial accelerators, one can define other two architecture families: overlay-based
architectures and fused-layer (or streaming) architectures.
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Figure 2.6: Examples of temporal and spatial architectures, inspired by Sze et al. [100]. In temporal
architectures, the PEs do not communicate among each other and perform only computations. All the
PEs receive instructions from a central control unit, read their inputs from a central register file and
write back their results to it. In spatial architectures, instead, control and memory are delocalized, and
PEs can exchange data to chain computations.

Overlay-based architectures (Fig. 2.7) map single layers to the accelerator PEs at each cy-
cle, maximizing the parallelism on it. To do this, all the activations of the previous layer in
the network must be computed and saved back to memory (either the global buffer or, if the
feature map is too large for the on-chip memory, an external dynamic random access memory
(DRAM)). In Fig. 2.7, the computation of the product of 3 matrices 𝐴, 𝐵 and 𝐶 is shown. In
overlay accelerators, all the PEs would be mapped to computing the first product 𝐴 ⋅ 𝐵, diving
these in sub-matrices and mapping them to the single PEs. The resulting matrix, 𝐴 ⋅ 𝐵, is saved
back entirely to the on-chip memory, to be read back in the next cycles and compute the final
product, (𝐴 ⋅ 𝐵) ⋅ 𝐶.

Fused-layer architectures [45] (Fig. 2.8), instead, run multiple layers concurrently on the
available PEs. This approach leads to lower memory footprint for the intermediate results,
that can be used in the next cycle by other PEs. In Fig. 2.8, the three matrices are multiplied
all together partially in multiple iterations, and the final product is obtained by merging the
intermediate results from the previous iteration.
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Figure 2.7: Overlay architecture. The computations are scheduled one at a time to the array of PEs. In
this example, when computing 𝐴 ⋅ 𝐵 ⋅ 𝐶, in an iteration the product 𝐴 ⋅ 𝐵 is mapped to the entire array
and the intermediate result, 𝐴 ⋅ 𝐵, is written back to memory; then, in the next iteration, it is retrieved
as inputs to compute the last part of the matrix multiplication, (𝐴 ⋅ 𝐵) ⋅ 𝐶.
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Figure 2.8: Fused-layer architecture. Here, differently from Fig. 2.7, the computations are fused : the
matrices are partially multiplied together in the first iterations, since the entire matrices would not fit on
the array of PEs; then, the remaining part of the product is finalized in the subsequent iterations. Layer
fusion proves to be effective if the temporary results of the first sub-matrix multiplication can be stored
entirely to on-chip buffers, without writing them back to the off-chip memory.

Most modern DNN accelerators [9] use an overlay-based architecture: the network is pro-
cessed layer-by-layer, scheduling all the operations associated to the current layer before the
next layer ones. The intermediate feature map (the matrix 𝐴 ⋅ 𝐵 in the example of Fig. 2.7) is
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often too large to fit on-chip, so it is streamed off-chip during the processing of the first layer
and back on-chip during the processing of the next. Layer fusion eliminates off-chip trans-
fers of intermediate results between the fused layers, saving energy and reducing latency. To
reduce on-chip buffer size, fused-layer dataflows tile the intermediate data and interleave the
scheduling of producer and consumer operations. To exploit reuse, the dataflow buffers values
on-chip.

2.3.2 Dataflow in deep learning hardware accelerators
An important aspect in spatial accelerators is the dataflow. The dataflow describes how a neural
network architecture is mapped to an accelerator in space and time, i.e., which data (inputs,
weights and temporary outputs) gets read into which level of the memory hierarchy (space)
and when these are getting processed (time).

Twomain families of dataflows can be identified [12, 100, 9]: (i)weight stationary and (ii) out-
put stationary. Some variations of these are proposed in Venkatesan et al. [103], but this general
division still holds true. In Chen et al. [13], a row stationary dataflow is proposed, tailored for
CNNs. Examples of weight and output stationary dataflows being applied to the spatial archi-
tecture proposed in Fig. 2.6b are reported in Fig. 2.9.
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Figure 2.9: Examples of weight and output stationary dataflows on a spatial architecture, inspired by
Chen et al. [12]. Inweight stationary dataflows, the weights (𝑤𝑖) of the neural network are kept stationary
in the PEs registers, while the inputs (𝑖𝑛𝑖) are broadcasted in parallel to all the PEs and the partial results
(𝑝𝑠𝑢𝑚𝑖, since these are the partial accumulations of the MACs being chained) are exchanged among the
PEs via the NoC. In the output stationary case, instead, weights are broadcasted to the PEs and inputs
flow from one PE to the other, while the partial results are kept stationary in the PEs registers.

In the weight stationary case (Fig. 2.9a), the weights of the neural network are written to the
PEs register files (RFs) and kept stationary for the whole execution of the layer being mapped.
The inputs are broadcasted to the PEs to be multiplied and accumulated with the results pro-
duced by neighboring PEs, indicated by 𝑝𝑠𝑢𝑚𝑖 in Fig. 2.9a. The partial sums are exchanged by
the PEs via the NoC.

In output stationary dataflows (Fig. 2.9b), instead, partial sums are kept in the PEs, weights
are broadcasted in parallel to these and inputs are streamed through the NoC to participate in
the various partial sums computation.
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Figure 2.10: Energy consumption per operation in a spatial accelerator implemented in a 65 nm com-
plementary metal oxide semiconductor (CMOS) process. Data are taken from Chen et al. [12]. The
operations considered are a MAC computation and the memory accesses at different levels of the hier-
archy (PE RF, data exchanged in the NoC, on-chip memory, off-chip memory). Energies are normalized
to the minimum one, corresponding to a MAC computation.

Why does dataflow matter? Consider Fig. 2.10, where the energy cost per operation in a
65 nm complementary metal oxide semiconductor (CMOS) process for a spatial accelerator is
reported. One can notice that the larger cost in terms of energy is associated to the memory
accesses outside the PEs; hence, to improve the efficiency of the accelerator, one has tominimize
the accesses to the higher levels of the memory hierarchy. For this reason, given a neural
network architecture, the dataflow that minimizes this quantity has to be employed, analyzing
which quantities (weights, partial results etc.) have to be optimized from a dataflow perspective.
The choice of a dataflow given a certain neural architecture to be executed in hardware is a
complex task, that depends on the hardware architecture selected (dataflow, systolic array or
more), the network size and type, and requires extensive analysis and complex heuristics to be
accomplished [73, 82, 103].

2.4 High level synthesis
Digital hardware accelerators are designed using hardware description languages (HDLs), such
as Verilog and VHDL. However, the usage of these languages leads to a long design time, given
the low level of abstraction provided by these.

Moreover, in Section 2.3 it has been shown that low level details such as efficient implemen-
tation of arithmetic units do not determine the system performance in the DL context: what
matters is the dataflow and the operands precision (e.g., INT8, INT4), which are determined
at the higher levels of the design stack. For this reason, more abstract design methodologies
are needed to speedup design time, perform design space exploration and choose the best data
format, dataflow and architecture for the task at hand.
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Background

High level synthesis [58] is a designmethodology that allows to use high level abstractions to
perform digital hardware design. In particular, the designer describes the system functionality
using a high level language, such as C or C++, and a compiler performs the translation of the
source code to the register-transfer level (RTL) description that can be synthesized to digital
hardware on a certain platform, e.g., FPGAs and ASICs. The designer can guide the tool to
take some design decisions (e.g., pipelining level, degree of parallelism in the computation) by
annotating the code with C++ pragma statements.

The HLS compiler used in this thesis is Vitis HLS [27], which is commercialized by AMD
and targets its FPGA platforms. Vitis HLS takes as input a C/C++ description of the desired
functionality and produces a synthesizable RTL description optimized for FPGAs. In order to
improve performance, the main objective of the HLS compiler is to extract parallelism from the
source code, which is written in a sequential manner. Concurrent processes can be synchro-
nized in HLS by means of first in first out queues (FIFOs), that in Vitis HLS are modeled using
C++ objects called hls::stream.

void neuralNet(
  hls::stream<data_t> &dinStream,
  hls::stream<data_t> &doutStream
  ) {
  
  hls::stream<data_t> stream0, 
                      stream1;
#pragma HLS dataflow
  layer0(dinStream, stream0);
  layer1(stream0, stream1);
  layer2(stream1, doutStream);
}

Time

Sample

layer0 layer1 layer2

Datalow

scheduling

Sequential

scheduling

Figure 2.11: A neural network described in C++, targeting HLS compilers. To each layer, a function
is assigned, and the layers are interfaced using data structures called hls::stream that emulate FIFOs.
Layer execution is scheduled according to a dataflow scheme: the layers are data-driven, i.e., each layer
runs independently as soon its input FIFO contains data to be processed.

Figure 2.11 shows a possible C++ implementation of a neural network made of 5 layers,
and the corresponding scheduling. To each layer, a C++ function is assigned, e.g. layer0.
This function corresponds to a task, which is a sequence of instructions being run by custom
hardware on the FPGA.

The HLS compiler is instructed to extract parallelism from the code using a pragma that
“asks” the compiler to use a dataflow scheduling. In this, as soon as a layer produces its output,
the subsequent one can consume it. This is achieved using the FIFO mechanism: when data
is written to the FIFO, a flag alerts the subsequent task that there are data available and it can
begin to process them. This is shown in the timing diagram of Fig. 2.11: at each timestep,
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a layer produces some output that is consumed by the following one; at the same time, the
layer starts processing the new incoming data without waiting for the whole neural network
to finish processing the previous ones. The tasks run concurrently working on different data
(e.g., layer1 consumes the data produced by layer0 in a previous cycle, while layer0 can start
processing new inputs).
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Chapter 3

Benchmarking SNNs on digital
hardware

This chapter is based on our paper “To Spike orNot To Spike: ADigital Hardware Perspective on
Deep Learning Acceleration”, Fabrizio Ottati et. al [80], published in IEEE Journal on Emerging
Topics in Circuits and Systems.

This chapter quantitatively reviews the broad landscape of digital accelerators for both SNN
and conventional ANN accelerators. To extract trends and use-case driven guidelines for the
use of spike-based representations, we segment the analysis into spatial and spatio-temporal
(e.g., sequence learning) workloads as follows:

(i) Section 3.1 introduces themetrics and used to compare the hardware accelerators from the
ANN and SNN domains, and an energetic model to approximately estimate how spatial
and spatio-temporal tasks would perform on SNN and ANN hardware.

(ii) Section 3.2 analyzes and compares the hardware acceleration of convolutions for spatial
vision workloads (in particular, object recognition in images), and then compares SOTA
digital ANN and SNN accelerators.

(iii) Section 3.3 analyzes and compares the hardware acceleration of spatio-temporal work-
loads, i.e., tasks that involve sequences of inputs evolving in time.

We derive the following conclusions:

(i) Based on the current SOTA digital chips results and measurements on spatial data classi-
fication tasks, ANNs perform better than SNNs in processing efficiency and classification
accuracy. Since ANNs Pareto dominate SNNs (i.e., SNNs underperform in both energy ef-
ficiency and task accuracy with respect to ANNs), we claim that SNNs do not suit purely
spatial tasks. A key reason is that SNN classification requires multiple timesteps, resulting
in more operations than an ANN since the latter is computed in a single pass.

(ii) On spatio-temporal tasks, SNNs show energy efficiency comparable to ANN chips; fur-
thermore, only in the SNN domain there is an example of on-chip training and learning on
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spatio-temporal sequences with competitive task performance [35]; hence, further inves-
tigation in this direction is needed, together with model training techniques to improve
performance (e.g., classification accuracy) and system energy consumption.

(iii) Classification-based workloads employing bio-inspired sensors data, such as event cam-
eras [38] and silicon cochleas [109], naturally fit the stateful nature of spiking neurons,
but SOTA models and accelerators are not exploring this kind of tasks, which could lead
to an effective advantage related to SNNs models.

(iv) The optimal solution for a given classification task might be a heterogeneous model, made
of ANN and SNN parts that operate synergically together. Further research is needed in
this direction.

3.1 Methodology
While evaluating the actual hardware performance, considering efficiencies in terms of oper-
ations per second per watt (OPS/W) is not enough: on spatial data, SNN would need multiple
time steps to perform a classification, while ANN accelerator performs an inference in a single
forward-pass. To ensure fairness, this analysis adopts the energy consumption per inference as
the most balanced metric for comparison; latency and accuracy-related metrics are accounted
for separately.

In ANN architectures, the most common operation is the MAC [100], which includes the
input activation multiplication by the corresponding weight and the subsequent accumulation.
We count each MAC as two operations, since it computes a multiplication and an addition,
even if in hardware they might be merged. This is to isolate the contribution of each compu-
tation to total power consumption, and is the same approach adopted by the ANN hardware
research considered in this analysis [59, 76, 104, 84]. In SNN hardware, no multiplication is
performed [32]: a weight is accumulated if there is an input spike, otherwise it is not. Hence,
this is considered a single operation in our analysis.

In the SNN literature, there are numerous references to the synaptic operation (SynOP)
metric [4, 34]. However, there is little consensus on its formal definition. Given the ambigu-
ous definition of this metric, it is not used to measure the efficiency of a SNN accelerator in
this work. In addition to ambiguity, the SynOP metric does not tend to account for stateful
operations (state access and updates).

To obtain an estimation of the energy cost of SNN and ANN architectures, two simple math-
ematical models are provided in Sections 3.2 and 3.3. These allow us to approximately compare
ANN and SNN hardware accelerators a priori. While evaluating the actual hardware perfor-
mance, considering efficiencies in terms of operations per second per watt (OPS/W) is not
enough: on spatial data, a SNN would need multiple time steps to perform a classification,
while a ANN accelerator performs an inference in a single forward-pass. To ensure fairness,
this paper adopts the energy consumption per inference as the most balanced metric for com-
parison; latency and accuracy-related metrics are accounted for separately.

Sparsity is ignored in the energy consumption analysis performed in Sections 3.2 and 3.3,
since modern ANN accelerators have complex and very efficient sparse dataflows [59, 39, 41];
however, the sparsity handling capability of SOTA accelerators is included in the energy con-
sumption results shown in Tables 3.2 and 3.3.
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3.2 Spatial tasks
(2.2) embeds one of the major advantages of SNN processing: the removal of multiplication
between the input feature map (i.e., spikes) and the synaptic weights. In theory, this leads
to both hardware and energy savings. However, consider the data in Table 3.1: the energy

Table 3.1: Energy consumption comparison between integer add, multiply and memory operation on
on-chip static random access memory (SRAM) caches [71], targeting a 45 nm CMOS process.

Energy Energy density
[pJ] [pJ/B]

Add 8 b 0.03 0.03
Multiply 8 b 0.20 0.20
Read 64 b (8 kB capacity) 10.00 2.50

consumption for reading a byte from the on-chip buffer, implemented as static random access
memory (SRAM), exceeds the cost of an 8 b integer multiplication. Hence, a multiply-free SNN
digital hardware accelerator is not necessarily more efficient than a ANN accelerator, given that
SNNs require additional memory accesses to update the neuron states.

3.2.1 Energy model
To evaluate these mathematical models quantitatively on spatial tasks, the convolution opera-
tions shown in Algorithms 1 and 2 are used as benchmarks, since convolution is the fundamen-
tal operation employed in the large majority of current hardware accelerators for object recog-
nition, detection and so on [84, 104, 63, 62]. more recent approaches, transformer architectures
are emerging as better-performing vision models [60]; as such, a transformer accelerator [59]
is considered in the final results section.

With respect to Algorithms 1 and 2, all activations, weights, and states are quantized to 8 b,
while spikes are treated as unary quantities. Consider Algorithm 1:

• CI ⋅HK ⋅WK weights and spikes are read frommemory, where CI is the number of channels
in the input feature map, and HK and WK represent the shape of the convolution kernel.
For the sake of clarity, this quantity is denoted with 𝑁rd.

𝑁rd
Δ= CI ⋅ HK ⋅WK

Assuming that 8 spikes are encoded to an 8 b memory word in the spike scratchpad (i.e.,
the memory structure used to host the input and output data near the PE), the energy
associated with a spike memory operation (either read or write) can be approximated to
𝐸rd/8, where 𝐸rd (𝐸wr) is the energy consumption of a memory read (write) considering
the 8 kB cache field in Table 3.1. The energy consumption associated with the memory
accesses of weights and spikes is denoted with 𝐸rdtot :

𝐸rdtot = 𝑁rd ⋅ (𝐸rd + 𝐸rd/8)

• CI ⋅ HI ⋅ WI additions are performed on the synaptic current. The energy associated to
checking if the spike (𝑖𝑓 𝑚𝑎𝑝[𝑐𝑖][ℎ𝑖][𝑤𝑖]) is equal to 1 is negligible since its cost is included
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Algorithm 1 SNN convolution of a single window and timestamp.

Require: 𝑆, 𝛽, 𝜗 ▷ Stride, leakage, threshold.
Require: weights ▷ Convolution kernel weights.
Require: states ▷ Neurons states.
Require: ifmap, ofmap ▷ Input and output feature maps.
Require: (𝑐𝑜, ℎ𝑜, 𝑤𝑜) ▷ Output value coordinates.
1: 𝐼 ← 0 ▷ Input synaptic current.
2: for 𝑐𝑖 ← 0, 𝐶𝐼 − 1 do ▷ Input channels.
3: for ℎ𝑘 ← 0, 𝐻𝐾 − 1 do ▷ Kernel height.
4: for 𝑤𝑘 ← 0, 𝑊𝐾 − 1 do ▷ Kernel width.
5: ℎ𝑖 ← ℎ𝑜 ∗ 𝑆 + ℎ𝑘
6: 𝑤𝑖 ← 𝑤𝑜 ∗ 𝑆 + 𝑤𝑘
7: if 𝑖𝑓 𝑚𝑎𝑝[𝑐𝑖][ℎ𝑖][𝑤𝑖] ≠ 0 then
8: 𝐼 ← 𝐼 + 𝑤𝑒𝑖𝑔ℎ𝑡𝑠[𝑐𝑜][𝑐𝑖][ℎ𝑘][𝑤𝑘]
9: end if

10: end for
11: end for
12: end for
13: 𝑚 ← 𝑠𝑡𝑎𝑡𝑒𝑠[𝑐𝑜][ℎ𝑜][𝑤𝑜] ∗ 𝛽 + 𝐼 ▷ State update.
14: if 𝑚 ≥ 𝜗 then
15: 𝑚 ← 𝑚 − 𝜗
16: 𝑜𝑓 𝑚𝑎𝑝[𝑐𝑜][ℎ𝑜][𝑤𝑜] = 1
17: else
18: 𝑜𝑓 𝑚𝑎𝑝[𝑐𝑜][ℎ𝑜][𝑤𝑜] = 0
19: end if
20: 𝑠𝑡𝑎𝑡𝑒𝑠[𝑐𝑜][ℎ𝑜][𝑤𝑜] ← 𝑚

in the memory access performed to retrieve the spikes. Hence, this energy is denoted
with 𝐸acc.

𝐸acc = 𝑁rd ⋅ 𝐸add

• Next, one state has to be retrieved frommemory, multiplied by the leakage, 𝛽, added to the
synaptic current, thresholded (compared against the threshold, 𝜗, and, if higher, reduced
by 𝜗 via subtraction) and written back. In the worst case, this energy denoted with 𝐸state,
is given by:

𝐸state = 𝐸rd + 𝐸mult + 𝐸add + 𝐸comp + 𝐸sub + 𝐸wr

• The output spike must then be written to the scratchpad. This energy is denoted with
𝐸ofmap.

𝐸ofmap = 𝐸wr/8

Hence, the total energy involved in a SNN convolution, defined as 𝐸SNN, is:

𝐸SNN = 𝐸rdtot + 𝐸acc + 𝐸state + 𝐸ofmap

The following values are employed for numerical estimation: the shape of the convolu-
tion, i.e., of the input feature map window to be evaluated in order to compute a single output
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feature map value, is (CI ,HI ,WI ) = (512, 3, 3), which means the number of memory reads is
𝑁rd = 4608. For memory operations, additions/subtractions, and multiplications, the data from
Table 3.1 are used. It has to be remarked that, in this analysis, we do not consider any memory
optimization (e.g., buffering on registers) since both ANNs and SNNs access the memories with
the same window patterns; thus, these would bring similar advantages to both of them, without
impacting the comparison. The energy consumed by a threshold comparison, 𝐸comp, is assumed
to be the same as that of an 8 b addition. This is a reasonable assumption, since comparison
commonly employs a subtraction. This leads to:

𝐸SNN = 13.1 nJ

The energy consumption obtained above assumes a dense input feature map, i.e., all input
neurons are firing. To take into account sparse firing activity, a coefficient 𝛾SNN can be intro-
duced that reflects the proportion of neurons in the feature map that are firing at a given time,
and the hardware overhead due to the sparse data structures employed. Hence:

𝐸SNN = 13.1 nJ ⋅ 𝛾SNN
0 < 𝛾SNN ≤ 1

Consider now the convolution operation performed in a ANN, which is reported in Algo-
rithm 2.

Algorithm 2 ANN convolution of a single window.

1: 𝑎 ← 0 ▷ Activation.
2: for 𝑐𝑖 ← 0, CI − 1 do
3: for ℎ𝑘 ← 0, HK − 1 do
4: for 𝑤𝑘 ← 0, WK − 1 do
5: ℎ𝑖 ← ℎ𝑜 ∗ 𝑆 + ℎ𝑘
6: 𝑤𝑖 ← 𝑤𝑜 ∗ 𝑆 + 𝑤𝑘
7: 𝑎 ← 𝑎 +
8: 𝑤𝑒𝑖𝑔ℎ𝑡𝑠[𝑐𝑜][𝑐𝑖][ℎ𝑘][𝑤𝑘] ∗ 𝑖𝑓 𝑚𝑎𝑝[𝑐𝑖][ℎ𝑖][𝑤𝑖]
9: end for

10: end for
11: end for
12: 𝑧 = 𝜑(𝑎) ▷ Non-linear activation.
13: 𝑜𝑓 𝑚𝑎𝑝[𝑐𝑜][ℎ𝑜][𝑤𝑜] = 𝜓(𝑧) ▷ Quantisation.

Following the same approach adopted for the SNN convolution:

• 𝑁𝑟𝑑 weights and inputs are read from memory:

𝐸rdtot = 2𝑁rd ⋅ 𝐸rd

• The same number of additions and multiplications are performed, and this energy is de-
noted with 𝐸MAC.

𝐸MAC = 𝑁rd ⋅ (𝐸add + 𝐸mult)
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• The obtained value is then processed by the nonlinear activation function 𝜑(𝑧). This
energy is denoted with 𝐸act.

• The result is quantized in order to be processed by the next layer in the network. The
quantization step is modeled through a function 𝜓(𝑧), with an associated energy cost
𝐸quant, which is estimated as an 8 b addition (for instance, the rectified linear unit (ReLU)
activation is a 0-thresholding).

• Finally, the result is written to the scratchpad memory:

𝐸ofmap = 𝐸wr

The total energy consumption of a ANN convolution is:

𝐸ANN = 24.1 nJ ⋅ 𝛾ANN
A similar sparsity coefficient can be introduced, denoted with 𝛾ANN. The approximations

made for 𝐸𝑞𝑢𝑎𝑛𝑡 and 𝐸𝑎𝑐𝑡 are acceptable since their contribution to the total energy is negligible,
given that they are performed only on the final result of the convolution.

Hence, despite the additional memory accesses and state operations involved in SNNs, ANN
convolutions consume 1.84 × more energy. Of course, this result depends heavily on the con-
volution filter depth and size, but it gives a reasonable approximation of the different costs
between ANN and SNN processing, as highlighted in Section 3.2.2.

However, the energy estimation obtained for the SNN corresponds to a single time step!
When dealing with spatial data, such as images, a SNN needs multiple time steps (𝑇, for in-
stance), since the input image pixels are encoded to multiple spikes in time [32]. Hence, the
actual energy consumption associated with a convolution operation in a SNN must be multi-
plied by the number of time steps needed to perform an inference:

𝐸SNN = 13.1 nJ ⋅ 𝑇 ⋅ 𝛾SNN
Since 𝑇 > 1 for any SNN, otherwise there would be no temporal evolution in the network

and it would be equal to heavily quantized ANNs (i.e., binary neural networks), SNNs are less
efficient on spatial vision data than ANNs, if the same degree of sparsity-awareness (𝛾SNN =
𝛾ANN) is taken into account. In fact, if 𝑇 = 1, the state of an SNNwould be updated at timestamp
𝑡 = 0, but not evaluated subsequently; hence, there is no point in storing it if it is not measured
after, and the SNN becomes equivalent to a binary neural network in which activations are
represented on a single bit, while weights are multiple bits quantities.

This analysis, i.e., the by-construction disadvantage of SNNswith respect to ANNs on purely
spatial data, is validated by the data shown in Table 3.2, which includes SOTA accelerators at
the time of writing. The given results account for how the hardware handles sparse feature
maps, as stated by the author of the papers considered [59, 76, 104, 84, 63, 62].

3.2.2 SOTA accelerators
The literature providesmany overviews of hardware accelerators for SNNs, ranging from digital
hardware to in-memory computing (IMC) and mixed-signal architectures [4, 6, 1]. An up-to-
date list of SNN hardware accelerators and processors can be found in [79]. In these reviews [4],
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Table 3.2: DL accelerators evaluated on ImageNet [26]. The best efficiency is considered for each design,
and the associated task accuracy is evaluated under the same conditions. Mixed indicates an accelerator
running both SNN and ANN processing elements.

ANN Transf. ANN CNN SNN Mixed

Work Keller’23 [59] Park’22 [84] Mo’21 [76] SNPU’23 [63] C-DNN’23 [62]
Process [nm] 5 7 28 28 28
Area [mm2] 0.2 4.7 1.9 6.3 20.3

Supply voltage [V] 1.1 1.0 0.9 1.1 1.1
Clock frequency [MHz] 1760 1196 470 200 200

Data format INT4-VSQ [59] INT8 INT8 INT8, INT4 INT1-16, INT4/8

Network model DeiT-Base MobileNetTPU ResNet50 ResNet18 ResNet50
Parameters [M] 768 3 25 12 25

Operations/inference [GOP] 35.2 17.4 13.3 61.4 7.4
Task accuracy [%] 80.5 71.7 76.9 66.8 77.1

Throughput [FPS] 56 3433 120 245 123
Power [mW] 56 5114 132 478 34

Energy/inference [mJ] 1.0 1.5 1.1 2.0 0.3

different coding schemes for SNNs, such as latency coding and phase coding [32], are explored;
however, these still lack in classification accuracy performance with respect to rate coding, even
if they represent an interesting approach that could provide an advantage to SNNs.

Most SNN hardware reviews are missing an important feature: an objective comparison
with SOTA ANN hardware accelerators. Most SNN accelerators are benchmarked on spatial
datasets; such datasets are inappropriate for proper system characterization, since (i) they are
often considered trivial or “solved” datasets (e.g., CIFAR-10, MNIST) [4], and (ii) ANNs are more
efficient on spatial data.

Table 3.2 reports SOTA ANN vision accelerators and the best performing SNN accelerator
[63] (SNPU’23). All accelerators run the same task: object classification on ImageNet [26].
SNPU’23 [63] is chosen as the SNN reference since it is the only accelerator targeting complex
vision workloads such as ImageNet. In addition to SNPU’23, C-DNN’23 [62] is analyzed. This
chip employs both ANN and SNN PEs to maximize inference efficiency by inferring part of
the neural network layers on the SNN hardware and part of these on the ANN hardware. In
fact, mixed neural models employing both artificial and spiking backbones are arising as high
performance implementations which allow to improve SNNs accuracy [95, 10] on vision tasks,
beyond tackling more complex workloads such as object detection. Moreover, C-DNN’23 also
provides on-chip training capabilities, which most ANN accelerators lack.

Table 3.2 considers the most efficient SNN digital hardware accelerator, SNPU’23 [63], and
a mixed-topology design, C-DNN’23 [62]. These are compared to various ANN accelerators for
object recognition, which target both transformer-based models [60] and convolutional neural
networks [52]. Different observations can be made:

• Themodel employed by SNPU’23 [63], ResNet18 [52] SNN, is the lowest performingmodel
in terms of classification accuracy: 66.8 %, against 80.5 % (Keller’23 [59]), 71.68 % (Park’22
[84]), 76.92 % (Mo’21 [76]) and 77.1 % (C-DNN’23 [104]).

• The energy per inference of SNPU’23 [63] is the highest among all the designs (1.95mJ/inf),
even considering a ANN accelerator implemented on the same 28 nm complementary
metal oxide semiconductor (CMOS) node, i.e., Mo’21 [76] (0.46mJ/inf).

41



Benchmarking SNNs on digital hardware

Figure 3.1 and Fig. 3.2 shows the energy consumption per inference and the performance
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Figure 3.1: Energy consumption for single inference of DL accelerators with respect to classification
error on ImageNet.

vs. the top-1% classification error on ImageNet, for each accelerator reported in Table 3.2.
The performance is expressed as the initiation interval, i.e., the ratio between the clock

frequency and the throughput. It is the number of clock cycles between two inferences at the
output at the steady state and it corresponds to the latency of non-pipelined accelerators. It
is worth noting that this performance metric is totally architecture-dependent and allows for
more immediate comparison between accelerators implemented with different technological
process. While SNPU’23 is considered the SOTA SNN accelerator at the time of writing, it is
nonetheless Pareto-dominated by all ANN accelerators, both in the energy vs. error (Fig. 3.1)
and in the performance vs. error (Fig. 3.2) spaces. This is because SNPU’23 requires 16 timesteps
to process a single input image; hence, even if the SNPU’23 model contains less than half of the
parameters of the Mo’21 one, it requires 4.6 × operations per inference.

For what concerns C-DNN’23 [62], the mixed architecture leads to a very low energy con-
sumption per inference (281 µJ), the best among all the chips despite being implemented on
a CMOS node older than Keller’23 [59] and Park’22 [84] (28 nm vs. 5 nm and 7 nm, respec-
tively). However, the model being run on C-DNN’23, the ResNet50, is much smaller than the
vision transformer of Keller’23, which achieves a higher accuracy (80.5% vs. 77.1%).

The design presented in SNPU’23 is among the best-performant in the SNN domain. Accel-
erating ResNet family models on-chip is an impressive feat, given that many SNN accelerators
are limited to smaller-scale architectures; however, our analysis of SNPU’23 against ANN accel-
erators highlights that spatial data is not the optimal way to demonstrate processing efficiency.
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Figure 3.2: Energy v.s. classification error of recent digital SNN and ANN accelerators measured on the
voice activity detection (VAD) and keyword spotting (KWS) tasks.

Beyond spatial vision tasks, a possibility is to focus on tasks that take advantage of the event-
based nature of SNNs, such as dynamic vision sensor (DVS) data [38]. These sensors capture
scenes in the form of ‘events’ that can be treated naturally as spikes, without any artificial en-
coding. Some alternative SNN accelerators target dynamic workloads, though only those that
handle large-scale (at least on the scale of ResNets) models with spatial data are considered in
the above analysis [28, 35]. These accelerators represent the minority [4], since most bench-
marks are limited to the MNIST and CIFAR-10 spatial datasets.

Beyond classification, more complex event-based vision tasks are less explored by the neu-
romorphic community, though tend to dominate the modern computer vision ANN field [88, 20,
44, 2]. Conversely, on-chip learning solutions in the SNN domain [35, 34] are more advanced
than for the ANN community. This advantage should be exploited to reduce training costs
and allow for adaptive intelligence at the edge. In order to reduce the memory access burden
for computation of neuron states, low-rate training techniques should be explored for efficient
hardware inference [32, 34].

It has to be remarked that on-chip training solutions have been and are investigated in the
ANN domain [69]; however, these approaches target general purpose platforms, such as micro-
controllers, and still target simple neural networks and tasks. Of course, this is true also for
SNNs: in fact, the classification accuracy of on-chip trained networks is worse than the one of
off-chipmodels, which performworse than the ANN counterpart. This is why in practically any
application, inference-only, ANN-based models are deployed on highly efficient accelerators.
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3.3 Spatio-temporal tasks
SNNs are inherently time-aware neural networks due to their statefulness (see Chapter 1). As
such, they are a natural fit for sequential data processing. In video processing tasks, such as
video segmentation, both non-spiking and spiking neural networks often employ convolution
structures to extract features [107, 15, 16]. Given that the computational costs of spiking and
non-spiking convolutional operators are addressed in Section 3.2, this section primarily con-
centrates on audio processing, another prominent subset of temporal tasks.

In previous work [11, 86], a fully connected feed-forward RNN targeting keyword prediction
is used to compare ANNs, rate-based SNNs, and latency-based SNNs [32]. The rate-based SNN
is only 9 % more efficient than the ANN due to the high input firing rate (2.5 kHz) necessary to
match the ANN performance. The limited efficiency advantage makes the effort of migrating to
a new type of neural network hard to justify. Conversely, the latency-based SNN is 84 % more
efficient than the ANN, primarily thanks to the significantly lower firing rate that leads to a
reduction in the number of the timesteps evaluated by the SNN. However, this methodology
sets the target time window to 75ms to incorporate temporal information, which is not suitable
for real-time processing.

To evaluate the performance and efficiency of ANN and SNN accelerators, in the following
audio processing benchmarks are considered, such as keyword spotting (KWS), voice activity
detection (VAD) and automatic speech recognition (ASIC) [21, 105, 81]. In particular, we present
an energy analysis similar to the one in Section 3.2. Finally, we compare SOTA digital hardware
accelerators from the spiking and artificial domains.

3.3.1 RNN versus SNN
RNNs are designed for discerning patterns in sequential data, uniquely characterized by their
capacity to retain memory of previous inputs within their hidden state. Variants that aim to
enhance the “memory” of such neurons have also emerged, such as LSTMs and GRUs [49], and
have been adopted in audio processing tasks [42, 67]. The formulation of a vanilla RNN layer
is:

ℎt = 𝜎h(𝑈h ⋅ 𝑥t + 𝑉h ⋅ ℎt-i + 𝑏h)
𝑜t = 𝜎o(𝑊o ⋅ ℎt + 𝑏o)

(3.1)

where 𝑥 is the input, ℎ the hidden layer, and 𝑜 the output. 𝑈h,𝑊o, and 𝑉h are the weight matrices,
𝑏 is the bias vector and 𝜎 is the activation function. Differently from the SNN model defined by
(2.1), the next state is computed considering a bias 𝑏h and by multiplying the previous state by a
matrix 𝑉h; in SNNs, 𝑉h reduces to a scalar 𝛽, employed for all the neurons [32]. The equivalent
synaptic current is represented by 𝑈h ⋅ 𝑥t.

We compare the computational cost of these operations in the context of a speech recogni-
tion task. We consider the cost of a vanilla RNN and a SNN, which share the same mechanism
of implicit recurrence through the neuron state [31, 49]. As in Section 3.2, activations, weights,
and states are quantized to 8 bits, while spikes are single-bit quantities. As a use case, we con-
sider a layer with 𝑁 inputs and calculate the energy consumption of a neuron in the layer, as
in Section 3.2.

With the SNN model:
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(i) 𝑁 weights and input spikes are loaded from memory:

𝐸rdtot = 𝑁 ⋅ (𝐸rd + 𝐸rd/8)

(ii) These values are then accumulated depending on the spike value to obtain the activation
to be fed to the state:

𝐸acc = 𝑁 ⋅ 𝐸add

(iii) The state is loaded from memory and decayed (i.e., multiplied) by a factor 𝛽; then, it is
accumulated with the activation computed in the previous step, compared against the
threshold 𝜗, reset if needed and stored to memory:

𝐸state = 𝐸rd + 𝐸mult + 𝐸add + 𝐸comp + 𝐸sub + 𝐸wr

(iv) The output spike, if generated, is then stored to the scratchpad:

𝐸ofmap = 𝐸wr/8

Assuming 𝑁 = 1024 inputs and considering the data reported in Table 3.1, the total energy,
𝐸SNN, is given by:

𝐸SNN = 2.92 nJ ⋅ 𝛾SNN
Consider now the vanilla artificial RNN layer:

(i) 𝑁 weights and 𝑁 inputs are read from memory, together with the hidden state and its
recurrent weight:

𝐸rdtot = (2𝑁 + 2) ⋅ 𝐸rd

(ii) the inputs and the state are multiplied by the weights and accumulated:

𝐸MAC = (𝑁 + 1) ⋅ (𝐸add + 𝐸mult)

(iii) the state is written back to memory. As in Section 3.2, the quantization and activation
energies are neglected:

𝐸state = 𝐸wr

(iv) the obtained value is processed by the nonlinear activation function, quantized and writ-
ten back to memory:

𝐸ofmap = 𝐸wr

Hence, the total energy consumption is:

𝐸ANN = 5.37 nJ ⋅ 𝛾ANN

The energy analysis shows that in both vanilla RNN and spiking layers, thememory accesses
for weights and states consume the majority of the energy, as in the convolution case. Notice
that 𝐸SNN is 1.84 × smaller than 𝐸ANN: this is due to the fact that while in the ANN the inputs are
on 8 b, in the SNN these are single-bit quantities. Since the memory access energy dominates
the other figures, this results in a major overhead of ANN models with respect to SNN ones.
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Moreover, the ANN model involves a multiplication when processing inputs, which is more
energy-hungry than the addition (Table 3.1).

Differently from the convolution case, the number of timesteps needed to process the inputs
is larger than 1 for both ANNs and SNN, since the data is now evolving through time.

It has to be taken into account that very simple RNN and SNN models are considered. In
Section 3.3.2, digital hardware accelerator targeting more sophisticated neural network archi-
tectures are investigated.

Table 3.3: SNN and ANN accelerators evaluated on temporal tasks including VAD and KWS.

VAD KWS

SNN ANN SNN ANN

Work Yang’19 [110] Oh’19 [78] Frenkel’22 [35] Kim’22 [61] Giraldo’22 [46] Shan’23 [94]
Process [nm] 180 180 28 65 65 28
Area [mm2] 1.6 - 0.45 2.03 2.56 3.6

Supply voltage [V] 0.55 0.6 0.5 0.75 0.6 0.4
Clock frequency [MHz] 0.5 0.7 13 0.25 0.25 0.2

Feature extractor Analog Analog No FEx Analog Digital Digital
Data format INT1 INT4 INT8 INT8 INT8 INT1

Dataset Aurora4 w/
DEMAND

LibriSpeech w/
NOISEX-92

Spiking
Heidelberg Digits GSCD

Task accuracy [%] 85 90
90.7

(1-word)
86

(10-word)
90.9

(10-word)
97.8

(2-word)
Network model FCN FCN Spiking RNN GRU LSTM DSCNN
Parameters [k] 4.6 1.6 132 24 21.5 4.7
Power [µW] 1 0.142 79 23 10.6 0.8

Energy/inference [nJ] 10 2.3 42 285.2 169.6 23.6
Latency [ms] - 512.0 5.7 12.4 16.0 29.5

3.3.2 SOTA accelerators
Regarding audio processing tasks, most accelerators are tested on or designed specifically for
VAD [110, 78] and KWS [35, 61, 46, 94]. This is due to the fact that VAD and KWS represent
less challenging problems to tackle; hence, simple neural network architectures are employed,
which allow achieving higher efficiency on hardware inference.

In Table 3.3 we chose the two most efficient SNN chips [35, 110], respectively in VAD and
KWS, which are compared against SOTA ANN counterparts. For the VAD task, Oh’19 [78]
achieves the best efficiency measured in energy per inference, despite being implemented on
an old 180 nm CMOS technology node. It results to be more efficient and to perform better, in
terms of classification accuracy, than Yang’19 [110], which runs an SNN model and uses the
same CMOS node.

As for the KWS task, different CMOS technologies are employed in the accelerators. These
values are not normalizedwith Dennard scaling since all the chips have a power consumption in
the order of 10 µW; in these conditions, most of the power consumption is static, while Dennard
scaling gives an approximation of how dynamic power scales across technology nodes.

Also for KWS, the highest energy efficiency is achieved by anANN chip, Shan’23 [94], which
also has a lower average power consumption and significantly higher accuracy than all the
other chips targeting the same task. The SNN accelerator, Frenkel’22 [35], achieves the lowest
latency and is the only chip that supports online learning and on-chip training: in fact, the
whole training process is performed on-chip, that is validated also on vision and autonomous
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agent tasks. It should be noted that the number of parameters of the spiking RNN in [35] is 28 ×
larger than that of the ANN chip in [94], while achieving lower accuracy. This might suggest
that SNNs are still lacking in terms of classification accuracy when compared to their ANN
counterparts; however, Shan’23 [94] is an inference only chip, hence the model is fine-tuned
for the task, while Frenkel’22 supports arbitrary network topologies and on-chip training and
can be repurposed. This is a significant advantage for chips deployed on edge devices, which
model might need to be re-adapted to the environment in which the system is deployed.

Figure 3.3 shows the distribution of these accelerators in terms of energy efficiency and
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Figure 3.3: Energy v.s. classification error of recent digital SNN and ANN accelerators measured on the
VAD and KWS tasks.

accuracy along with FPGA accelerators [40, 41], that achieve the highest accuracy in KWS.
One can notice that Shan’23 [94] Pareto-dominates all the other chips, thanks to a highly effi-
cient sparsity-aware chip architecture and a performant neural network model. Frenkel’22 [35]
presents a very competitive efficiency, taking into account that it is the only chip with in-
hardware training capabilities: in fact, the network benchmarked on KWS is trained directly
on it; nonetheless, the resulting classification accuracy on the task results to be competitive
even when considering most of the ANN chips analyzed.
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Chapter 4

An HLS library for SNNs
inference

In this chapter, a C++ library targeting HLS compilers for SNNs inference on FPGAs is pre-
sented. In particular, CNNs are targeted to perform event-based vision processing. As use case,
the optical flow estimation using event cameras and SNNs for autonomous drones applications,
carried out in collaboration with Delft University of Technology.

At the current moment, there are no hardware platforms specialized to run SNN inference in
an efficient way. The Intel Loihi chip [23], for instance, is still far from commercial availability,
and the prototypes provided to researchers are not able to fit modern DNNs [52]. While all
modernDNN accelerators [13, 64, 75, 59, 100, 84] choose a forward architecture, i.e., the network
is processed layer by layer, treating the activations, weights and neurons as matrices, NoC chips
like Loihi treat the neurons as single entities, being updated independently everytime an input
to them arrives. This seems a good design choice, in theory, if one supposes that the input is
very sparse; moreover, it allows extreme flexibility in the neurons connectivity. However, the
actual routing on the chip results to be really difficult, and accessing single neurons parameters
from memory (even local ones) might worsen the energy consumption of the system [71].

Startups such as Synsense [99] and Innatera [55] are arising to provide efficient digital and
mixed-signal platforms to deploy SNNs. However, at the moment, these are not available to
researchers and the prototypes cannot fit DNNs such as large as ResNet [52]; the reason why
deep neural networks are needed is that these are capable of learning more complex represen-
tations, and one can expect the same to hold true also for SNNs, even though the number of
layers in these is limited by current training methodologies and algorithm, that emulate very
closely the ones employed for ANNs. Moreover, on tasks such as optical flow estimation using
event cameras, deep SNNs are required to get performance comparable with ANNs. For this
reason, the research community and the market need well established hardware platforms that
are more efficient than GPUs when it comes to quantized models but, at the same time, are
reliable and easily purchasable.

FPGAs might be a good candidate to explore efficient inference of SNNs, as the implementa-
tion of custom hardware on these might provide very efficient implementation of DNNs with-
out resorting to designing an ASIC. By efficiency we mean the number of operations (or, in
the case on DNNs, inferences) per unit of energy consumed by the accelerator. Moreover, very
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few hardware platforms [28] target event based vision, which could be one of the applications
most compatible with SNNs, given the event-based, temporal characteristics of the information
provided by an event camera.

The hardware architecture and design methodology proposed in this chapter try to fill these
gaps. An accelerator infrastructure based on HLS for running SNNs on digital hardware (in
particular, FPGAs) is proposed and implemented. The objective of the infrastructure is to al-
low designers to easily implement SNNs and deploy these to an FPGA board to test it on the
field. Moreover, differently from what is done in the SNN literature at the current moment,
in this hardware architecture SOTA techniques for conventional DL accelerators are explored
and analyzed, and then applied to the accelerator infrastructure to maximize performance and
minimize memory usage when running the neural network in hardware.

The network architecture family targeted is the CNNs one, for event-based vision applica-
tions. In this thesis, it is shown that SNNs are not competitive with conventional (artificial)
DNNs on static data, such as images; for these reasons, the accelerator targets and is tested on
an event-based vision task: optical flow estimation out of event-based cameras data.

The field of robotics has benefited from the recent developments in DL, with deep ANNs
achieving SOTA performance in tasks such as stereo vision [17, 50], optical flow estimation [54,
98, 101], segmentation [112, 70], object detection [47, 89, 108], and monocular depth estima-
tion [43, 48, 111]. However, this high performance typically relies on substantial neural network
sizes that require quite heavy and power-hungry processing hardware. This limits the number
of tasks that can be performed by large robots, such as self-driving cars, and even prevents de-
ployment on smaller robots with highly stringent resource constraints, like small flying drones.

SNNs and event cameras may prove to be powerful instruments to improve efficiency on
drones with limited resources. Hagenaars et al. [83] implemented the first processing pipeline
based on an SNN and an event camera to estimate optical flow in events and use it to pilot
a drone in partial autonomy. The pipeline was deployed to the Intel Loihi chip [23], but the
promises of efficiency fell short: the chip required around 1W of power to operate, which
required a large battery and, hence, drone to carry it.

In collaboration with Delft University of Technology, we have tried to improve these re-
sults, working at both the neural network architecture and hardware levels. In particular, a
custom FPGA accelerator has been developed, using the infrastructure proposed in this chap-
ter, and the larger design space (i.e., more freedom in choosing the neuron model, parameters,
leakage mechanisms etc.) resulting from having an application specific accelerator allowed us
to simplify the network model without worsening performance, measured in AEE. The neural
network still underperforms with respect the artificial counterpart in terms of accuracy, but the
energy efficiency is improved by a factor 10 × with respect a neuromorphic processor baseline,
which shows the advantage of bringing SOTA techniques from the artificial DL world to SNN
design.

The hardware architecture presented in this chapter is based on the one developed by Filippo
Minnella and Teodoro Urso [75], Ph.D. students at Politecnico di Torino and colleagues in the
same laboratory.
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Figure 4.1: A convolutional layer being mapped to hardware in the accelerator infrastructure. To max-
imize computational and resource usage efficiency, the computations are mapped as much as possible
to the digital signal processor (DSP) macros available on AMD FPGAs. Line buffering [75] is used to
minimize memory footprint of spikes, and each layer has weights and states memory macros associated.

4.1 Hardware architecture
The C++ library developed is synthesized to RTL via HLS, using the Vitis HLS [27] compiler
commercialized by AMD. The neural network architecture targeted is a CNN, using a hard-
ware implementation based on the work of Minnella et al. [75], and it is shown in Fig. 4.1. The
convolutional layer is mapped to: (i) a buffer to store the previous layer activations; (ii) a con-
volution engine, which consists of a memory to host the weights kernel, mapped to the FPGA
block static random access memories (BRAMs) and a set of digital signal processors (DSPs) to
perform the computations; (iii) a LIF engine, consisting of a memory to store the neurons states
and parameters (leakages, thresholds) and a set of DSPs to perform state update and spikes
generation.

Each layer is mapped to an instance of such engine, and all the layers run concurrently
following a fused-layer scheme. This allows tominimize the intermediate featuremapsmemory
footprint, as stated in Section 2.3.2.

4.1.1 Convolution layers dataflow
To minimize the memory occupation of the spikes, a line buffering [75] approach is adopted: to
perform a convolution, only KSZ - 1 lines per layer need to be kept in memory; the last line,
instead, is provided to the convolution engine one (or more) entry/entries at time. Moreover,
since the layers are executed with a dataflow scheduling, as soon as the values of the convolu-
tion window in input to a layer are ready, the convolution engine starts working. This implies
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that all the layers are executed in parallel, performing computations as soon as their input data
is available. This scheduling scheme is reported in Fig. 4.2.

Convolution input

Convolution output

Feature map

Kernel

height

Figure 4.2: Dataflow execution of multiple convolutional layers. Layer execution is interleaved, since the
output of a convolution is used by the subsequent layer as soon as a convolution window can be read.

The data structure employed for buffering the intermediate feature maps is a line buffer [75],
which streams to the processing engine a convolution window of size KSZ * KSZ at each cycle.
The principal characteristic of the line buffer is then, when a convolution filter of shape (KSZ,
KSZ) is applied to a feature map, one needs only KSZ rows of the map to perform a slide of
convolutions (i.e., sliding horizontally the kernel across the map). The data flow adopted is
a depth-first one, which means that the channel dimension is processed before the height and
width ones. This implies that all the input channels CI of a window are read from the line buffer
before proceeding to the next window. Considering a single output channel, the following
pseudocode can be derived.

// Defining the line buffer object.

LineBuffer<...> lb(...);

// The first two loops slide across the feature map vertically and horizontally.

for (auto ho = 0; ho < HO; ho++){

for (auto wo = 0; wo < WO; wo++) {

// Reading depth-first the convolution window.

for (auto ci = 0; ci < CI; ci++) {

doutStream << lb.read_window(ho, wo, ci);

}

}

}

Since the neural network is hosted completely on-chip, the dataflow employed is output
stationary [100] for the temporal scheduling of the operations: in this way, the scratchpad
size used to accumulate the weights is minimized, and the line buffer is not stalled while the
convolutional layer is processing its output.

In fact, consider an input stationary [100] dataflow, in which the input is kept inside the
processing unit while the output channels and weights are re-read. In the following, the C++
code for the computation of a single convolution output is shown.

spad_t spad[CO];

for (auto ci = 0; ci < CI; ci++) {
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for (auto k = 0; k < KSZ * KSZ; k++) {

for (auto co = 0; co < CO++; co++) {

// Notice that since din is a boolean variable, the product

// is equivalent to a bitwise AND.

spad[co] += din[ci][k] * weights[co][ci][k];

}

}

}

// Sending the results to the next processing layer.

for (auto co = 0; co < CO; co++) {

doutStream << spad[co];

}

One can notice that CO entries in the scratchpad are needed to save temporary results. If we
consider a weight stationary dataflow, the same considerations apply. Instead, if one uses an
output stationary dataflow:

// din[CI][KSZ * KSZ] is a 2D tensor representing the convolution window being processed.

// weights[CO][CI][KSZ * KSZ] is a 3D tensor representing all the convolution filters.

spad_t spad;

for (auto co = 0; co < CO; co++) {

for (auto k = 0; k < KSZ * KSZ; k++) {

for (auto ci = 0; ci < CI++; ci++) {

spad += din[ci][k] * weights[co][ci][k];

}

}

// Sending the results to the next processing layer.

doutStream << spad;

}

Only a single entry for the scratchpad is needed. However, in this way, the line buffer has
to send the convolution window to the processing engine CO times, as it is shown in the code
snippet above; nevertheless, since spikes are represented on single bits, this does not represent
a limitation for the memory bandwidth.

Allowing for reduced bitwidth in the weights leads to lots of room for hardware optimiza-
tions: since in SNNs there is no multiplication between the activations (spikes) and the weights,
the product between a spike and a weight is equivalent to a bitwise AND operation, which does
not lead to an increase in the result bitwidth; only when accumulating multiple products along
the channel and feature map dimensions, one needs to increase the bitwidth in order to prevent
overflow. In FPGAs, additions with limited bitwidth are more efficiently implemented in the
logic fabric, i.e., with look-up tables (LUTs), since the DSP48E2 [27] DSP macros in AMD Xilinx
FPGAs perform additions on 48 b. However, these support also SIMD operation for addition,
i.e., multiple additions can be mapped to the same DSP in parallel.

To achieve this goal, a C++ function that maps to a SIMD DSP48E2 macro in AMD FPGAs
has been developed, using Vitis HLS [27]. The DSP48E2 macro supports 3 modes of operation
for the addition: (i) a single addition on 48 b, (ii) 2 additions on 24 b and (iii) 4 additions on 12 b.
Vitis HLS does not support automatically the mapping of SIMD instruction to DSPs, which
has been achieved using the blackbox functionality: a Verilog file describing an RTL block is
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provided in conjunction to a C function that describes the same functionality at the behavioral
level. This blackbox function has been inserted in a C++ template to parametrize it with respect
to the bitwidth of the operands. When the accumulation would lead to overflow on 12 b, the
2-SIMD version of the DSP is instantiated instead, which works with a parallelism of 24 b.

Having access to smaller bitwidth for the accumulators would not represent an advantage,
since in more advanced neural networks the number of channels to accumulate is really large;
hence, only for few layers or in small networks, like the one presented in Section 4.2, even when
using 4 b weights, it is possible to use the DSP as 12 b accumulator.

In Fig. 4.3, the whole processing pipeline is shown. At each clock cycle, the line buffer
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Figure 4.3: Processing of a window read from the line buffer. Each spike of the convolution window
in bitwise AND-ed with the kernel weights and sent to the accumulator block. A DSP is allocated to
each entry of the convolution window, and it accumulates the corresponding input channels; an output
DSP is allocated to accumulate the different entries of the window once all the input channels have been
processed. To fully exploit the DSPs hardware, these are configured in SIMD mode to process either 4 or
2 inputs each, which correspond to either 4 or 2 output channels of the convolution, respectively, when
a single feature map is processed at time. To account for this, the weights blocks needs to multiply the
inputs by 4 or 2 sets of filters at time.

provides a single-channel convolution window. This is processed by a block that multiplies
each spike of the window by a filter entry; if the DSPs are used in SIMD mode, 2 or 4 filters are
used for each input, depending on if the subsequent DSP accumulators are used in 2-SIMD or
4-SIMD. The output of the weight block, which is a window of activations, is then processed
by KSZ * KSZ DSPs in parallel, one for each window entry. These accumulate activation along
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the input channel dimension, and the resulting output is then accumulated along the feature
map height and window by a single DSP accumulator, that will provide the final value of the
convolution result.

4.1.2 The spiking neuron activation
The neuron activation is implemented as a standalone class in the C++ code. The approach used
is the same as the one adopted by the major PyTorch [19] based machine learning frameworks,
such as snntorch [33]: the neuron state update mechanism replaces the conventional ReLU
activation in DNNs. In this work, the LIF neuron [32] is used as activation, and a specific class
is developed for it.

The description of the LIF neuron class is as follows.

template <typename state_t, unsigned H, unsigned W, unsigned C>

class LIF {

public:

LIF(state_t leakage, state_t threshold): _leak(leakage), _thres(threshold) {}

// ...

private:

const state_t _leak = 0, _thres = 0;

state_t _state[H][W][C];

// ...

};

Convolution

engine

35 -12 3

FIFO (hls::stream)

-123

States

memory

D
S
P

β

Activation

1

+
*

-1

ϑ

1) val = activation * 1

2) val += state * β

3) val += -1 * ϑ

Figure 4.4: The convolution engine sends data to the LIF one via a FIFO, emulated by hls::stream in the
C++ code. To save resources, since a product has to be performed to apply leakage to the state, a DSP
is used in MAC configuration for leakage, membrane update and reset, using different multiplication
factors.

The LIF layer is characterized by two hyperparameters, the spiking threshold _thres and
the leakage coefficient _leak. Then, the shape of the feature map, (H, W, C), is provided to
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instantiate the memory resources to host the state on the FPGA chip. It runs as a concurrent
kernel placed on the output on the convolutional layer, and these are interfaced through a FIFO.
A single DSP per output channel is used in MAC configuration to perform the three operations:
the activation is stored in the MAC register (“val” in Fig. 4.4); state leakage by multiplication
with the leak factor 𝛽; if needed, soft reset of the state via subtraction of the threshold 𝜗.

One could argue that, being 𝛽 and 𝜗 constants, the multiplication by these can be trivially
implemented using custom logic, without allocating a DSP for it; however, in some cases, the
threshold and leakage factors vary across the channel dimension of a feature map. In this case,
the value of these hyperparameters can be considered arbitrary from a hardware perspective
and, hence, a multiplier has to be allocated to handle these, like it is show in Fig. 4.4.

One could notice that a complex shared circuit is implemented to make usage of the DSP
for the state update. However, this results still in the best implementation possible, since using
LUTs in the logic fabric would result in routing congestions for large designs, beyond higher
power consumption, which had to be minimized for the drone use case presented in Section 4.2.
Of course, having access to INT8 multipliers in the FPGA instead of the 27×18 provided in AMD
ones, would have resulted in a more elegant and efficient implementation; however, an FPGA
advantage is the possibility to completely change the design and its characteristics without
fabricating a new ASIC, which leaves space to future improvements for the HLS library; hence,
the drawbacks of having fixed hardware macros that can be reconfigured have to be taken into
account and minimized.

4.2 Hardware acceleration of deep SNNs for optical flow
estimation

Here, the drone application and use case presented in the introduction of this chapter is detailed.

4.2.1 Baseline
Figure 4.5 shows the processing pipeline designed by Hagenaars et al. [83]. Given Loihi restric-
tions (impossibility to route large networks with convolutional connectivity on it), instead of
mapping a single SNN on the full frame of the event camera, four small SNNs are used on the
four corners of the image, with each corner having shape 32×32. All the networks share the
same set of weights and parameters (leakage constants and spiking threshold). This configu-
ration is kept for our design, since training on the full feature map does not lead to a better
accuracy in estimating the optical flow. Future work may consider changing the architecture
of the neural network to better take advantage of the event camera capabilities.

Each corner is subsampled keeping the first 90 events, and a 5ms time window is saved to
a 2×32×32 frame (the two channels are for the positive and negative polarity events). This is
then subsampled to a 16×16 shape using neighrest-neighbor and fed to the SNN.

The spikes from the four corners are then sampled and a linear transformation is applied to
these, using a set of matrix multiplications in floating point precision. The resulting quantities
are the optical flow vectors corresponding to the original camera corners (in Fig. 4.5, 𝑢00, 𝑢01,
𝑢10 and 𝑢11).

The SNN employed has a CNN architecture, made of 4 layers, which is shown in Fig. 4.6. The
first 3 are self-recurrent (i.e., the output spikes are fed back to the neurons via a set of weights),
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Figure 4.5: Processing pipeline to extract optical flow out of events, proposed by Hagenaars et al. [83].
Four SNNs are mapped to the corners of the event camera frame, and for each corner a vector describing
the optical flow in that point is extracted from the spikes of the SNN, via a linear transformation applied
as post-processing. The vectors are then fed to the drone controller for piloting it.
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Figure 4.6: The neural network architecture employed by Hagenaars et al. [83]. The SNN is fed a 32×32
patch of the camera frame, which is then compressed to a time window of 5ms and downsampled. Three
out of four layers are self-recurrent.

and use a stride equal to 2, padding of 1 and a 3×3 kernel; the last one, is a simple convolutional
one (stride of 1, no padding, 2×2 kernel), which outputs a 32×1×1 tensor of spikes, 𝑠𝑘 which is
then fed to the post-processing unit, which consists of a set of linear transformation matrices,
to be converted to proper optical flow vectors for that corner. Spikes need to be post-processed
due to the fact that floating point vectors representing the flow have to be provided to the motor
controller.

Each SNN has an output linear layer of 32 units, which produces a vector of spikes 𝑠𝑖𝑗. The

57



An HLS library for SNNs inference

four vectors, one per each corner, can be grouped in a matrix S.

𝑠𝑖𝑗 ∈ ℕ1×32, 𝑖, 𝑗 ∈ {0, 1}

S ≜
⎡
⎢
⎢
⎢
⎣

⃗𝑠00
⃗𝑠01
⃗𝑠10
⃗𝑠11

⎤
⎥
⎥
⎥
⎦

∈ ℕ4×32

The post-processing of the spikes consists in multiplying 𝕊 by a weight matrix 𝕎𝕡𝕠𝕤𝕥 made of
32 b fixed-point parameters. The resulting matrix, 𝕌, contains the optical flow vectors at the
four corners of the camera. .

U ≜ S ⋅Wpost, Wpost ∈ ℝ32×8

U =
⎡
⎢
⎢
⎢
⎣

⃗𝑢00 ≜ [𝑢00𝑥 𝑢00𝑦] ∈ ℝ1×2

⃗𝑢01
⃗𝑢10
⃗𝑢11

⎤
⎥
⎥
⎥
⎦

In the baseline, the pre-processing and post-processing steps are implemented on an Intel
general purpose processor available on the Loihi board, that is used also to communicate with
the motor controller of the drone. The SNN is entirely mapped to Loihi. This constitutes the
main source of inefficiency: since not all the steps are performed on custom hardware, the
efficiency of the Loihi accelerator is masked by the CPU, which leads to the 1W power con-
sumption show in the paper.

Since the external world does not reason with spikes, a conversion to digital formats (i.e.,
fixed-point, floating-point, integer) will always be needed. Regardless of the efficiency of the
SNN accelerator, the preprocessing and post-processing will become the system bottleneck, just
like the x86 processor limits Loihi efficiency and analog-to-digital and digital-to-analog conver-
sion worsen the efficiency of analog accelerators. For this reason, a “conventional” computing
engine should be included in any acceleration platform, since the system efficiency counts, and
not the single accelerator one.

4.2.2 Improvements
Since a custom hardware accelerator can be generated through the proposed library, a co-design
opportunity arises, as most of the parameters precision and functionalities can be tuned to the
use case. Given the application of our choice, i.e., optical flow estimation using SNNs, we tried
to simplify as much as possible the neuron model and to implement all the computations on
the FPGA logic fabric, without resorting to external processors:

(i) The Loihi implementation is bounded to a CUBA-LIF [23] model with online learning
capabilities. This has been changed with a LIF one, without changing the neural network
architecture presented in Fig. 4.6, with an inference-only configuration.
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(ii) In Hagenaars et al. [83], the Loihi neuron maps the state of the synaptic current and mem-
brane voltage to 14 b, while in our implementation we remove the synaptic state and we
use 8 b, 16 b data formats in two experiments. This allows to minimize the memory foot-
print associated with the neuron states and parameters, such as leakage and thresholds.

(iii) The leakage in Loihi is applied by a programmable shift, mapped to 12 b. In our accelerator,
leakage is applied via a fixed-pointmultiplication, with the same precision as the state one,
which allows for greater precision and better tunability of the neuron parameters during
training. Two leakage parameters are needed in Loihi: one for the current, one for the
voltage.

(iv) The spiking threshold in Loihi is mapped to 13 b. In our accelerator, the threshold has the
same precision as the state.

(v) In our implementation, a different set of threshold and leakage parameters is allowed
per channel of the layer, which allows for greater flexibility and more powerful learning,
i.e., the gradient descent based pipeline has more degrees of freedom on which to act to
minimize the loss function provided.

(vi) In Loihi, reset after spike is hard (i.e., the state is reset to 0); in our implementation, we
chose soft reset (i.e., the threshold is subtracted to the state after spike) as it shows better
results in training.

(vii) The weights precision is scaled from 6 b (Loihi) to 4 b (our implementation).

(viii) The post-processing is implemented in the logic fabric of the FPGA.

(ix) The preprocessing is performed on the camera sensors itself, by programming the post-
processing core available that generates frames of events transmitted through a MIPI in-
terface to the FPGA.

A performance comparison between our implementation of the SNN accelerator and the
Loihi baseline of Hagenaars et al. [83] is shown in Table 4.1. To estimate optical flow estimation
precision of the network, the AEE metric is used, which is defined as the Euclidean distance
between the predicted and ground-truth optical flow vector. Two FPGA devices are considered:
a logic fabric only one, the AMD Spartan 7 device, and a system-on-chip (SoC) including an
ARM processor (not used) alongside the logic of the FPGA, the AMD Zynq UltraScale+. The
Zynq device is included even if the ARM processor is not exploited due to the fact the event-
camera selected, produced by Prophesee, uses the MIPI communication protocol, which is not
supported out-of-the-box in logic fabric-only FPGA devices.

Our implementation achieves around 10×lower power consumption with respect the Loihi
one (945mW Loihi, 100mW our 16 b implementation on the fabric-only AMD Spartan 7 FPGA),
with not significant performance drawbacks1 in terms of AEE. The power consumption is
measured in Vivado 2022.2 after having placed and routed the design on the FPGA device. This
result is achieved by:

1Fine-tuned data to be confirmed after drone deployment.
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Table 4.1: Comparison between our implementation and the Loihi baseline of Hagenaars et al. [83]

Hagenaars et al. [83] This work

Neuron model CUBA LIF [23] LIF

State precision [b] 14 8, 16
Weights precision [b] 6 4
Treshold precision [b] 13 8, 16
Leakage precision [b] 12 8, 16

Hardware implementation NoC-based Spatial, fused-layer
Frequency [MHz] Asynchronous 25
Latency [ms] <5 <2

Parameters [k] 141.6 127.7
Memory footprint [KiB] 132 69.7, 84.3

Average endpoint error 0.149 0.171, 0.148

Power consumption [mW] 945
189 (ZU1CG, 16 b)
100 (XC7S25, 16 b)

(i) lowering the operating clock frequency of the FPGA to 25MHz, given the constraint on
the latency of 5ms required by the drone controller.

(ii) mapping the computations as much as possible to DSPs, since these are much more ef-
ficient (in the context of FPGA accelerators, the dynamic power consumption is lower)
than LUTs for operations such as multiplications and additions.

It has to be remarked that most of the power consumption is due to the static power drain-
ing of the FPGA. For instance, in the case of the 16 b architecture, the Zynq device (ZU1CG)
requires 162mW and 27mW of static and dynamic power, respectively, while the Spartan 7 de-
vice (XC7S25) requires 60mW and 40mW. The Zynq device uses a 16 nm CMOS process, while
the Spartan 7 a 28 nm one; for this reason, the leakage power is larger for the Zynq system,
while the dynamic power is lower.

The resulting latency, approximately 2ms, is measured in co-simulation via Vitis HLS and
Vivado 2022.2. To satisfy the latency requirement while using a very low operating frequency,
parallelization of the computation is exploited. In particular, DSPs are used in SIMD mode.
Instead of processing 4 or 2 output channels at time per DSP in a convolutional layer, as it is
shown in Fig. 4.3, the spikes from the 4 corners of the camera are batched together and provided
as a single input to the DSPs. Hence, each DSPs processes 4 input feature maps at time (when
the required precision is above 12 b, 2 DSPs in 2-SIMD mode are used).

Moreover, the flexibility provided by our accelerator allows for more aggressive design ex-
ploration at the neural architecture and neuron model levels, leading to a smaller model in
terms of memory footprint (132KiB Loihi, 84.3KiB our 16 b version of the network) and lower
power consumption. In fact, reconfigurable hardware such as FPGAs has allowed us to explore
different leakage mechanisms, different quantizations, and different dataflows until we have
reached an optimum configuration for the task that minimizes power without compromising
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performance. This would have not been possible with Loihi, since the neural model is fixed and
results to be overparametrize, beyond not efficient, for the task at hand.
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Chapter 5

Conclusions and future directions

In this thesis, the topic of brain-inspired neural network models, such as SNNs, and their hard-
ware implementation has been discussed. One could ask: “When should we spike, and when
not?”, i.e., when does using an SNN instead of an ANN gives an advantage in either processing
efficiency or classification/regression precision. To answer this questions, some observation on
the analyses and results presented in the thesis can be made:

(i) The analysis made in Chapter 3 highlights that current ANNmodels and digital hardware
accelerators outperform their SNN counterparts on static images and object recognition
tasks. One reason is that the multi-timestep processing of SNNs increases the operations
per inference, leading to throughput and energy overheads. Hybrid SNN and ANN so-
lutions might be the key to maximize task performance and efficiency. C-DNN’23 [62]
shows the second-best efficiency among the accelerators analyzed, despite being imple-
mented in a 28 nm CMOS process, while the best-performing chip takes advantage of a
5 nm CMOS technological node.

(ii) On temporal tasks, SNNs show a really competitive energy efficiency, and represent the
only case in which full on-chip training and learning is performed [35]. This advantage
should be exploited, together with new training strategies that promote both improve-
ment in classification accuracy, which is still lower than the ANN counterpart, and sparse
firing activity, that would lower further the energy consumption of the accelerator. We
have decided to focus the HLS library on inference only, since current online learning
algorithms are not powerful enough to justify a hardware implementation. Moreover, the
library is meant to be used as an exploration tool for efficient inference on FPGAs.

(iii) Further investigation of efficient model and hardware solutions targeting bio-inspired
sensors data, such as event cameras [38] and silicon cochleas [109], are needed to take
advantage of the time-related functioning of spiking neurons and architectures. In Chap-
ter 4, an SNN hardware acceleration library for FPGAs is proposed targeting event-based
vision tasks such as optical flow estimation from events, showing very promising results
in terms of processing efficiency compared to custom ASICs such as Intel Loihi [23], even
when considering power-hungry platforms such as FPGAs.

In conclusion, the answer to our original question is that there are few tasks in which one
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should spike, but full on-chip learning accelerators, such as ReckOn [35], and mixed architec-
tures represent a promising research direction that should be further addressed, instead of sim-
ply replicating ANN architectures on tasks where there is no efficiency or accuracy advantage
to SNNs.

For future research directions, there are different possibilities that are worth exploring:

(i) Object detection tasks with event cameras is still an unexplored topic in the hardware
acceleration domain. On the neural network model size, given the large amount of data
produced by these sensors, some relaxations could be made on the preprocessing step
of events to allow DL models to use all this raw information to improve performance,
similarly to what has been done in the natural language processing (NLP) domain.

(ii) Regarding the work presented in Chapter 4, the accelerator will be deployed on a real
drone and tested on field. Moreover, small drones with limited power and weight capa-
bilities could be used to fully take advantage of the custom hardware acceleration plat-
form, and high-performance ANNs, such as the ones presented in Section 2.2.1, could be
ported to hardware to improve the optical flow estimation performance and increase the
autonomous capabilities of small drones.

(iii) Future SNN hardware should move away from simple neuron model that do not provide
performant networks, such as the LIF one. In the research community, the direction ad-
dressed is to try to design algorithms that are inherently hardware friendly, and not try
an infinite resources approach in which the scientist tries to come up with the best model
and network for a task. If early DNN inventors, such as Geoffrey Hinton and Yan LeCun,
would have done that, we would not benefit today from their ideas, since only when re-
ally performant hardware came along, i.e., GPUs, we were able to witness the outstanding
power of DNNs: in 2012, AlexNet was the first neural network able to largely outperform
all the other handcrafted approaches on ImageNet using CNNs, and this has been pos-
sible only thanks to the fact that powerful enough GPUs were available for training the
network. In neuromorphic computing case, new brain-inspired models such as the ELM
one [97] seem to be promising, even if computationally prohibitive at the current moment.
The hardware must evolve to allow these more powerful and interesting models to be run,
and not the other way around.

(iv) We should move away from spikes. Spikes are not able to densely encode information,
which iswhat allows uswith neural network to have powerful learningmodels. I seriously
doubt that the brain neurons work with single bit signals and I think that, instead, analog
quantities are used in biology, due to fact that the world is analog, and since the birth of
computer architecture we have learned to model it using multi-bit values.
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