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Abstract: The advancements in human-centered artificial intelligence (HCAI) systems for Industry 5.0
is a new phase of industrialization that places the worker at the center of the production process
and uses new technologies to increase prosperity beyond jobs and growth. HCAI presents new
objectives that were unreachable by either humans or machines alone, but this also comes with a
new set of challenges. Our proposed method accomplishes this through the knowlEdge architecture,
which enables human operators to implement AI solutions using a zero-touch framework. It relies on
containerized AI model training and execution, supported by a robust data pipeline and rounded
off with human feedback and evaluation interfaces. The result is a platform built from a number of
components, spanning all major areas of the AI lifecycle. We outline both the architectural concepts
and implementation guidelines and explain how they advance HCAI systems and Industry 5.0.
In this article, we address the problems we encountered while implementing the ideas within the
edge-to-cloud continuum. Further improvements to our approach may enhance the use of AI in
Industry 5.0 and strengthen trust in AI systems.

Keywords: Industry 4.0; human-centered AI; manufacturing; model orchestration; digital twin

1. Introduction

Modern manufacturing faces a complex array of challenges that impact efficiency,
sustainability, and competitiveness [1–5]. Supply chain disruptions, heightened by the
recent pandemic, have highlighted the need for greater resilience and flexibility [6–9]. The
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reliance on global networks, coupled with uncertainties in transportation and demand,
underscores the importance of adaptive strategies and real-time data analytics [10–12].

In the ever-evolving landscape of manufacturing, a multitude of interconnected chal-
lenges shape the industry’s ability to meet the demands of today’s dynamic markets.
These challenges encompass diverse facets, each playing a pivotal role in the pursuit of
operational excellence and sustainable growth [4,13,14]. In a comprehensive analysis, the
preceding challenges could be categorized as encompassing product quality, process qual-
ity, process planning and scheduling, adaptability within the context of market dynamics,
and interaction between humans and machines, as well as the quality and accessibility
of data [11,15–18].

At the heart of manufacturing lies the paramount concern of product quality. Deliver-
ing products that consistently meet or exceed customer expectations remains a fundamental
objective. Achieving this requires stringent quality control measures, efficient defect de-
tection systems, and a proactive approach to identifying and rectifying issues. However,
maintaining product quality becomes even more complex as manufacturing processes
become increasingly intricate and technologically advanced [19,20].

Process quality, closely intertwined with product quality, stands as a cornerstone of
effective manufacturing. Ensuring that each step of the production process adheres to
established standards is crucial. The challenge here often lies in implementing robust quality
management systems that monitor, analyze, and optimize processes in real time [21].

In the context of process planning and scheduling, striking the delicate balance be-
tween maximizing resource utilization and meeting delivery timelines is a perpetual
challenge. Optimizing process planning and scheduling involves not only efficient re-
source allocation but also the ability to adapt with agility to unforeseen disruptions.
As markets fluctuate and demand patterns shift, the manufacturing industry grapples
with the need for agile planning systems that can accommodate rapid changes without
sacrificing efficiency [22–24].

Flexibility within manufacturing industries is paramount in navigating the turbu-
lent waters of a rapidly changing market. The ability to swiftly pivot production lines,
reconfigure processes, and adjust product offerings in response to market shifts is a
formidable task [4,25,26].

In addition, as automation and robotics become more prevalent, ensuring harmonious
collaboration between human workers and machines is essential. Designing intuitive and
user-friendly interfaces, training workers to interact seamlessly with automated systems,
and fostering a culture that embraces technological integration while valuing human
expertise is key to maximizing the benefits of HMI [27–29].

In this digital era, the availability and quality of data form the bedrock of effective
decision-making. However, the manufacturing industry often faces hurdles related to data
quality and accessibility. Overcoming data silos, ensuring data integrity, and establishing
robust data collection and management practices are essential to unlock the full potential
of data-driven insights [30,31].

This paper endorses the relevance that cloud-edge computing has as a key enabler for
Industry 5.0, allowing for real-time data processing and analysis at the edge of the network
(closer to where the data is generated) while intensive computation tasks are carried out in
the cloud. This is where AI lifecycle zero-touch orchestration comes into play, providing
a framework for managing the deployment, scaling, and maintenance of AI applications
across the edge-to-cloud continuum [32] and how it can be used to enable intelligent,
efficient, and reliable solutions in smart manufacturing. The article also examines the role
of embedded artificial intelligence in edge computing and how it can be used to optimize
resource management and innovate production processes [33].

The main contribution of our paper is a novel approach to AI lifecycle orchestration
that emphasizes human-AI collaboration. Our approach is extended through a digital
framework, which allows domain experts to train, test, and evaluate AI models even before
bringing them into production. Furthermore, we developed an AI model recommendation
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system that uses semantic reasoning to provide more understandability and controllability
to the human expert.

This article is structured as follows: Section 2 is where related work is introduced
to establish the existing landscape. Sections 3 and 4 offer a theoretical understanding
and practical implementation details of the AI lifecycle within the knowlEdge framework.
Following this, Section 5 illustrates specific use cases and their applications across vari-
ous industries. Section 6 delves into the intricacies of the design and deployment of the
knowlEdge project. The subsequent section, Section 7, engages in a thorough discussion,
describing the significance of the knowlEdge findings and contributions in relation to
human-centered artificial intelligence. Finally, Section 8 serves as a conclusion, summa-
rizing the key findings and proposing avenues for further exploration in the realm of AI
for manufacturing.

2. Related Works

The state of the art in digital industrial platforms and smart service systems has
been extensively explored in recent research. AI model lifecycle management has become
increasingly important in the development of Industry 5.0. The management of AI models
throughout their lifecycle is critical to ensure their effectiveness and efficiency [34]. The
integration of zero-touch orchestration frameworks into the edge-to-cloud continuum has
enabled the development of AI model lifecycle management systems that can autonomously
manage and orchestrate AI models throughout their lifecycle [35], i.e., data acquisition,
model development, human collaboration, and model sharing.

Ref. [36] addresses digital industrial platforms and highlights their value in promoting
innovation and teamwork within industrial ecosystems. In an investigation into the growth
of industrial IoT platforms, Ref. [37] discusses the trade-offs between horizontal and
vertical approaches. The authors stress the significance of striking a balance between
general functionality and particular industrial requirements. Ref. [38] focuses on the
challenges, opportunities, and directions in the field of the Industrial Internet of Things
(IIoT), such as interoperability, security, data analytics, and standardization. Collectively,
these studies contribute to a comprehensive understanding of the advancements and
complexities in digital industrial platforms and smart service systems, providing valuable
insights for researchers and practitioners in the field.

The ubiquity that the Internet of Things (IoT) has reached in recent years has drawn
attention to the execution of AI models, even at the edge of the networks. Many works
focus on the continuous training and deployment of AI models across edge, fog, and
cloud systems to leverage the specific advantages of all the different computing envi-
ronments. In [39], the authors present an automated framework for machine learning
operations in edge systems called Edge MLOps, which combines cloud and edge envi-
ronments, enabling continuous model training, deployment, delivery, and monitoring.
The framework is validated in a real-life scenario for the forecast of room air quality. An-
other relevant framework for the automation of AI learning processes and deployment
management is the complex event machine learning framework (CEML) [40], developed
to be suitable for deployment in any environment, from the edge to the cloud. In par-
ticular, CEML allows for the continuous execution of all the phases of the AI learning
process: data collection from different sensors, data preprocessing and feature extraction,
learning, learning evaluation, and deployment (this takes place when the model is ready,
according to the learning evaluation).

Inducing domain knowledge into AI models is important to produce a more complete
solution by augmenting the learned knowledge acquired by the models. It is used to
improve the accuracy of predictive models, e.g., to guide feature selection in a machine
learning model, resulting in better predictive performance [41] and improved effectiveness
regarding predictive models.

One aspect of human feedback to an AI model is fact-checking. Fact-checking, a task
to evaluate the accuracy of AI models, is a crucial, pressing, and difficult task. Despite the
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emergence of numerous automated fact-checking solutions, the human aspect of this collab-
oration has received minimal attention [42], though some advancement is being observed
in conversational AI [43]. Specifically, it remains unclear how end users can comprehend,
engage with, and build confidence in AI-powered agile manufacturing systems.

Existing studies on human-AI collaboration predominantly focus on UI and UX as-
pects, i.e., whether (and how) the AI systems provide an intuitive user interface. A number
of them assessed human-AI collaboration with respect to human-AI interaction guidelines
as opposed to features that enable a human actor to provide feedback to the AI model [44,45].
The effect of users’ decision-making has been has been studied using different explainable
AI (XAI) interface designs [46].

There are multiple other projects that offer an AI marketplace, such as NVIDIA
Triton1, the Verta Model registry2, modelplace.ai3, the Modzy AI Model Marketplay4, and
SingularityNET5. However, these marketplaces are purely based on the idea of sharing
existing models. Our approach of linking datasets and models to create a valuable storage
of information for the development of new models is not present in either of these projects.

The knowlEdge framework adds to the Gaia-X6 and data space initiatives7 by demon-
strating the AI lifecycle for industrial and manufacturing use cases. The framework of
knowlEdge follows the decentralized and open approach of GAIA-X in that the services are
also offered for on-demand execution and orchestration, and the storage of models and data
in the nodes of a cloud are of central importance. More specifically, knowlEdge’s AI lifecy-
cle and GAIA-X are related in the context of how AI solutions are developed, deployed, and
managed within a framework that emphasizes data sovereignty, fostering interoperability,
collaboration, and trust. As such, the knowlEdge framework implements components that
ensure data sovereignty and orchestration (collecting data from data sources, modeling
training environments, and deploying platforms). With respect to trust, knowlEdge imple-
ments transparent processes and model explainability. Finally, knowlEdge’s AI lifecycle
also implements a human-in-the-loop approach, which facilitates collaboration between
different stakeholders, including data scientists, domain experts, and IT professionals.

3. AI Lifecycle: A Theoretical Exploration

The AI lifecycle refers to the entire process of developing and deploying AI solutions,
starting from problem identification to the eventual deployment of the solution and its
maintenance. It encompasses all the stages involved in creating an AI system, including
data acquisition, model development, evaluation, deployment, ongoing monitoring, and
maintenance. Machine learning is a subset of AI, which focuses on algorithms that learn
from data. Note that the terminology in this paper may alter between the two, depending
on whether we are referring to the broader concept or the narrower subset. Furthermore,
we make an attempt to reflect the conventions of different application contexts, which may
vary in their use of each term.

The increasing adoption of machine learning in real-world applications has created
new ways of deploying and managing machine learning models in production environ-
ments. MLDevOps emerges as an approach that addresses the unique challenges that
arise when deploying and managing machine learning models while ensuring scalability,
reliability, and maintainability.

Within this landscape, the edge-to-cloud AI lifecycle represents a comprehensive
framework that spans the entire journey of developing, deploying, and refining AI solutions
that span from centralized data centers (the cloud) to the very edge of a network. It
aims to optimize AI applications for diverse environments, considering factors such as
latency, bandwidth, and privacy, thereby providing a holistic and adaptive approach to
AI development and deployment. This approach stands in contrast to the more common
practice where AI applications are developed and run entirely in the cloud.

Typically, the AI lifecycle process consists of the following steps:



Systems 2024, 12, 48 5 of 32

• Problem definition: Clearly defining the problem or objective that the AI system aims
to solve or achieve. This step involves understanding the requirements, constraints,
and desired outcomes.

• Data acquisition: Gathering the relevant data necessary to train and build the AI models.
• Data preparation: Preprocessing and cleaning the acquired data to ensure they are in

a suitable format for analysis. This step may involve tasks such as data cleaning, data
integration, data transformation, and handling missing values.

• Model development: Creating and training the AI model using the prepared data. This
step involves selecting an appropriate algorithm or model architecture, splitting the
data into training and validation sets, and iteratively training and refining the model.

• Model evaluation: Assessing the performance and effectiveness of the trained model.
This step involves evaluating the model’s accuracy, precision, recall, and other relevant
metrics using appropriate evaluation techniques. It helps to determine whether the
model meets the desired performance criteria.

• Model deployment: Integrating the trained model into a production environment
where it can be used to make predictions or provide insights. This step involves
deploying the model on appropriate infrastructure, setting up necessary interfaces,
and ensuring scalability, reliability, and security.

• Monitoring, maintenance, and distribution: Continuously monitor the deployed
model’s performance in real-world scenarios and make necessary adjustments or
updates as needed. This step involves tracking key performance metrics, handling
model drift, addressing issues, and periodically retraining or fine-tuning the model.
At this stage, models can also be distributed to other individuals or organizations.
Model sharing can be facilitated through various means, such as publishing models in
open source repositories, sharing code repositories, using model exchange formats
like ONNX (open neural network exchange), or providing APIs and web services
for accessing and utilizing the models. It may involve sharing the trained model
parameters, architecture, or even the entire model pipeline with others who may
benefit from using or further developing the model.

The upcoming section presents how each step in the AI lifecycle is implemented
in the knowlEdge project framework, explaining the specific roles and functions of the
components involved. From collecting and preparing data to deploying and maintain-
ing models, each phase provides a clear picture of how AI technologies work across
different applications.

4. AI Lifecycle Implementation: The knowlEdge Framework

In the context of the AI lifecycle , the knowlEdge project, cf. [47], H2020 Framework
Programme of the European Commission, under grant agreement 957331, proposes a
framework that allows for the development of applications empowered with AI techniques
and technologies that take advantage of the compute continuum to support distributed
heterogeneous scenarios. The framework is based on components at different functional
levels, covering technologies such as manufacturing digital twins, smart decision-making
dashboards, advanced AI algorithm recommenders based on historical performance, or
human-AI collaboration and domain knowledge fusion.

The following subsections explain the main functionalities provided by the knowl-
Edge’s components that are more concerned with the AI lifecycle described before. These
components are highlighted in blue in Figure 1.

4.1. Data Acquisition and Preparation Data Pipeline

The AI lifecycle starts with the execution of a data pipeline, which encompasses data
collection, data distribution, and data storage, guaranteeing the systematic and secure
aggregation of data from sensors. This process ensures the authenticity of the gathered
data, thereby facilitating precise analysis and informed decision-making. Subsequently,
data distribution ensures the secure and efficient dissemination of data across distinct
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sections of the network (edge, fog, and cloud). Through the implementation of robust
security protocols, data can be transmitted securely, preserving privacy and maintaining
confidentiality. Finally, data storage assures the secure preservation of data over extended
periods. By employing reliable storage mechanisms, valuable information is safeguarded,
enabling retrospective analysis and facilitating historical comparisons. Collectively, the
integration of these three functions within a data pipeline ensures the trustworthiness,
security, and accessibility of data used for training and those used when running AI models,
thereby enhancing their efficiency and effectiveness. Colours of the different layers at
Figure 1 are not meaningful, and it is only a way to differentiate among them.

Figure 1. An overview of the knowlEdge architecture courtesy of [48].

4.1.1. Data Collection

The Data Collection Platform, a key element of the knowlEdge architecture, facilitates
the gathering of diverse data from the various shop floors within the knowlEdge pilots.
Its purpose is to translate information obtained from different factory systems into a
standardized data model, ensuring seamless communication with knowlEdge applications.



Systems 2024, 12, 48 7 of 32

The collected data is subsequently distributed in real-time to the higher-level components
of the knowlEdge system, serving as data consumers.

The Data Collection Platform was initially constructed using Symphony8, a com-
mercial IoT platform and building management system (BMS) developed by Nextworks.
Symphony boasts a modular architecture, making it a comprehensive IoT platform and
BMS that facilitates seamless and unified interaction with a diverse range of hardware
devices, IoT sensors, and actuators. The Hardware Abstraction Layer (the architecture of
which is explained in Figure 2, where boxes in blue represent Data Platform components,
white boxes in grey represent external components) a key component of Symphony, serves
as the data collection and processing module by abstracting low-level connectivity details,
enabling seamless data collection while interacting with a wide array of hardware devices,
IoT sensors, and actuators.

In an Internet of Things (IoT) system, the components work together to establish seam-
less connectivity and functionality ([49]). These components consist of sensors, actuators,
devices, gateways, and the IoT integration middleware.

Figure 2. The Symphony IoT platform high-level architecture.

Sensors are hardware components that measure parameters in the physical envi-
ronment and convert them into electrical signals, capturing data such as temperature or
humidity. Actuators, on the other hand, actively control or manipulate the physical environ-
ment by emitting optic or acoustic signals. When devices face technical limitations for direct
connections, gateways serve as intermediaries, providing the necessary technologies and
functionalities to overcome these limitations. Gateways enable bidirectional communica-
tion, translating data between devices and systems and resolving protocol incompatibilities.
The IoT integration middleware plays a vital role in the IoT system by receiving and
processing data from connected devices, including evaluating condition-action rules. It
facilitates the provision of processed data to applications and exercises control over devices
through commands sent to the actuators. Direct communication with the middleware is
possible for compatible devices, while devices lacking compatibility communicate through
gateways. Thus, the IoT integration middleware acts as an integration layer, harmonizing
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interactions between sensors, actuators, devices, and applications in the IoT ecosystem,
ensuring seamless connectivity and integration.

Symphony, as an implementation, plays a crucial role in this system by providing a
driver with a southbound interface (SBI) and a gateway with a northbound interface (NBI).
The driver, equipped with the southbound interface, enables communication between
Symphony and the lower-level components, such as sensors and actuators, facilitating
data collection and control. On the other hand, the gateway, featuring the northbound
interface, establishes connectivity with higher-level devices or networks, allowing Sym-
phony to exchange information and commands seamlessly. By integrating these interfaces,
Symphony ensures efficient communication between the diverse IoT components, enabling
co-ordinated operations within the IoT system.

Both the southbound and northbound plugins incorporate Integration Middleware,
which preprocesses and harmonizes the data samples based on the knowlEdge data model.

Its flexibility and modularity were improved through internal enhancements. Further-
more, new southbound plugins and northbound interfaces (NBIs) were added to enable
seamless interaction with other components within the knowlEdge architecture.

4.1.2. Data Management and Distribution

After the data are collected, they first pass through the Data Quality Assurance com-
ponent, as illustrated in Figure 1. This edge-deployed component is crucial for performing
preprocessing and anonymization of the data before storage and distribution outside of the
secure industrial network. The primary purpose of this component is to ensure compliance
with appropriate levels of data quality and to safeguard information while maintaining the
usability and accessibility of the data. The Data Quality Assurance component supports
both suppression and pseudonymization methods. Suppression involves the removal of
features that are not critical for machine learning/deep learning tasks and could potentially
lead to the re-identification of the data subject. On the other hand, pseudonymization is a
process where one attribute in a record, typically a unique one, is replaced with another.
This is achieved through techniques such as secret key encryption, hash functions, and
tokenization. These methods play a vital role in preventing the identification of personally
identifiable information (PII) and other sensitive production data, thus ensuring the privacy
and non-identifiability of data subjects.

Following this quality assurance, the data are distributed via a secure message broker
supported by MQTTs (MQTT over SSL/TLS), and they are saved into a distributed data
store that spans both edge and cloud environments. Acting as an intermediary, the message
broker efficiently routes the data to their intended destinations, utilizing its queuing mech-
anisms and flexible routing capabilities while satisfying security levels that are adequate
for industrial applications. This is shown in Figure 3. The distributed data store encom-
passes both edge devices and cloud infrastructure, enabling organizations to leverage the
advantages of edge computing, where data processing occurs closer to its source, reducing
latency and enhancing real-time decision-making capabilities. Additionally, cloud storage
provides scalability, resilience, and centralized management. By combining edge and cloud
storage, this approach establishes a robust and adaptable architecture capable of handling
large data volumes while ensuring optimal performance and accessibility.

Data availability is contingent upon several factors within the network, including the
segment it resides in (cloud, fog, or edge), the access level of the software module, and
the specific needs of the consumer. For instance, historical data are essential for AI/ML
training and data visualization purposes, whereas live data is crucial for AI/ML inference
and prediction tasks. Moreover, the level of data protection required also influences its
availability. As explained at the beginning of this subsection, to adhere to privacy and
confidentiality standards, the data samples undergo preprocessing and anonymization
before storage and distribution. This ensures compliance with the appropriate levels of
privacy and confidentiality, safeguarding sensitive information while maintaining the
usability and accessibility of the data.
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Figure 3. Data Management on the edge/fog/cloud.

4.2. AI Model Development, Evaluation, and Deployment

This section covers the knowlEdge components in charge of the training, evaluation,
deployment, and monitoring of AI models. More precisely, it can be divided into the
following components:

• Knowledge Discovery: This component is devoted to data exploration and knowledge
discovery, which also includes feature extraction, anomaly or motif detection, and
time series structure discovery.

• AutoML Algorithm Selection/Recommendation: When given a problem to solve (task),
this component selects the most appropriate algorithm by taking into account the
type of a problem (classification, regression, or optimization) and some performance
metrics to be maximized. Once the expert has set the final list of algorithms, they can
send a request for training to the AI Model Generation component.

• AI Model Generation: This component generates AI models to solve user-defined tasks
based on an initial configuration in which the data source, the type of problem, and
the algorithm are specified. In addition, it enables the computation of the algorithms’
training costs using a set of heuristics, which serves as input to the previous component
to provide the recommendations.

• Model Orchestration: This component is responsible for handling the overall deploy-
ment and monitoring of AI models, including orchestration, execution, and evaluation.

4.2.1. knowlEdge Discovery

The knowlEdge Discovery Engine (KDE) provides different methods for data explo-
ration based on data from heterogeneous sources. As its core functionality involves the
identification of explicit and latent data characteristics, the KDE primarily uses approaches
from the fields of unsupervised data analysis. A full overview is given in Figure 4.

One example of the aforementioned data characteristics is the occurrence of anomalies
in time series data. The KDE can be trained in an unsupervised way to learn the expected
characteristics of the data and predict whether a given data point is anomalous or not.
To that end, users can choose between several available models and configure the task to
their needs.

All tasks are accessible through one unified API, where a configuration determines
which task is executed and the corresponding set of associated parameters. An example
of such a configuration is shown in Figure 5. In addition, the configuration allows the
user to compose subtasks in a customized manner by combining them in a pipeline of
individual subtasks.
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The KDE supports a variety of connectors for different data sources. Most notably,
the user can load data from the Data Collection Platform (see Section 4.1.1), a broker, or
even from a file. New integrations can easily be added, as a data source is just a modular
component with a set of parameters.

The API is implemented through a Flask [50] web service. Upon receiving a request,
the configuration is parsed and the task is started. Since it is preferable to run tasks in
isolation, we employ Docker [51]. Starting a task involves creating a container from a
task image, where a container receives the task configuration and builds all the required
components to perform its analysis. In order to monitor the status of the process, a task
image not only facilitates the execution of a desired analysis specified by a configuration, but
also incorporates a web service for each task. These web servers offer multiple endpoints
that allow for checking the progress of execution via an API.

Figure 4. A high-level overview of the knowlEdge discovery engine. Users interact with the KDE
through the HAI component. This component converts the user inputs into a JSON configuration
and sends it to the KDE. The KDE, in turn, builds a task image from the configuration through the
Model Orchestration component.

Different actions, such as training or inference processes, can be executed in parallel
and will henceforth be referred to as subtasks. This allows for the preprocessing of data
and more complex analysis. The user can specify them in the configuration file as a list of
ordered objects. Each subtask has an identifier, an action to perform, and the name of a
data source. There are two important design decisions related to this setup. First, a subtask
does not have to terminate to allow for continuous incremental training. Second, subtasks
can have the same order to enable parallelism. Consequently, one can specify a pipeline
that performs training on historical data (order 1), trains a model from live data (order 2),
and, at the same time, allows for continuous predictions whenever new data are available
(also order 2). The latter two subtasks will never terminate, allowing the system to make
predictions on new data indefinitely.

The models are wrapped in the convention of Sklearn [52] objects to enable interoper-
ability. They can be saved in the PMML9 format and, thus, allow for direct integration with
the knowlEdge Repository (see Section 4.4).
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4.2.2. AI Model Generation

The AI Model Generation (AMG) component is responsible for the automatic cre-
ation of supervised AI models that can solve tasks based on various scenarios and input
variables. The model development process involves the execution of a whole chain of
subprocesses, including data loading from the Data Collection Platform (see Section 4.1.1)
or a data stream, automated data preprocessing (autoML), cost computation, automatic
model hyperparameter tuning (autoML), training, inference, explainability generation,
standardization, and containerization. Each of these stages constitutes a submodule by
itself. In the same way as the KDE (see Section 4.2.1), as input, the component receives
a configuration JSON file, including information about the algorithms to be trained, the
type of problem to be solved, the data source, the type of validation, and the performance
metrics, among others. Once the models have been containerized, they can be deployed
effectively in both high-performance computing (HPC) and cloud environments and are
stored in the knowlEdge Repository (see Section 4.4) for future use.

{
‘‘task’’: ...,
‘‘method’’: ...,
‘‘processing’’: [
{
‘‘order’’: 1,
‘‘action’’: ‘‘train’’,
‘‘read’’: #hist.-data
},
{
‘‘order’’: 2,
‘‘action’’: ‘‘train’’,
‘‘read’’: #live-data
},
{
‘‘order’’: 2,
‘‘action’’: ‘‘predict’’,
‘‘read’’: #live-data,
‘‘write’’: #result
}
]
}

Figure 5. An example of a KDE configuration. Task and method are redacted, and the read and write
fields are filled with placeholders.

The overall logic of AMG, depicted in Figure 6, where boxes in grey represent AI
Model Generation components, and purple boxes represent other knowlEdge components,
can be broken down into the various steps that make up the AI lifecycle: the Automatic
Preprocessing module, Cost Computation module (estimation of training cost for a specific
algorithm), Automatic Hyperparameter Tunning module, Automatic Training, Inference,
and Standardization, Explainability module (generation of local and global explanations),
Pipeline Execution module (constitutes the main program that calls the rest of modules),
and Edge Embedded AI Kit (builds Docker images for model deployment).

In the first stage, the preprocessing module transforms raw data into a format that
is suitable for analysis and machine learning. This includes tasks such as normalization,
scaling, feature extraction, and selection. The goal of data preprocessing is to improve
the quality and relevance of the data, reduce noise, and remove inconsistencies or errors
that may negatively impact the accuracy and performance of machine learning models.
Regarding data types, the supported formats include tabular, time series, and image data.
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In order to give some insights into the training complexity of the algorithms prior to
training, the Cost Computation module is able to compute the training cost based on the
history of the previously trained models. Execution traces have been generated to describe
the behavior and parallelism, as well as the resource usage of an initial set of models. Traces
are used mainly to analyze executions but also to provide insights in order to modify model
implementation or execution and environment configurations. Afterward, this information
is fed to the AutoML Algorithm (see Section 4.2.3) to rank algorithm recommendations.

Figure 6. AI model low-level architecture.

Once the data have been preprocessed and the algorithm has been selected (through
the configuration file or via the recommender (see Section 4.2.3)), the next step is to choose
the set of hyperparameters to execute the training. For that purpose, the Automatic Hyper-
parameter Tuning module provides automated methods for finding the best combination
of hyperparameters that optimize the performance of machine learning and deep learning
models devoted to classification, regression, and optimization tasks. Hyperparameters
are configuration settings that cannot be learned directly from the training data, such
as the learning rate, regularization strength, or number of hidden layers in a neural net-
work. Determining the optimal values for hyperparameters can be a time-consuming and
computationally expensive process and requires extensive experimentation and testing.

At the core of the pipeline, the Automatic Training, Inference & Standardization mod-
ule is responsible for building a model based on preprocessed data and the optimal choice
of hyperparameters. Once a model has been trained, it can be deployed to a production
environment where it can process new data and generate predictions or classifications.
Different serializations are possible based on the type of model that was trained. We
mainly differentiate between deep learning models and regular machine learning models.
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Deep learning encompasses the machine learning models built on deep neural networks,
whereas machine learning models can be any AI models that learn from data. Because of
the structure of our model, each time a model is instantiated and, subsequently, trained, it
can be directly converted to ONNX (for deep learning models)10 or PMML (for machine
learning models). Models are stored in the Knowledge Repository for future reuse.

Towards the end of the pipeline, we find the application of explainable artificial
intelligence (XAI). Its application is of utmost importance as it addresses key challenges
in AI adoption. XAI enhances transparency, fostering trust between users and AI systems
by providing insights into the decision-making process. Once the model has been trained,
the Explainability Generation module generates local and global explanations for all the
models in the form of feature summary statistics, feature summary visualizations, and
intrinsically interpretable models. It is worth noting that its application is important for
promoting transparency, trust, and fairness in AI systems and for enabling researchers and
practitioners to make better decisions based on insights from their data.

In order to ensure that the models can be deployed in any environment and are easily
reproducible, the Edge Embedded AI Kit encapsulates AI pipelines in Docker images that
are subsequently stored in a Docker registry and executed by the Model Orchestration com-
ponent (see Section 4.2.4). In order to upload and download images, the Edge Embedded
AI Kit has an API with push and pull methods, respectively. Those methods have been
implemented using the Docker SDK for Python11.

4.2.3. AutoML Algorithm Selection/Recommendation

The AI Model Generation pipeline (see Section 4.2.2) incorporates an automated
process of recommending machine learning methods [53,54]. This recommender module
aims to assist experts in selecting an optimal approach called strategy (an appropriately
parameterized machine learning algorithm) for a given problem (task) by taking into
consideration its inherent characteristics. These recommendations are prepared in a hybrid
way, combining the advantages of two components:

• Ontological Component: Encapsulates AI methods and manufacturing domain
knowledge using extended AI model ontology12. It establishes a shared conceptual
framework enhancing the reliability and explainability of the recommendations.

• Reasoning Component: Employs inference rules to conclude strategy details (utilizing
insights from both the Ontological Component and the Case-Based Model Reposi-
tory) and initiates the model training phase in the AI Model Generation pipeline
(see Section 4.2.2).

The recommendation process is initialized by establishing meta-knowledge based on
information about previous machine learning experiments and their results. It includes
data descriptors (meta-features extracted from stored datasets), task descriptors (task
details), applied strategies (machine learning methods that, historically, are used to solve a
considered task), and performance metrics (evaluation methods computed for employed
strategies for example, precision). When a new task appears, meta-data for the new training
set is calculated. Then, the meta-data is matched to the existing meta-knowledge. As
a result of this matching, a recommendation is created containing the most appropriate
learning algorithm for the task being considered, along with the selected parameters.

The entire recommendation process is collectively executed by four modules: Data
Descriptor Filter, Strategy Generator, Strategy Ranker, and Model Filter. The Data Descrip-
tor Filler module computes and updates the necessary dataset meta characteristics, which
is crucial for the subsequent component: the Strategy Generator. While some descriptors,
such as the dataset identifier and basic dataset features (e.g., a number of instances), might
be provided by the user, additional dataset meta-characteristics require computation (e.g.,
standard deviation). According to the meta-features extracted and the task type, several
types of data descriptors are found, including general, statistical, and conceptual, based on
information theory and clustering meta-features.
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The Strategy Generator is tasked with creating a comprehensive list of fully instanti-
ated strategies, incorporating the most appropriate AI techniques and algorithms applicable
to a specific dataset for addressing a designated task. The first step includes employ-
ing a graph-based inferential reasoning step to navigate the ontology, deriving potential
strategies while considering the given task, data descriptors, and other pertinent aspects.
Simultaneously, the case-based model repository is accessed through a CBR mechanism13,
acquiring historically effective models used for similar problems characterized by data
descriptors and the given task. These analogous problems contribute additional strategies
to complement those obtained from the ontology. Ultimately, all strategies are combined
and can subsequently undergo filtration based on established information regarding the
pending task.

The Strategy Ranker is responsible for generating the definitive list of strategies by
taking into account certain aspects pertaining to the performance of AI models. The
feedback on the performance of all strategies generated by the strategy generator comes
from the AMG (see Section 4.2.2) component. The AMG component executes diverse
strategies with varying hyperparameters to compute performance metrics that are stored
in a local model repository. The Strategy Ranker module analyses performance data for
each potential strategy, considering factors such as execution cost or other pre-set KPIs to
finally rank the strategies based on the obtained performance metrics. These rankings are
then presented to the user for evaluation.

The last module is the Model Filtering module, which governs the addition of new
cases to the Case-Based Model repository. It determines the relevance of newly trained
models, along with their characteristics and performance-related data, to be incorporated
into the local repository of the Recommender System, adding the benefit of an automated
learning mechanism.

4.2.4. Model Orchestration

In knowlEdge, we use CEML as a starting point for defining the requirements for
creating an innovative and robust platform for the orchestration of the AI learning pipeline
within the compute continuum. The primary objective of the Processing and Learning
Orchestrator (PLO) component and its accompanying Deployment Agents (DAs) is to equip
the high-level knowlEdge components with suitable tools and APIs for MLOps, thereby
facilitating a seamless AI lifecycle orchestration experience for end users.

The architectural representation depicted in Figure 7, where boxes in grey represent Or-
chestration components, purple boxes represent other knowlEdge components, and finally,
blue boxes represent interfaces, illustrates how the knowlEdge platform’s components can
deploy AI models and apply intelligence across diverse locations, spanning from network
edges to cloud environments in the computing continuum. This process is accomplished
through interactions with the PLO component, which efficiently delegates the AI model
deployment requests coming from the other knowlEdge components to the most fitting
DA. When a component requests the deployment of a model through the Core Orchestrator
subcomponent’s REST APIs, the PLO module automatically selects the most appropriate
DA based on factors such as node computational power, latency requirements, and data
locality. Importantly, the PLO and DA components are designed to operate within different
environments and platforms, including edge devices, on-premises servers, and cloud-
based infrastructures. This enhanced automation in the deployment process minimizes
the need for manual intervention and optimizes the deployment of AI models throughout
the edge-to-cloud continuum. The secure transmission of deployment processes across
the network is facilitated by a dedicated Transport Layer Security (TLS) relay server and
clients, establishing an isolated tunnel. The Agent module initiates the deployment process
within the desired environment, transmitting the request via an asynchronous queue to
a Worker module responsible for fetching the model images, which contain the actual
models and the frameworks required for performing the training and inference operations,
from the repository managed by the Edge Embedded AI Kit component (see Section 4.2.2).
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In order to ensure isolation among potential instances of DAs residing within the same
environment, the containers holding the model images are deployed inside a dedicated
Docker-in-Docker (DIND) container14. Each model container, once deployed, can exchange
data with any other knowlEdge component through the message broker (see Section 4.1.2)
by using the MQTT Interface.

Figure 7. Orchestration components architectural schema. Grey boxes represent Orchestration com-
ponents, purple boxes represent other knowlEdge components, and blue boxes represent interfaces.

The DA module monitors the resource utilization of each deployed model by leverag-
ing a dedicated Prometheus15 instance. This provides real-time performance information to
operators through a user-friendly Grafana-based dashboard16, enabling them to promptly
assess the efficiency of infrastructure utilization. These metrics can also be accessed by any
other knowlEdge component by querying the Prometheus APIs exposed by the PLO. The
integration of Prometheus, cAdvisor17, and the Node Exporter modules18 within the com-
ponent equips operators with comprehensive real-time hardware monitoring and logging
capabilities, empowering them to improve the effectiveness of the orchestration process by
retaking manual control of the process at any time, keeping the human in the center.

4.3. Human-AI Collaboration

In knowlEdge, there is a special emphasis on how humans interact with the AI models
generated by the knowlEdge Discovery component (see Section 4.2.1) and the AI Model
Generation component (see Section 4.2.2). Developing a framework of AI solutions that
capture and process data from various sources, including human-AI collaboration [55],
is one of the key challenges in modern-day agile manufacturing [56]. This challenge is
exacerbated by the lack of contextual information and nontransparent AI models.

The purpose of human feedback is to provide a user interface to allow subject matter
experts to inject domain knowledge into AI models in order to provide semantic information
to previous knowledge, as, for example, a detailed description of a process or data. It offers
enhanced comprehension of the data, and it also enables a more thorough evaluation of
the entire AI pipeline. In other words, the role of human-AI collaboration is to offer an
interface between subject matter experts and AI models, where, in this case, the goal of the
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human-AI collaboration is to facilitate human feedback for domain experts, i.e., machine
operators and managers who may not have deep knowledge of the intricacies of AI models.

After reviewing prior research, we describe our concept domain knowledge fusion in
agile manufacturing use case scenarios for human-AI interaction. We identify two kinds
of knowledge: (i) learned knowledge, i.e., the knowledge generated by the AI model, and
(ii) engineered knowledge, i.e., the knowledge provided by the domain expert. We identify
three aspects of domain expert interaction with our AI systems to observe and (i) reject
if the learned knowledge is incorrect, (ii) accept if the learned knowledge is correct, or
(iii) adapt if the learned knowledge is correct but needs modification. We demonstrate
these concepts for researchers and practitioners to apply human-AI interaction in human-
centered agile manufacturing.

As shown in Figure 8, where boxes in white and grey represent Human-AI components,
Human-AI Collaboration is composed of multiple subcomponents and interfaces that enable
communication with external systems, such as data sources, model repositories, machine
configurations, and decision support systems. The subcomponents are (i) Model and
Data Selection, which enables operators to choose AI models and data from a list of
available options in order to evaluate the effectiveness of the AI models on the given
data for the specific scenario at hand; (ii) the subcomponent for Parameter Optimization
provides managers and machine operators with an interface via which they can select the
parameters in order to try various possibilities of values and observe the outputs in order
to implement parameter optimization that could lead to the best outcome for the scenario
at hand; (iii) the Configuration Adaptation subcomponent enables machine configurations
or measurements to be updated or upgraded, and in cases where a model necessitates
specific machine configurations that require modification, operators/managers can adjust
the machine settings to align with the relevant model. For example, if new machines or
sensors may need to be included within the Human-AI Collaboration ecosystem, their
configuration should be incorporated and stored in such a way that they are accessible to
the modules which, in turn, ensures extensibility; (iv) Domain Ontology Enrichment with
engineered knowledge describes the scenario where the AI model analyzes the given data
for a task (e.g., outlier detection) and produces its result (e.g., that a given data point is an
outlier), the domain expert realizes that the output of the model is not right (e.g., that the
data point is not an outlier), and the information provided by the domain expert (i.e., the
data point is not an outlier) is stored in the repository of ground truth and sent back to the
AI model for retraining. It can be used by operators and managers to enrich the knowledge
repository by incorporating new entries derived from executing the system with diverse
settings for models, parameters, and configurations.

Figure 9 demonstrates the implementation of the Human-AI Collaboration process,
which involves the selection of data and models, as well as parameter optimization. This
includes the data flow and user interface (UI) for model selection and parameter optimiza-
tion. Through this UI, domain experts can choose models, set parameters, and optimize
parameter values. As indicated with a red star in the model and data payload, the model
requires availability of data url and a pre-processor corresponding to the selected model.

The UI displays a visualization of the processing results based on the chosen model,
parameters, and values. After the expert finalizes a decision on which model, parameter,
and values to proceed with, the UI then provides an option to export the results, which are
subsequently utilized by the Decision Support System (DSS).

Moreover, the domain expert selects a section of the visualization and provides engi-
neered knowledge, i.e., the manual labeling of data points. This helps the user to visually
inspect the dataset and enrich it with domain knowledge to boost the quality of the data
to be used as a training dataset for better ML model performance. For example, for an
AI model built for anomaly detection, this is achieved by enabling the user to select the
data point on the visualization plot in order to display and review (and, when applicable,
modify) the data that are marked by the system as anomalies.
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Figure 8. Human-AI Collaboration components and Interfaces.

Figure 9. Human-AI Collaboration Flow Diagram.

4.4. Model Sharing-knowlEdge Repository

The knowlEdge Repository is the central cloud instance used to store AI models and
their describing meta-data in the project. This component is used for model deployment
since it allows a feature rich access to former results and models for the development
of future models, as well as for the use of already existing models generated by other
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components (see Section 4.2). This information is designed in order to find similar models
and to give the decision support system as many opportunities as possible to suggest
appropriate models. Despite this, there is still a high degree of flexibility to account for
unusual models or innovative evaluation metrics.

4.4.1. Technical Overview

The knowlEdge Repository is designed to be available as a single cloud instance that
is accessible by a REST-API. It can be containerized using Docker [51] and consists of three
parts (see Figure 10, where grey boxes represent knowlEdge repository components, purple
boxes represent other knowlEdge components, and blue boxes represent interfaces):

• knowlEdge Repository Management: The server hosting the API (implemented in
Python [57] using Flask [50]);

• Metadata Database: A NoSQL database using MongoDB [58] to store the meta-data
in an efficient manner and ensure fast access;

• Model Database: A Hadoop-distributed file system [59] that stores the model files in a
distributed and accessible way. The models must be in the ONNX19 or PMML [60] format.
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Other KnowlEdge
Components
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Retrieve assets
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Figure 10. The architecture of the knowlEdge Repository.

The meta-data is stored using a fixed ontology (see Section 4.4.2 and Figure 11) to
ensure a feature with rich reusability of the models, while the model files themselves may
consist of ONNX or PMML files. This way ensures that the models stored in the knowlEdge
Repository can be used in many different machine learning frameworks. While PMML
is an apt format for many classical machine learning techniques and pipelines, it is not
suited for models with a large parameter count, such as with neural networks. In order to
circumvent this problem, a second format, ONNX, is accepted, as this allows for storing
even big neural network models in a memory-efficient fashion.

4.4.2. knowlEdge Ontology

In order to ensure the meaningful identification of fitting models for different tasks, a
plethora of meta-data is stored in the knowlEdge Ontology (see Figure 11). It is based on
the ML schema ontology [61] but does not include some information that is not useful or is
even misleading in our context. In total, 12 different types of entities exist in the knowlEdge
Ontology, which are described in more detail in the following paragraphs. These can be
split into user-related, model-related, task-related, and performance-related entities.
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The only user-related entity type is the User, which is needed to store the models in a
meaningful way. It consists of a name, an affiliation, the time of its creation, and an e-mail
address. A User can be the owner of multiple Models and can also create Application, Data,
and Property Type entities.

Model

ID: String
name: String
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keywords: String[]
metadata: String[]
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Figure 11. The Ontology of the knowlEdge Repository.

The model-related entity types are Model, Model Specification, IO Vector, and Model
Type. These contain information used for the Model Deployment. The Model resembles the
most important information about a Model, such as its name, description, and the time it
was created. A Model is also connected to a Model Type and a Model Specification. Models
can hierarchically have children or parents and are also linked to several IO Vectors as in-
and output. A model is always trained for a single Task, while it can be linked to other
Tasks with several Performance Evaluations. A Model Specification is the actual model used
for Deployment. It can either be specified as a PMML or an ONNX file, specifying the
model. IO Vectors are used to represent the in- and output of a Model. They contain a name,
dimensionality, and data type. These can be in- and output to several Models. They can
also specify a pipeline of Models, where the output of one model is used as the input of
a subsequent Model. A Model Type is used to categorize different Models so that a User
can detect similar Models. In the data schema, this is only presented by its name and the
hierarchy between different Model Types.

The task-related Entity Types resemble the information from Problem Definition, Data
Acquisition, and Data Preparation. A Task has a name, the time it was created, an Analysis
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Type, an Application, Data, and a possible parent model. Additionally, the User who
created the Task is stored. Several Tasks can be children of a single Task, and multiple
Models can be trained for any Task. A Task, hence, is the complete description of a problem,
which concludes all information needed by a Model. An Analysis Type resembles a formal
viewpoint for a problem (e.g., image recognition). These can also have a hierarchy to give
granular possibilities to classify a problem. It is only represented by its name. Similarly, an
Application is the business-oriented view of a problem (e.g., defect detection). A Data entity
consists of the concrete dataset gathered during Data Acquisition and Data Preparation. It
contains its differing Properties as well as the timespan over which the data was acquired.
A Property resembles a single measurement and consists of its shape and the Property Type
it implements. These Property Types consist of the Type of the data as well as the number of
dimensions each property has.

The performance-related Entity is the Performance Evaluation, which is used for Model
Evaluation. It represents a measurement of a given performance measure from a Model
on a Task.

This information can help to identify similar problems and identify already existing
solutions for given problems. In particular, the hierarchical entities enable feature-rich
meta-data to identify fitting models for a given problem.

4.5. Data Generation and Model Validation-Digital Twin Framework

Digital twins (DTs) are virtual representations of objects, products, equipment, people,
processes, or even complete manufacturing systems. Digital twins are used to improve
operational efficiency, predict maintenance needs, and optimize performance [62]. Digital
twins play important roles at different stages of an AI system’s development.

In Data collection and labeling, digital twins generate synthetic data that augment real
data to train AI models.

When training the Model, digital twins provide realistic environments to develop,
test, and optimize AI models. DTs can provide feedback and refinement, monitor the
performance that AI models have in the real world, and provide data to continually
improve the models. Finally, while evaluating and optimizing models, digital twins can
simulate complex scenarios to find the best ways to deploy AI systems and integrate them
with human workflows.

In recent years, digital twins have evolved from isolated representations (mainly CAM
models in the design phase) to core integrations of other solutions, such as AI models, IoT
data frameworks, robotic controllers, or advanced AR systems. Nowadays, digital twins
play an integral role in improving manufacturing efficiency and process optimization, as
they represent a counterpart of the physical reality and allow for the integration of existing
relevant technologies, such as machine learning solutions, visualization analytics dash-
boards, and data transformation pipelines. A digital twin can capture the entire lifecycle
of a product or process, from design and development to operation and maintenance [63].
This allows for continuous improvement and feedback loops across different stages and
stakeholders. However, the normal approach is to have specific digital twins at different
lifecycle phases or for specific domains, as the set of functional services required is different.
Digital twins can communicate with their physical counterparts in real time, providing
alerts, insights, and recommendations based on data analysis and artificial intelligence
while controlling them as a result of computing machine learning models with smart
decision-making actions. Digital twins are at the core of the next evolution of AI algorithms,
as manufacturing digital twins provides the mechanisms to generate realistic synthetic data
that permit machine learning solutions to learn from scenarios where data are not available
or where getting or evaluating data is very expensive [64].

The knowlEdge Digital Twin functional architecture is presented in Figure 12, where
boxes in white represent UI interfaces, grey boxes represent backend digital twin compo-
nents, purple boxes represent other knowlEdge components, blue boxes represent inter-



Systems 2024, 12, 48 21 of 32

faces, and finally, black boxes represent external components. The main functional building
blocks are covered here:

Figure 12. Digital Twin architecture framework.

• State Management: Digital twins register the information of physical assets, products,
and processes, among others. The knowlEdge Digital Twin covers the editing of digital
twin data models with prepopulated concepts rooted in ISO 23247 and following
the JSON-LD format, making the solution compatible with other solutions, such as
FIWARE context brokers. Models are populated thanks to continuous synchronization
with the real-world data provided by the Data Collection Platform (see Section 4.1.1).

• Digital Twin Visual editor: Many digital twins cover topics in the design phase, where
uncertain or never-before-seen scenarios are simulated and put under stress; knowlEdge
provides a 3D editor and viewer based on web-based solutions such as three.js20. The
visualizations are also used to support control in the production phases of shop floors.

• Behavior Simulator Manager: Supporting the integration of internal and external
simulators. The knowlEdge platform provides a range of simulators in areas such as
production scheduling, resilience evaluation, simulation of physics based on stochas-
tic processes, and the generation of synthetic data based on AI copulas algorithms.
Digital twins interact with the AI models generated by the AI model generator
(see Section 4.2.2) to run AI simulations and surrogate AI models when traditional
physics-based simulations are not computationally efficient. Digital twins are an inte-
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gral part of the lifecycle of AI/ML solutions, as the real or simulated data generated by
their simulations can be the perfect input for training ML models or running inferences
from those ML models. On the other hand, the predictions generated by AI models
can be validated through shop floor simulations by using the digital twin.

5. Use Cases for the knowlEdge Framework

The development of the knowlEdge project was motivated by specific use cases and
practical applications within the manufacturing sector. Three prominent use cases, each
representing a distinct manufacturing context, have been identified: Parmalat, Kautex,
and Bonfiglioli.

5.1. Parmalat: AI-Optimized Production Planning in the Dairy Industry

Parmalat, a major player in the Italian milk market and a central focus of the knowl-
Edge project, is undergoing transformative advancements at its Collecchio and Rome
plants. Collecchio, the flagship facility, focuses on the intricate task of scheduling pack-
aging lines efficiently, where the development of a scheduling tool capable of dealing
with finite capacities can be very beneficial. This tool addresses the challenge of aligning
production with market demands and resource constraints, with the overarching goal
of optimizing sequential processes, enhancing efficiency, and minimizing losses through
the integration of AI technologies. Simultaneously, the Rome plant aims to extract and
integrate information from diverse data streams to predict requested volumes, optimize
warehouse management, reduce stock, improve production flows, minimize waste, and
enhance overall co-ordination.

The impact of these use cases on the project’s design is profound, emphasizing the
imperative for AI-driven solutions adept at handling complex production scheduling and
dynamic adjustments. The project strives to provide tools capable of predictive simulations,
minimizing human input, and enhancing the prediction of quality parameters in incoming
milk. The scenarios underscore the critical importance of real-time rescheduling, efficient
data utilization, and the ability to adapt swiftly to changes in demand or unforeseen
disruptions, shaping the project’s vision for a comprehensive and responsive AI-powered
manufacturing framework.

5.2. Kautex: Understanding Process Parameters in Automotive Manufacturing

Kautex, a key player in the automotive industry, focuses on understanding the convo-
luted dependencies between process parameters affecting product dimensions in plastic
fuel system manufacturing. The project aims to develop a system that supports technicians
and specialists in setting up procedures, predicting the impacts of different settings, and
receiving immediate adjustments or countermeasures in response to detecting deviations
during the sampling and production processes.

The Kautex use case underscores the importance of understanding the interactions
among an abundance of parameters influencing product attributes. It influences the design
by emphasizing the need for a system that facilitates the setup of procedures, highlights
potential impacts, and motivates quick reactions to deviations. The project aims to develop
AI models capable of enhancing the learning process from past issues and settings, ensuring
a more robust and adaptive manufacturing process.

5.3. Bonfiglioli: Automation of Assembly Quality Control

Bonfiglioli, which specializes in power transmission and drives, targets the improve-
ment of assembly quality and product reliability. The focus is on automating quality
controls during the assembly process, reducing failures, and ensuring a safer and more
usable workplace for operators.

The Bonfiglioli use case highlights the importance of quality control automation in
assembly procedures. The project aims to develop systems that not only improve assembly
quality but also enhance operator safety and usability. The scenarios emphasize the need
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for real-time quality checks, immediate troubleshooting, and comprehensive data recording
for continuous improvement.

The knowlEdge project’s design has been significantly influenced by these specific use
cases in the manufacturing sector towards AI-driven solutions capable of handling complex
scheduling, dynamic adjustments, and real-time adaptability. The emphasis on predictive
simulations, the reduced need for human input, and improved quality predictions directly
stem from the requirements of these real-world manufacturing challenges.

6. Platform Design and Deployment

The platform’s design process involved a systematic approach, beginning with the
identification of specific use cases within the manufacturing sector. By engaging with
partners such as Parmalat, Kautex, and Bonfiglioli, the project gained valuable insights
into diverse manufacturing contexts, allowing for the identification of unique challenges
and requirements. The design phase meticulously crafted integration workflows, en-
suring seamless collaboration between AI models, human experts, and manufacturing
environments. The development team prioritized adaptability, collaboration, and efficiency
to address the complexities of real-time adjustments, data diversity management, and
human-AI collaboration.

The resulting architecture diagrams provide a clear framework for the deployment
phase, with specific attention to cloud-based training, inference in fog, and other scenarios
tailored to the diverse needs of the manufacturing partners. In order to ensure seamless
deployment, two distinct environments were defined: a testing environment in LINKS21

and a production environment for each of the pilot cases. The testing environment played
a pivotal role in the deployment strategy, serving as a controlled space to validate the
platform’s functionalities, troubleshoot any potential issues, and fine-tune configurations
before actual implementation in the pilot premises.

Once on the pilot premises, two distinct deployment scenarios based on their specific
needs were defined.

6.1. Training Cloud-Based/Inference Fog-Based

In this scenario, AI models undergo training in the client’s cloud infrastructure, lever-
aging the computational capabilities of a remote environment for tasks such as processing
extensive datasets and training complex models. Following the training phase, the models
are deployed and executed on fog devices or edge nodes, facilitating real-time inference
within the manufacturing environment. The fog nodes, located closer to edge devices,
handle local data for efficient inference tasks. This deployment strategy offers advantages
such as efficient resource utilization, handling large-scale datasets, and flexibility for ac-
cessing tools and libraries for model development. Centralized management in the cloud
streamlines model training, deployment, and updates.

6.2. Training and Inference in Fog

In this alternative scenario, both training and inference occur directly at fog or edge
devices. Fog nodes possess sufficient computational resources to handle training tasks, and
the trained models are executed locally on the same devices.

This scenario prioritizes low latency and offline capability, as data processing and
decision-making happen locally without relying on cloud communication. It enhances
privacy and security by keeping sensitive data on local devices and reducing the need for
external server transmissions. However, challenges arise from the limited computational
resources of fog devices, especially for complex and large-scale training tasks. Data remain
on the edge device, minimizing transmission needs and reducing latency, with only model
updates transferred between the edge device and the server, significantly reducing band-
width requirements. This approach empowers fog devices to contribute to the training
process effectively.
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The first strategic deployment approach entails distributing various components across
the continuum: the edge, fog, and cloud. Consequently, the components responsible for
data acquisition and preparation are strategically placed across all three layers to ensure
universal data accessibility. Regarding the learning process, critical tasks, such as feature
extraction or anomaly detection, are performed in the fog layer. This decision is rooted
in the idea that executing these tasks closer to the data source minimizes latency and
augments real-time processing capabilities. The recommendation and model generation
components are flexibly deployed in both the cloud and fog layers, depending on the
specific action—whether it involves training or inference, akin to the orchestration process.
Additionally, components associated with human-AI collaboration and the user interface
find exclusive deployment in the fog, capitalizing on benefits such as reduced latency
and an enhanced user experience. Lastly, the knowledge repository’s deployment in both
the fog and cloud facilitates updates during both the training and inference phases. It is
crucial to note that the knowlEdge Marketplace is deployed solely in the cloud, serving
as a centralized hub for knowledge management, fostering collaboration, and efficiently
disseminating knowledge within the project’s domain. This cloud-based knowlEdge
Marketplace acts as a central point for collaborative efforts and streamlined knowledge
sharing throughout the entire project ecosystem.

In cases where only the fog layer is available, all the components are deployed in the
same layer.

Considering both deployment strategies, Parmalat and Kautex are set to follow the
deployment scenario outlined in the first case, involving cloud-based training and inference
in the fog. This approach ensures the efficient utilization of computational resources and
centralized management in the cloud, allowing for large-scale model training and stream-
lined deployment processes. However, the decision to adopt this scenario is not solely
based on technical considerations; privacy concerns also play a crucial role. By keeping
training processes centralized in the cloud, Parmalat and Kautex can manage sensitive data
more securely and efficiently. In contrast, Bonfiglioli, with a focus on privacy and security
in assembly quality control, adopts the second case, involving both training and inference
in the fog. This approach prioritizes local processing and decision-making, minimizing
the need for transmitting sensitive data to external servers. In essence, the deployment
choices align with both technical requirements and the specific privacy considerations of
each manufacturing partner.

7. Discussion

As it is perceived, AI lifecycle orchestration can be strictly connected with Industry 5.0
principles as long as it is based on a compute continuum with the aforementioned
characteristics. In the current work, we have defined the fact that an edge-to-cloud
continuum is able to meet both the requirements (a) coming from companies, including
those related to automated and streamlined AI/ML processes, and those (b) coming
from the European Commission related to ethics and trustworthy AI22 with Human-in-
the-Loop as a core element of Industry 5.0. In particular, by applying the knowlEdge
framework for human-centric AI lifecycle orchestration, we contribute to the following
human-AI lifecycle stages:

• Starting with the data acquisition part, as soon as data are collected, data explo-
ration starts. At this stage, based on the introduced knowlEdge Discovery Engine
(see Section 4.2.1), a human can be involved in the feature extraction process.

• Regarding model development, humans can be involved by using the Human-AI Col-
laboration module (see Section 4.3) that has been developed. By using this component,
an end-user can provide information regarding the data source, the task, its setup, and
the final strategy to be followed regarding execution and deployment.

• In order to further assist humans in the selection of AI models that should be executed
in the task at hand, an AI system should be able to provide a recommendation strategy
and XAI functionalities to the user at the same time. These requirements have been
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covered in knowlEdge, following the approach described in Section 4.2.3. A recom-
mender based on semantic reasoning provides recommendations about which strategy
should be followed and presents the AI model’s performance metrics. Information
regarding the importance of features/variables during the models’ training is also
available by using libraries such as Dalex.

• In order to further boost human-AI collaboration regarding model execution, a user
is able (by using UIs) to select models and parameters and to optimize the model’s
parameters based on his/her knowledge as a domain expert.

• The continuous monitoring of AI model performance and maintenance can be in-
corporated by AI pipelines. In knowlEdge, such functionality has been added and
extended again with human-AI features, keeping humans in control of retraining
the AI models. In order to support this functionality, a kind of knowledge base for
training models is needed in order to keep previous versions of the models alongside
various meta-data, including the AI model’s metrics. For this purpose, knowlEdge has
deployed a repository that is based on an ontology for describing AI model meta-data.

• AI Bootstrapping and testing of AI model performance can be improved by using sim-
ulation environments. For the knowlEdge case, digital twins can simulate manufactur-
ing environments and validate the results of the AI models in a virtual environment.

• Finally, UIs are of great importance to support human-centric AI orchestration. knowl-
Edge features user-friendly interfaces capable of explaining AI outcomes and input
controls, along with navigational elements, to enable users/experts to insert their
feedback and expertise during various stages of AI lifecycle orchestration.

The proposed knowlEdge approach moves a step further from current AI orchestration
approaches, as it introduces strong human-AI collaboration during various stages. Several
cloud orchestration solutions have become available, such as Kubernetes23, Cloudify24

and Docker Swarm25. Major cloud providers also offer tools for orchestration, such as
AWS CloudFormation26, and Google’s Deployment Manager27. However, they do not
cover the cloud-to-edge orchestration that knowlEdge introduces, and this better meets
the needs of smart manufacturing domains, as data are available both on the edge and in
the cloud. In recent years, the orchestrators considering edge resources have been enabled
by open source frameworks such as KubeEdge [65]. However, the current solutions
struggle to manage the dynamism (at application and infrastructure) in edge and fog
computing environments, as they are primarily inspired by the reliability inherent in cloud
environments. Other approaches, such as MiCADO [66], introduce an orchestrator for
the cloud-to-edge continuum; however, this focuses on the delivery of an operational
solution. The knowEdge differential approach adds the human-centric concept as a part of
AI orchestration in the cloud-to-edge continuum.

In addition to the orchestration part, the introduced solution contributes to the Industry
5.0 domain by providing a complete framework for data collection, analysis, forecasting,
and decision support, with a strong focus on the human aspect. Early approaches related
to the selection of various AI models to solve an industrial project have been introduced by
several EC projects. In Boost 4.0, a cognitive analytic platform powered by AI solutions [67]
was introduced. It provides model selection based on various metrics. However, the
metrics are used for auto-triggering retraining without human collaboration and XAI
functionalities are missing as well. In general, there are limited solutions regarding the
delivery of AI services that are fully relevant to Industry 5.0 concepts. In general, most
of the articles related to Industry 5.0 mainly focus on the concept itself, its trends [68],
available technologies towards Industry 5.0, [69,70] etc.

In addition to the research outcomes, ICT world leaders have delivered various cloud-
edge IoT platforms that provide AI solutions for smart manufacturing. The SIEMENS Edge
Computing Platform28 for the Machine Tool domain combines SIEMENS Mindsphere29

cloud services with an edge runtime environment. This approach enables the development
and deployment of applications for the edge environment. However, it is limited to the
machine tooling domain, and the AI applications that support inference and analysis



Systems 2024, 12, 48 26 of 32

are not clear. A similar approach was introduced by SAP—SAP Edge Services30. It is
considered to be an extension of the core SAP Analytics Cloud31. However, the edge
part seems more focused on data streaming and preprocessing, whereas services such as
training, analysis, and inference are on the cloud. Microsoft’s Azure IoT-edge32 provides a
solution for customers to deploy models that are built and trained in the cloud and run
them on-premises. AWS for the edge33 from Amazon is another alternative that enables
data processing, analysis, and storage close to customer’s endpoints, allowing for the
deployment of APIs outside of AWS data centers. As in the case of the knowlEdge approach,
the ones provided by world leaders are based on the containerization approach. Their pros
are that they are widely used and tested, they support various communication protocols
and data types, and they have extensive documentation and support. On the other hand,
they are very generic, as they aim to meet customer needs beyond smart manufacturing,
and they lack human-AI collaboration approaches to Industry 5.0. knowlEdge (to the best
of our knowledge) proposes one of the first complete platforms for smart manufacturing
that is able to support complete AI lifecycle orchestration for the delivery of human-centric
services in the Industry 5.0 era.

Furthermore, pathways regarding artificial intelligence in manufacturing have been
introduced. The adoption of AI practices by companies has been classified at various
levels [71], starting from Level 1, where no AI is involved and humans are in control, and
reaching Level 5, where AI is in control and no humans are involved in decision-making.
In the case of knowlEdge, which focuses on industry partners with limited experience
in AI, all use cases begin in their original state at Level 1. This means that humans are
fully in control, and no AI systems are involved in the decision-making process. However,
the implementation of the technologies covered in the article leads the demonstrators
to advance along the AI pathway. Although there is not a single level involved, the
functionalities introduced are distributed across Levels 2, 3, and 4. This includes AI
assistance, where AI systems provide additional information to aid human decision-making;
AI recommendation, where the AI suggests decision options for human evaluation; and
collaborative AI, which involves a collaborative approach to decision-making with mixed
teams of humans and AI systems. It is important to note that knowlEdge intentionally
avoids reaching Level 5. This level implies that AI is in complete control without human
involvement. The work aims to maintain human participation in the manufacturing setting,
prioritizing collaboration between humans and AI rather than the full autonomy of AI
systems in order to remain fully compliant with EC guidelines and ethics.

Finally, we summarize the results of our described component designs as follows:

• Human-AI Collaboration: The knowlEdge platform places humans at the core of the
whole AI pipeline, from development to deployment. This collaboration enhances
the quality of AI models based on human expertise by allowing domain experts to
collaborate effectively with the platform.

• Data Exploration and Management: The platform includes a comprehensive toolset
for data acquisition and exploration. The knowlEdge Discovery Engine empowers
users by allowing them to extract meaningful features from raw data.

• Model Selection and Development: knowlEdge introduces a novel model recommen-
dation system based on semantic reasoning, allowing users to participate in and under-
stand the decision-making process to select suitable models for domain-specific tasks.

• Human-AI Feedback Loop: The platform natively integrates XAI techniques to provide
transparent insights into the behavior of the AI models in production.

• AI Monitoring and Maintenance: The platform features a pro-active AI model mon-
itoring system that detects performance degradation and allows for the automatic
scheduling of model retraining, also taking human feedback into account.

Moreover, we showed three further key aspects through which the knowlEdge ap-
proach advances AI lifecycle orchestration:

• The knowlEdge platform presents a novel approach to AI lifecycle orchestration that
is differentiated from other proposals by emphasizing human-AI collaboration and
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placing it at the center of the process. This allows for human expertise in manufactur-
ing domains to be brought closer to AI capabilities, which are usually too specific for
AI experts.

• The integration of a Digital Twin Framework is a novel contribution, allowing do-
main experts to execute realistic simulations that facilitate the training, testing, and
optimization of AI models way before bringing them into production.

• Another novel contribution is the addition of an AI model recommendation system
based on semantic reasoning and explainability, enabling transparency and more user-
friendly interfaces closer to the nuances of each specific manufacturing domain. This
should enable manufacturing experts to understand and control the AI models better.

8. Conclusions and Future Work

In this work, we introduced the knowlEdge Platform as a software solution capable
of assisting developers of AI-based solutions along the whole AI lifecycle. Through an
emphasis on human-AI collaboration, it bridges the gap between domain experts and AI
capabilities. The approach presented shows how the different knowlEdge development
solutions perform data cleaning, data engineering, AI training, and development in the
cloud-to-edge continuum, empowering the user with tools to enrich the AI models (AI-
Human collaboration and knowledge management) semantically to support their training
(and retraining based on domain expert knowledge) and to digitize the manufacturing
assets through the knowlEdge digital twin. However, given the potential challenges related
to varying technical expertise among domain experts, future research could investigate
how the framework accounts for this diversity and whether additional training or user-
friendly interfaces are needed. The integrated solution is currently being validated in
three industrial companies in the dairy, automotive, and tooling manufacturing sectors. In
the future, it will be essential to discuss how the framework can adapt to industries with
different production processes, data structures, and regulatory environments. Exploring
customization options or industry-specific modules could enhance its versatility. The
AI solutions tested ranged from the cloud training of AI model solutions to deployment
in the fog/edge through the Edge Embedded AI kit and the Processing and Learning
Orchestration component. The solution improves the time span of AI solution development
and supports the pro-active detection of performance degradation of AI models through the
active monitoring of AI model results and the continuous collaboration of AI and humans.
In this paper, we focus on presenting the human-centered AI orchestration framework
rather than the results of specific pilot applications. Therefore, our documented findings are
related to the core parts that a human-centered AI system for Industry 5.0 should include.
The concept of Industry 5.0 aligns with a human-centric approach, recognizing the vital
role of humans in the manufacturing industry. In addition, the integration of explainable
AI techniques for transparency also takes into account the ethical considerations related to
the interaction between humans and AI. This avoids potential biases in AI models. Thus,
technology should indeed be seen as a supportive tool, augmenting human activities to
improve processes and generate greater value. Consequently, the integration of human-
AI interaction, exemplified by knowlEdge, focuses on key aspects of human-centered
manufacturing, including understanding human behavior and reasoning, combining human
and AI capabilities, and managing skills and knowledge. By embracing these approaches,
we can create a future where humans and technology collaborate harmoniously, leading to
more effective processes and increased value in the manufacturing industry. In addition
to the digital twin technology, the framework can also evolve by incorporating emerging
technologies, such as augmented reality (AR) or virtual reality (VR), to enhance human-AI
collaboration. For instance, integrating AR interfaces for real-time data visualization during
manufacturing processes might provide an immersive and interactive experience for users.
Moreover, future work can focus on user-centric design and usability by incorporating
user feedback mechanisms within the platform, involving regular usability testing, and
providing customizable dashboards for a more user-friendly experience.
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When examining the future implications of human-technology interaction, one no-
table aspect is the role of human-AI interaction in triggering participatory management.
This means that the involvement of both humans and AI systems in decision-making
processes allows for a more inclusive and collaborative approach to management, de-
parting from traditional hierarchical management structures and embracing bottom-up
or circular approaches. Furthermore, human-AI interaction, when implemented at the
appropriate points or nodes within processes, facilitates self-steering. This means that em-
ployees have more control and autonomy in managing their own tasks and responsibilities
within the overall manufacturing process. This can contribute to the development of more
adaptable and resilient structures, ensuring a greater probability of continuity even within
unforeseen events.

As it is perceived, it is essential to recognize that human-AI interactions can have
far-reaching impacts that extend beyond the immediate routines of manufacturing pro-
cesses. However, beyond the human-centered part that is covered to a high degree by
the knowlEdge framework, the future steps of this work also include understanding the
compliance of the framework with the other core trends (or event standards) of smart
manufacturing, such as the concept of common data spaces and the knowlEdge sharing
among organizations. The human-AI-centered AI orchestration framework that is intro-
duced here will be extended to be compatible with data space concepts regarding sovereign
data sharing. By coupling the knowlEdge cloud-to-edge continuum with concepts coming
from IDSA34, FIWARE35, GAIA-X36, etc., it will be possible to create a human-centered AI
orchestration framework that can be adopted by many European industries and factories;
this will extend current European manufacturing data space approaches [72] to include
AI orchestration and human-centered concepts rather than only data with relevant usage
policies and governance rules). Contributing to or leveraging these standards will ensure
seamless interoperability with other systems and data spaces within the manufacturing
ecosystem.

In conclusion, the market success of the knowlEdge platform depends on its com-
patibility and interoperability; these are critical factors that will determine its widespread
adoption. The platform’s resilience is further bolstered by its ability to cater to a diverse
user base and diverse industries. Integrating robust feedback mechanisms ensures ongoing
refinement, enabling it to adapt to evolving user needs. By allowing the incorporation of
further emerging technologies and capitalizing on their diverse benefits, the knowlEdge
platform promises continuous support and timely updates and anticipates future develop-
ments. This multifaceted approach not only secures the platform’s immediate relevance
but also lays the foundation for its long-term sustainability.
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