
24 April 2024

POLITECNICO DI TORINO
Repository ISTITUZIONALE

Advanced Model-based Approaches to be Applied in the Context of a Bidding Zone Review / Quaglia, Federico; Limone,
Mario; Screpanti, Giovanni; Chicco, Gianfranco; Colella, Pietro; Mazza, Andrea; Russo, Angela; Bovo, Cristian; Ilea,
Valentin. - ELETTRONICO. - (2023), pp. 1-6. (Intervento presentato al  convegno 2023 115th AEIT International Annual
Conference (AEIT 2023) tenutosi a Rome (Italy) nel 05-07 October 2023) [10.23919/AEIT60520.2023.10330340].

Original

Advanced Model-based Approaches to be Applied in the Context of a Bidding Zone Review

IEEE postprint/Author's Accepted Manuscript

Publisher:

Published
DOI:10.23919/AEIT60520.2023.10330340

Terms of use:

Publisher copyright

©2023 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any
current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating
new collecting works, for resale or lists, or reuse of any copyrighted component of this work in other works.

(Article begins on next page)

This article is made available under terms and conditions as specified in the  corresponding bibliographic description in
the repository

Availability:
This version is available at: 11583/2985503 since: 2024-01-31T13:54:13Z

IEEE



Advanced Model-based Approaches to be Applied 
in the Context of a Bidding Zone Review 

 

Federico Quaglia 
Mario Limone 

Giovanni Screpanti 
Terna Rete Italia Spa  

Dispacciamento e Conduzione 
Roma, Italy 

federico.quaglia@terna.it 
mario.limone@terna.it 

giovanni.screpanti@terna.it 

Gianfranco Chicco 
Pietro Colella 
Andrea Mazza  
Angela Russo 

Politecnico di Torino  
Dipartimento Energia “Galileo Ferraris” 

Torino, Italy 
gianfranco.chicco@polito.it 

pietro.colella@polito.it 
andrea.mazza@polito.it  
angela.russo@polito.it  

Cristian Bovo 
Università degli Studi di Pavia 

Dipartimento di Ingegneria Industriale e 
dell’Informazione 

Pavia, Italy 
cristian.bovo@unipv.it  

 
Valentin Ilea  

Politecnico di Milano  
Dipartimento di Energia   

Milano, Italy 
valentin.ilea@polimi.it  

 

Abstract — This paper presents advanced model-based 
algorithms to be applied for identifying alternative 
configurations in the context of a bidding zone review process. 
Two main steps are foreseen in these approaches: in the first 
step, nodal indicators are computed for a sufficiently large set of 
power system scenarios; in the second step, nodes are grouped 
to form candidate bidding zones with the adoption of advanced 
clustering algorithms. In this paper, relevant proposals for 
improving existing methodologies are presented, with the aim of 
improving the reliability and robustness of the proposed 
alternative configurations. In particular, an advanced Security 
Constrained Unit Commitment algorithm is adopted for 
computing the Locational Marginal Prices. These prices are 
then processed using dedicated clustering algorithms to propose 
alternative bidding zones configurations. Relevant results are 
presented applying the proposed approach on a large-scale 
model and extended data set related to the Italian power system. 

Keywords — bidding zones, model-based, locational marginal 
process, power transfer distribution factors. 

I. INTRODUCTION 

The presence of congestions in the transmission network 
introduce a locational difference in the value of the energy 
among the nodes, requiring a dedicated approach to handle 
them [1]. Nodal pricing schemes consider all the constraints 
of the transmission network in each session of the electricity 
market, starting from the day-ahead one [2],[3],[4]. In the 
absence of congestions, the nodal prices should be basically 
the same in all the nodes, while the presence of congestions 
results in different nodal prices (Locational Marginal Prices, 
LMPs). On the contrary, zonal pricing schemes consider the 
aggregation of the network nodes into zones with uniform 
electricity prices. In this context, only predictable and 
structural congestions are considered in the day ahead 
clearing process. Ideally, the zones should be defined such 
that in the presence of transmission constraints, the electricity 
prices in all the nodes of the same zone are the same. 

In the European Union, the internal electricity market has 
been progressively implemented since 1999, increasing 
competition at the wholesale level. The main goals of the 
process are: (i) maximising social welfare; (ii) optimal 
integration of renewable energy sources; (iii) maximising 
cross-border trade opportunities; and (iv) providing 
competitive energy prices [5][6]. To identify the optimal 

market clearing solution, complex optimisation algorithms 
are used, e.g., [7][7],[8] for the day-ahead market. 

The structure of the European electricity market is based 
on zonal pricing [9]. A bidding zone is defined as the largest 
geographical area within which market participants can 
exchange energy without capacity allocation. The bidding 
zones should maximise economic efficiency and the 
opportunities for cross-zonal trading by maintaining security 
of supply. The Bidding zone borders shall be based on long-
term, structural congestions in the transmission network [9]. 

On these bases, the identification of the bidding zones 
depends on the evolution of the transmission network and on 
the operating conditions in time. The bidding zones need to 
be continuously checked to confirm their effectiveness and 
revised when needed. This is even more true in the context of 
the energy transition: a significant evolution of the generation 
fleet, in terms of energy sources but also in terms of location, 
is expected in this decade. For this purpose, alternative 
bidding zone configurations are studied, to be considered in 
a bidding zone review process. The approaches adopted could 
be expert-based, considering the expertise of the transmission 
system operator (TSO) without using specific algorithms, or 
model-based, in which specific algorithms are executed 
based on selected information on the transmission network 
structure and operation. The expert-based approach is more 
suitable to apply incremental changes to the bidding zones 
with respect to the status quo considering a large set of 
criteria with complex interactions among them, while the 
model-based approach is suitable to conduct a “greenfield” 
analysis with no dependence on an initial solution. 

In the European Union, a bidding zone review has been 
started by the Clean Energy Package [9] in 2019. In this 
context, the European Union Agency for the Cooperation of 
Energy Regulators (ACER) was asked to propose alternative 
configurations to be studied, based on discussions with the 
TSOs and use of data (including LMPs) provided by the TSOs 
[10]. The approach identified in [11] prioritises alternative 
bidding zone configurations defined by considering a step-
wise process, in which (i) the network areas where the energy 
exchanges mostly contribute to the congestions are 
determined; (ii) alternative bidding zone configurations are 
found in these areas; and (iii) the configurations tending to 
improve economic efficiency and cross-zonal trading 



opportunities are selected and proposed as candidates for the 
review process. 

Model-based approaches consist of the following steps: 
(i) determine, by employing a complete model of the 
transmission network, electric grid-specific indicators related 
to optimal electricity market clearing and (ii) determine, 
using these indicators as inputs to tailor clustering algorithms, 
the bidding zones as consistent areas of the electric grid 
where the specified indicators present similar values. Clearly, 
since a bidding zone configuration must be stable over time 
and over a realistic range of network operating conditions, the 
clustering algorithms must process a significant number of 
network operating conditions.  

In [12] the authors conducted a thorough bibliography 
analysis regarding calculation of the electric grid-specific 
indicators, while in [13] regarding the clustering algorithms 
for alternative bidding zones identification. On the indicators 
calculation side, it has been noticed that the adopted 
algorithms use a DC power flow (PF) model while rarely 
considering explicitly the N-1 security criteria and unit 
commitment (UC) of the conventional units. Generally, the 
N-1 security is strongly approximated through reducing the 
current limits of each element in N security conditions, while 
the absence of UC constraints can lead to large inaccuracies 
in the results due to the neglection of the inter-temporal 
constraints. Finally, adopting a DC PF model, means 
completely neglecting voltage-related problems due to high 
power transfers, which could appear in network areas 
characterized by long lines and poorly meshed structure, like 
the central part of Italy. In [15][15] the authors reduced the 
gap by proposing a calculation model that explicitly 
represented the N-1 security criteria: the results on a small set 
of snapshots of the Italian grid showed the clear impact of this 
representation on electric grid-specific indicators calculation.  

The work in this paper continues to reduce the identified 
research gap. On the grid-specific indicators calculation side, 
it upgrades the model from [15][15] with UC constraints 
including specific constraints for hydro power units. The 
model is then applied to determine the inputs used in specific 
clustering algorithms aiming at grouping the nodes based on 
the relevant features. Tests are executed on an extended set 
of snapshots regarding the Italian Transmission grid.  

The next sections of this paper are organised as follows. 
Section II provides a detailed description of the UC model, 
Section III illustrates the clustering-based procedure 
executed to form the candidate bidding zones, Section IV 
shows an example of application of the proposed procedure 
to the Italian Transmission grid on a large dataset and the last 
Section contains the concluding remarks. 

II.  UNIT COMMITMENT MODEL FOR NETWORK INDICATORS 

CALCULATION 

The algorithms developed for computing nodal indicators 
in [15] are based on a DC OPF where the grid is considered 
at nodal level and the N-1 security criteria is represented 
explicitly (including the corrective actions). However, it 
considered the temporal dimension as a set of independently 
optimized time intervals. This consideration is approximate, 
because the generation profile of the Production Units (PUs) 
is subject to intertemporal constraints such as minimum 
startup/shutdown time, ramp constraints, etc. To mitigate 
these issues, the DC OPF model has been updated with UC 

constraints of PUs, transforming it into an optimal UC 
algorithm with a daily optimization horizon (the same 
adopted in the day ahead electricity market) for computing 
nodal indicators. The algorithm is described in detail below. 

A. UP Economic Model 

Fig. 1 shows the structure of a PU. It consists of NUP 
generators, each with production capacity limited between 
𝑃 ,  and 𝑃 , . Furthermore, according to the Italian market 
rules [16], economic bids are presented at PU level for a 
certain time interval and are characterized by quantity and 
price steps <𝑄 , ,𝜋 , > presented in ascending order. 

 
Fig. 1. PU model. 

The production limits of the PU are defined with respect 
to the limits of the individual generators of PU as: 

 𝑄 , ∑ 𝑃 ,  a

 𝑄 , ∑ 𝑃 ,  b

By defining Ω , ,  as the quantity accepted by the market 
for each bid step m and for each time interval t, the total 
quantity produced by the PU is: 

 𝑄 , ,
 ∑ 𝛺 , ,  a

 𝛺 , , 𝑄 , ,  b

 𝑌 , , ∙ 𝑄 , , 𝑄 , ,
 𝑌 , , ∙ 𝑄 , ,  c

where 𝑌 , ,  is a binary variable representing the PU status. 
Just like in the DC OPF problem [15][15], the total cost 

of accepting the bids is minimized, but now, the objective 
function is calculated over all the optimization horizon: 

 𝐶 ∑ 𝐶 , ∑ 𝜋 , . ∙ Ω , ,, ,  

The total accepted quantity for the PUs is distributed 
among the generators of the PU, proportionally to the 
maximum power: 

 𝑃 , ,
,

∑ ,
∙ 𝑄 , ,  

Since (1a), (1b) and (2c) already consider the capability 
of the generating units of the PU, there is no need to impose 
additional constraints on the variable 𝑃 ,

 . This reduces 
considerably the number of constraints and binary variables. 

B. Constraints of the UC Model 

The PUs have a ramp constraint that limits the amount of 
power variation between two consecutive time intervals: 

𝑄 , ,
 𝑄 , ,

 𝑅𝐴𝑀𝑃 ,
↑ ∙ 𝑌 , , 𝑄 , , ∙ 1 𝑌 , , a
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Generator j

Generator NUP
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𝑄 , ,
 𝑄 , ,

 𝑅𝐴𝑀𝑃 ,
↓ ∙ 𝑌 , , 𝑄 , , ∙ 1 𝑌 , , b

where 𝑅𝐴𝑀𝑃 ,
↑ and 𝑅𝐴𝑀𝑃 ,

↓ represent the maximum 
power variation that each PU can deliver in the upward and 
downward direction, respectively, during a defined time. In 
(5a), 𝑄 , ,  terms avoids the unit produces more than its 
capacity when turned ON; the same mechanism should be 
used in (5b) with 𝑄 , ,  to turn the unit OFF from minimum 
production. However, since the time window considered is 
one hour, the plant’s dynamics are neglected, and the (5b) is 
relaxed by using 𝑄 , ,  instead.Each unit is characterized by 
constraints related to being in or out of service. If the market 
changes the status of a unit, it is necessary to maintain the 
generator in that state for at least a certain number of hours, 
according to its technical specifications, to ensure the 
feasibility of such transition [17]: 

 𝑇 ,
, 𝑚𝑖𝑛 𝑁 ,  𝑇𝑀𝐼𝑁 , 𝑈𝑂𝑁 ,  a

 𝑌 , , 1,   ∀ 𝑡 1, … ,𝑇 ,  b

𝑌 , ,

,

𝑇𝑀𝐼𝑁 , ∙ 𝑌 , , 𝑌 , ,     

∀𝑡 𝑇 , 1,  … ,𝑁 𝑇𝑀𝐼𝑁 1 

(6c) 

𝑌 , , 𝑁 𝑡 1 ∙ 𝑌 , , 𝑌 , ,       

∀𝑡 𝑁 𝑇𝑀𝐼𝑁 2, … ,𝑁  

(6d) 

where 𝑇 ,
,  is the number of initial periods that the unit must 

remain in service; 𝑇𝑀𝐼𝑁 ,  is the minimum time for the unit 
to stay in service; 𝑈𝑂𝑁 , is the number of hours the unit has 
been online prior to the start time window and 𝑁  is the 
number of time windows within the considered time horizon. 

Constraints like (6) can be formulated also for the 
minimum downtime of each PU. 

C. Constraints for Managing Hydroelectric  and Pumped-
Storage Hydroelectric Power Plants  

Hydroelectric and pumping plants have their production 
capacity limited over time by the capacity of the reservoir or 
the water flow for run-of-river plants. Fig. 2 depicts the 
generic model adopted. Each plant k is characterized by the 
capacity of its reservoir, 𝐸 , , , which is increased by 
𝐹𝑖𝑙𝑙 , ,  at the end of time window t due to natural reservoir 
filling. The algorithm can choose between producing energy 
𝑄 , ,  and utilizing a portion of 𝐸 , ,  at efficiency 𝜂 , 
or absorbing energy 𝑄 , ,  and increasing 𝐸 , ,  at 
efficiency 𝜂 . This is described by (7a), while (7b) 
represents the actual production of the PU, i.e., 𝑄 , , . A PU 
cannot simultaneously present a production bid and an 
absorption bid in the market, so the existence of only one of 
them will force one of the positive variables, 𝑄 , ,  or 

𝑄 , , , to zero. The reservoir capacity 𝐸 , ,  is constrained 
by (i) upper and lower bounds (7c) of the technical limits of 
the reservoir and (ii) by a minimum level to be maintained at 
the end of the analyzed period (7d). Furthermore, constraint 
(7e), where the positive variable 𝜖 , ,  is present in the 
objective function multiplied by a high penalty cost, aims to 

prevent any of the constraints (7a)-(7d) from becoming 
infeasible due to a rigid value of the 𝐹𝑖𝑙𝑙 , ,  parameter: 

 𝐸 , ,
 𝐸 , ,

 𝜂 ∙ 𝑄 , ,
, , 𝐹𝑖𝑙𝑙 , ,  a

 𝑄 , , 𝑄 , , 𝑄 , ,  b

 𝐸 , 𝐸 , ,
 𝐸 ,  c

 𝐸 , ,
 𝐸 ,

,  d

 𝐹𝑖𝑙𝑙 , , 𝐹𝑖𝑙𝑙 , , 𝜖 , ,  e

 

Fig. 2. Hydroelectric  and Pumped-storage hydroelectric power plant model 

Model (7), as is, represents the pumping plant model. But 
neglecting the variable 𝑄 , ,  in (7) leads to the model of a 
traditional hydroelectric plant, capable only of power 
generation. To model a run-of-river plant it suffices to limit 
the variable 𝑄 , , to the value 𝜂 ∙ 𝐹𝑖𝑙𝑙 , , . 

D. Tertiary Reserve Constraints 

One of the criteria for the security of the network is the 
existence of a minimum level of generation reserves to address 
power imbalances in the network, providing the capability to 
keep the network frequency close to its nominal value of 50 
Hz. According to the dispatching rules of the Italian power 
system, these minimum reserve levels must be ensured at 
bidding zone level (considering reserve sharing) and for the 
whole network control area level. Thus, for a generic area that 
contains M PUs that must ensure a minimum downward 
reserve 𝑄 ,

↓  and a minimum upward reserve 𝑄 ,
↑ , the 

following constraints must be satisfied: 

 ∑ 𝑄 , ,
 𝑌 , , ∙ 𝑄 , , 𝑄 ,

↓  a

 ∑ 𝑌 , , ∙ 𝑄 , , 𝑄 , ,
 𝑄 ,

↑  b

E. Constraints for Network Security 

To ensure network security in N and N-1 conditions, it is 
necessary to add the DC PF equations and the branch flow 
constraints in N and in N-1 condition for each contingency. 
The structure of these equations can be found in [15][15]. 

The Lagrange multipliers associated with the DC power 
flow equations provide the Locational Marginal Prices 
(LMPs) at each bus of the network, which are then used by 
the clustering algorithms indicated in the next section to 
group the network buses, providing useful information to the 
determine the bidding zone configurations. 

III. CLUSTERING-BASED PROCEDURE 

Dedicated clustering procedures have been further 
improved in the framework of this study. These are meant to 
derive alternative bidding zone configurations starting from a 
set of LMPs and grid topology data. 

The main issues for applying clustering algorithms to the 
problem under study are the need to consider the network 
topology with the connections among nodes, and the need to 
determine relatively uniform clusters. With this prospect, 

Generator UP

PCC

Reservoir



clustering algorithms aimed at identifying outliers are not 
suitable and topology checks are needed, either embedded in 
the calculation process or applied to the clusters formed. The 
research carried out by the authors has tested various options 
based on traditional clustering algorithms, such as kmeans or 
hierarchical clustering with different linkage criteria that 
consider different ways to determine the conventional 
distances among clusters [18]. These options used 
individually are insufficient to carry out the entire grouping, 
because of the limitations due to the absence of topology-
based information included in these algorithms. Because of 
that, these algorithms can be considered in a first phase of the 
analysis, while the topology-based considerations are 
included in a further phase by applying suitable algorithms. 

The procedure is summarized in Fig. 3. The number of 
clusters is chosen based on practical considerations, in a 
range (e.g., 4-8) around the present number of bidding zones. 

The square adjacency matrix A is constructed, with binary 
entries corresponding to the connections of pairs of nodes in 
the row and column (0 = not connected; 1 = connected).  

The LMPs are used as features for clustering and are 
included in the matrix DLMP, with nodes in the rows and 
scenarios in the columns. Each scenario has the same 
probability of occurrence. For each scenario, a clustering 
algorithm is executed to find a node partitioning with the 
given number of clusters. From the clustering results, a 
similarity matrix P is constructed, in which the entries 
contain, for each pair of nodes, the similarity index assessed 
based on the number of times the selected nodes belong to the 
same cluster. The nodes are then grouped by using the 
Spectral Clustering algorithm [19] with the matrix P as an 
input. The last step is the execution of a connectivity check 
based on the information provided by the adjacency matrix.  

 

 
Fig. 3. Clustering algorithm. 

IV. APPLICATION TO THE ITALIAN SYSTEM 

A. Description of the System Under Analysis 
The power system considered is the Italian High Voltage 

(HV) transmission (Fig. 4). The Sardinia Island is not 
included as its connection with continental Italy is in HVDC 
(not synchronous). The resulting network is characterized by 
1086 nodes, 1300 branches and 420 generating units [20].  

The described procedure is applied on a significant 
number of operating scenarios. The year 2019 is considered 

and, for simplification, each day is reduced to six significant 
hours, namely 4:00, 8:00, 12:00, 16:00, 18:00 and 22:00. 
Thus, considering that the data for three hours is missing, and 
the corresponding days neglected, a total of 2172 scenarios 
are obtained. The nodal real and reactive power demands 
have been set according to the actual data provided by the 
TSO. They present three components: (i) the net demand at 
HV substation level seen as the difference between the total 
demand and the total generation present at lower voltage 
levels; (ii) the import from DC cables, and (iii) the import of 
Italy from neighboring countries at the North border. The 
evolution of the three components is shown in Fig. 5. Two 
periods where the demand is highest can distinguish: 
beginning of the year (winter), and middle of summer.  

 
Fig. 4. Italian HV Transmission Grid with cross-border connections. 

 
Fig. 5. Italian HV Transmission Grid demand components. 

Fig. 6 shows the residual demand to be satisfied by PU 
connected in the HV grid, hence the demand covered through 
the market clearing algorithm of Section II. It is calculated as 
the difference between the net demand and the imports. 

For each generating unit connected to the HV grid (Fig. 
1), the actual market bids corresponding to the considered 
scenarios have been used; the data is available at [21]. The 
technical data of the PUs in terms of ramp rates, minimum 
time of operation etc., has been provided by the Italian TSO. 

 
Fig. 6. Italian HV Transmission Grid residual demand. 
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B. UC Results 
The optimization model that represents the nodal market 

with UC constraints has been run on all the considered 
scenarios, with the UC constraints being applied on a daily 
basis. The algorithm converged within a well-contained 
calculation time: about one minute for each day, which shows 
the capability of the proposed methodology to potentially 
process a very large dataset.  

Fig. 7 shows the obtained average LMP calculated over 
all the grid buses, for each scenario. Compared to Fig. 6, it is 
clear that the variation shown in Fig. 7 follows well the trend 
of the residual demand. This is in-line with the expected 
results, as in the ideal case (no congestions, price invariance, 
etc.), the LMP perfectly follows the demand. 

 

 
Fig. 7. Average LMP over all network buses for each considered scenario. 

Fig. 8 shows the total number of branches congested in 
each considered scenario and in N-1 security conditions; the 
figure also shows the trend of the daily average number of 
congestions. In some scenarios, few congestions occured in 
N security conditions, hence they are not considered relevant. 
Clearly, the highest concentration of congestions is in the 
midsummer period (one of the periods with highest demand 
and lower conductor ampacity) suggesting that this is the 
period of higher sparsity in the LMP values.   

 

 
Fig. 8. Branch congestions statistics in N-1 security conditions. 

As explained in [14], the optimization model also 
contains a flow limit on a set of branches in the grid that is 
the Center North (CN)-Center South (CS) interface, where 
the flow is limited due to potential voltage problems. Fig. 9 
shows the evolution of the interface’s congestion together 
with the cumulative average to better track its dynamic. The 
cumulated average suggests a concentration of interface 
congestions at the beginning of the year, i.e., in the other 
period with highest demand. Thus, the “price separation” at 
the interface of Italy occurs more often here, leading to higher 
values of LMPs (see Fig. 7). 

 

Fig. 9. CN-CS interface congestion statistics. 

C. Clustering Results 
Fig. 10 and Fig. 11 show the clustering results obtained 

by considering different input data to the clustering 
algorithms, corresponding to successive phases of 
development of the model-based activity, taking 7 clusters as 
an example.  

The starting point (Fig. 10) is the solution presented in 
[22]. In this case, the clusters were identified through a multi-
scenario methodology: the analysed LMPs were obtained 
through a DC OPF executed for 100 scenarios considered 
singularly. In the algorithm, the N-1 security criteria were 
incorporated, and historical load and generation profiles were 
considered [15]. Moreover, a weight to each of the 100 
scenarios was assigned by the TSO to consider the probability 
of occurrence estimated according to historical data. As can 
be noticed in the figure, some clusters were characterised by 
a relatively low number of nodes.  

 

  
Fig. 10. Solution presented in [22]. 

Considering the same methodology but with a more 
representative dataset characterized by 2172 scenarios and 
the execution of the UC model, the clusters depicted in Fig. 
11 were identified. With reference to the previous results, 
more uniform groups were created, reflecting particular 
conditions. For example, a specific cluster appears in the 
South-East of Italy – the green points), which identifies a 
zone with particular characteristics of the generation, with a 
large share of production from renewable energy sources in 
wind and photovoltaic power plants.  
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Fig. 11. Clustering results obtained by using the LMPs determined starting 
from the DC-OPF with Unit Commitment. 

 
CONCLUDING REMARKS  

To assist the bidding review process, this paper has 
proposed the application of specific algorithms for 
calculating the LMPs, considered as the features of interest 
for grouping the nodes of the HV network by considering the 
effects of network congestions in different time periods. The 
analysis has been carried out by adopting advanced 
procedures specifically formulated for both OPF calculation, 
with the inclusion of unit commitment in the DC OPF, and a 
combination of clustering algorithms that enables the 
incorporation of network topology-based information in a 
framework targeted for the application of the spectral 
clustering. The results confirm the applicability of the 
proposed methodology on a large-scale power system such as 
the Italian one. 

More generally, the definition of the bidding zones should 
consider further aspects related to generation availability, 
foreseeable evolution of the network, uncertainty of the 
future generation and demand, and other aspects of the 
network operation that can be revealed through a more 
detailed study, e.g., by using an AC OPF. The authors are 
working in this direction with the aim to reflect voltage 
constraints in the LMPs obtained from the market clearing 
algorithm and to introduce a probabilistic approach able to 
increase the representativeness of the LMP scenarios in the 
clustering algorithms. In parallel, stopping criteria for the 
clustering procedure are under investigation. 
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